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PREFACE
 

rhe idea of this manual was conceived in the late 
1960s through FAO's Regional Commission on Farm 
Management for Asia and the Far East. Several 
economists from the region, including Dr. Shao-cr 
Onq. prepared a first draft of the manual at that time. 
However, the development of other commitments 
meant that no further work was carried out ol the 
marual for a number of years. Very widespread in-
tcre;t and continuing expressed need for such a man-
ual prompted FAO to give the work high priority in 
1976 77, leading to production of an updated version 
of the manual which was reviewed and finalized at 
the Expert Consultation on Farm Management for 
Small Farmers in Asia and the Far East held in Bang-
kok, 11-15 September 1978. This consultation was 
attended by farm management experts from countries 
in the Region, FAO, A/D/C, APDI, ESCAP and
other international agencies including donor organi-

Zations. 

Revision and updating of the initial draft manual 

were coordinated and carried out by Professors John 
L. Dillon and J. Brian Hardaker of the Department
of Agricultural Economics and Business Management 
of the University of New England, Armidale, Austra-
lia.They undertook this task drawing on the orig-
inal draft, on comments made on that draft by
Member Governments of the Region, and on sug-
gestions and material provided by a number of econ-
Omists in the region and other experts from FAO and 
elsewhere. Those who assisted included, in Bangla-
desh, Dr. M. Alamgir of the Action Research Project
On Small Farmers and Landless Labourers and Dr. 
Md. Mosharraf Hossain of the Ministry of Agricul-
ture; in India, Dr. I.J. Singh of Haryana Agricultural 
University; in Japan, Dr. Hiroyuki Nishimura of 
Kyoto University; in Korea (Rep. of). Don-wan Shin 
and Mr. Don Diltz of the Office of Rural Develop-
ment; inMalaysia, Ti Teow Chuan of the Rubber Re-
search Institute, Khoo Gaik Hong. Louisa Foh and 
Tuan Haji Osman bin Mohd. Noor of the Department 
of Agriculture, Kor Ah Kow of Selangor State Depart-
Inent of Agriculture, Mr. S. Sel,adurai of the Ministry
of Agriculture, Dr. Hashin Nor and Fowzy Lin Ab-
dullah of MARDI, Dr. Donald C. Taylor, Mohd. 
Zainal Abidin Tambi and Eddie Chiew Fook Chong 

of University Pertanian Malaysia, Uzir Abdul Malek 
and Nik Hashim Mustapha of University Kebangsaam 
Malaysia, Abu Bakar Hamid of FAMA, and Dr. Tan 
Bock Thiam of the University of Malaya; in Nepal, 
Dr. Ram Prakash Yadav of the Agricultural Projects 
Services Centre, Dr. Bharat Lal Karmacharya of the 
Department of Agriculture and Dr. Shao-er Ong of 
the A/D/C; in the Philippines, Jesus C. Alix of the 
Bureau of Agricultural Economics, Dr. Bart Duff, 
Dr. R.W. Herdt, Dr. R. Barker and Mrs. Esther An­
tonio of IRRI, and Dr. Ernesto P. Abarientos of the 
University of the Philippines at Los Bafios; in Thai­
land, Dr. Kamphol Adulavidhaya of Kasetsart Uni­
versity, Dr. Neal Walker, Boontam Prommani, Cham­
rus Ungkarpala-Ong, Dr. Somnuk Sriplung and 
Sa-nguan Bhananchai of the Ministry of Agriculture 
and Co-operatives, Dr. Ralph Retzlaff of the A/D/C,
Mr. Pierre Laplante of ESCAP, Dr. J.H. Rhee of 
UNAPDI, Mr. A.R. Patten of UNDP and Dr. F. von 
Fleckenstein, Dr. Basilio N. de los Reyes, Mr. G.C. 
Clark, Dr. B.P. Dhital, Mr. H.G.Groctecke, Mr. B. 
Bruinsma and Dr. L.B. Marcelo of FAO; and in Sri 
Lanka, Dr. D.J. McConnell of FAO. In addition, 
assistance was also provided by Dr. N. Carpenter,
Dr. H. Kunert, Dr. K.H. Friedrich and Mr. J.M. 
Dixon of the Farm Management and Production Eco­
nomics Service, FAO, Rome, and by Mr. G. Allanson, 
Ms. A.M. Burrell, Dr. I.D. Carruthers, D. E.S. 
Clayton, Mr. M. Hamid and Dr. J.P.G. Webster of 
Wye College, England. 

Most existing publications on farm management
research methods are designed for developed-country 
agricultural conditions and assume a highly commer­
cialized agriculture based on modern developed-coun­
try technology. Such publications seldom address the 
special issues of farm management research in the 
context of developing countries. They generally fail 
to emphasize the use of farm management research 
either as an instrument in development planning or 
as an element in the evolution of sound guidelines
for agricultural development policy. By contrast, the 
present manual, through its focus on research methods 
appropriate for small farm analysis and its orien­
tation to determining the needs of small farmer de­
velopment, should better fulfil such functions. The 

ix
 



manual is intended for use by farm management econ-
omists in developing countries (particularly those of 
Asia and the Far East) faced with such tasks as 
assisting in the development, evaluation and intro-
duction of improved technologies or new enterprises, 
the monitoring of farm performance, the design and 
implementation of farm extension programmes, and 
the planning of strategies and policies for small 
farmer development, agricultural marketing, rural 
credit, -,mplcyment, etc. Such problems are found 
throughout the developing world and the manual 
should find general application in farm management 
aiialysis pertinent to small farm development re-
sea,' h. However, most of the case examples used 
relate to Asia and the Far East. 

Previou 

The manual is designed to be fully compatible with 
FAO's computerized farm management data col. 
lection, analysis, storage and retrieval system.' Sire. 
ilarly, the manual is usefully supplemented by the 
FAO-sponsored AGRIPLAN manual 2 on linear pro.
gramming in the context of small farm planning. 

1 FRIEDRICH, K.H., Farm Management Data Collection and 
Analysis: An Electronic Data Processing, Storage and Re.trieval System, FAO Agricultural Services Bulletin No. 34,Food and Agriculture Organization of the United Nations, 
Rome, 1977. 

- YOUNG, D.F. and P.A. RICKARDS, AGRIPLAN: A UseesManual for Small Farm Analysis, Farm Management Unit,FAO, Rome, 1978. 
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1. INTRODUCTION
 

1.1 	 "raesmall farm setting the rapid growth in national gross products of the 
developing countries in the Region, mass poverty 

Though the definition of "small farmers" has been not only continues to exist in the rural areas, it is 

the subject of much debate, it still remains fuzzy in fact spreading ... Out of the 750 million poor 

(Valdes et al., 1979; Wharton, 1969a). Precise defi- in the developing countries of the world, roughly 

nirion, however, is not required to recognize either 75 percent are concentrated in Asia. The bulk of 

the reality of the small farmers' plight or their im- the poor - 85 percent by World Bank estimates ­

portance in world development. In general, they are in the rural areas. They consist mainly of 
constitute the bulk of the world's larmers, operate in small farmers/fishermen, landless agricultural Ia­
a context of increasing local population pressure, have bourers, and shifting cultivators ... These people 
a very small resource base generating a chronically are living truncated lives, suffering from disease 
low standard of living either involving absolute pov- and malnutrition. Some of them have no roof to 
erty or verging on it, rely to a greater or lesser degree cover their heads, no clothes to cover their bodies 
on subsistence production, and tend to be on the and no means, either to produce or buy, the food 
margin rather than in the mainstream of their na- they need for the bare sustenance f themselves 
tional society in terms of political influence and the and their families. Most of the small farmers are 
provision of health, education and other services, tenants and sharecroppers. They do not own the 

Just how many small farmers there are in the land they cultivate. Their lives - and their 
world is not known exactly. Wharton (196Tb) sug- hopes - are dominated by those who own the 
gests about half of the world's population is de- land. They are often denied, both by design and
pendent on subsistence agriculture, that about 40 per- circumstance, the basic human right to make their 
cent of cultivated land is worked by small farmers, own decisions and the basic human right to an
that 60 percent of all farmers are small farmers equitable share in the benefits of their toil ... Pol­
and that they account for less than 40 percent of icies aimed primarily at generalized economic 
all agricultural output. McNamara (1973) suggests growth not corrected severehave the inequalities
that 20 percent of the world's crop land is in farms existing in most developing countries. It is equally
of less than five hectares. These small farms, num- clear that 'growth with social justice' will not result 
bering some 130 million, provide the direct livelihood unless there is corrective bias in favour of the rural 
for some thousand million people. McNamara fur- poor and unless the small farmers, who constitute
ther estimates the population of the developing coun- the majority of the rural poor, are brought into the 
tries as approximately two thousand million people, mainstream of development through purposive in­
of whom a third to a half are malnourished and 40 tervention." 
Percent are illiterate, and of whom 70 percent (1.4 Two characteristics of small 
thousand million) are rural. By the year 2000 he twosmaracters of soufarms stand out -­
estimates there will be 2.7 thousand million rural their small size in terms of resources and their low in-
People in the developing countries, constituting 50 come levels. For example, the general pattern of farm 
Perent of their population, and the bulk of whom size distribution for Asian countries, as measured by 
will be on small farms. Rough as these estimates farm area, is illustrated by the data for Indonesia 
undoubtedly are, they indicate the immense signifi- and Pakistan in Table 1.1 and for South Asia (Bangla-
Unce of small farmers in world development desh, India, Nepal, Pakistan ana Sri Lanka) in 

The small farmer situation in the Asia aad Far Table 1.2. As is typical, these size distributions show 
East Region has been well described by Umali (1978). the majority of farmers to occupy a far less than pro­
lie states: portionate area of the total area farmed. Thus 70 

percent of Indonesian farms are less than one hectare 
"Our experience in development efforts during the in size but constitute only 27 percent of the total 
last two decades has been disappointing. Despite farmed area. For Pakistan, 52 percent of farms are 
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_ _ 

Table 1.1 SIzE DISTRIBUTION OF FARMS IN INDONESIA AND Table 1.3 AVERAGE COMPOSITION AND SOURCES OF FAMIL 
PAKISTAN INCOME OF A SAMPLE OF SHARECROPPERS IN 

BRAZILIAN SRRTXO FOR THE AGRICULTURAL YEAR 

1972-73 
Indonesia Pakistan 

Area of faim 96 96 
No. of 96 of of all No. of 96 of of all 
farms farms farmed farms farms farmed 

land land 

(ha) (1 000) (1 000) 
<0.4 5 423 44.2 8.2 1492 24.4 3.2 

0.4 to <1.0 3218 26.2 19.3 1677 27.4 12.7 
1.0 to <2.0 2 173 17.7 24.6 1 615 26.4 26.2 
2.0 to <3.0 653 5.3 12.3 698 11.4 18.9 
3.0 to <5.0 399 3.2 12.1 442 7.2 19.2 
5.0 to <10.1 413 3.4 23.5 188 3.1 15.4 

I0., to <20.2 26 0.1 4.4 

Sovrce: Based on Falcon (1970). 
Based on farm size at mid.class interval. 

Table 1.2 SIZE DISTRIBUTION OF FARMS IN SOUTH ASIA'* IN 
1971 

Distribution of 
Distribution of farms foodgrain area 

Farm size 

No. i6 Amount 9 

(ha) (106) (104 ha) 
<1 26.6 42.8 8.6 7.1 

I to <5 27.8 44.7 49.2 40.7 
5 to <10 5.2 8.4 27.6 22.8 

>10 2.6 4.1 35.6 29.4 

Source: Burki and Ynsuf (1975). 

Bangladesh, India, Nepal, Pakistan and Sri Lanka. 

of less than one hectare but constitute only 16 percent 
of the total farmed area. For South Asia, 43 percent 
of farms are of less than one hectare but crop only 
seven percent of the total area sown to foodgrain. 
Without doubt, small farmers share most unequally 
in national land resources. 

As an example of the typically poor income sit-
uation of small farmers, Table 1.3 shows the average 
composition and sources of family income for a 
sample of 64 sharecroppers in the semi-arid interior 
of northeast Brazil. These sharecroppers had an 
average age of 49, a household size of seven, 0.1 
year of formal education and only one in five was 
literate. With an annual net income totalling only 
US$88 per household member, these farmers well 
indicate the need for small farm development, 

No matter where they are found around the world, 
small farmers appear to constitute a subculture (Rog-
ers, 1969). From an economic point of view, the 
most significant characteristic of small farmers is the 

Source Amount. 

Sale of agricultural products 199 

Family consumption of farm products 103 
Farm products used as farm inputs 17 
Payments in money and kind to landlord l"t 
Inventory changes 104 
Total gross income from farm 524 
Purchase of farm inputs -13 
Inputs produced on the farm -17 
Payments in money and kind to landlord -100 
N fr en s3 

aymNetfarm ecarni.ngs 394 

Payment received for off-farm work 144 

Total agricultural income 538 
Non-agricultural income 80 

Family earnings (or net income of household) 618 

Family earnings per household member 88 

* Measured in US$. Subsistence use was valued at market price. 

small resource base on which they have to operate., 
In -!neral, they have control (often with very littlei 
security of tenure) over only a small area of landl
which is often naturally poor or depleted and oftenj 
fragmented; they have an extremely low level of. 
human capital in terms of education, knowledge and 
health with which to work; and they suffer chronid 
indebtedness and lack accessibility to institutionall 
credit and inputs. Concomitantly, they face unstablei 

markets and prices; they receive inadequate extension! 
support; they have little share in the control andi 
operation of rural institutions; and they lack the so. icioeconomic power with which to gain access to:, 
,public" and other services that are available to other 
more powerful members of their national society.: 
In consequence, the small farmer's existence is often 
precarious and the effect of poor weather or pricei 
can be calamitous for the farmer and his family. 

While small farmers have the common character': 
istics of lirited resources and low incomes, their 
modus operandi around the world exhibits treMen-: 
dous diversity. Contrast, for example, the farmilgf 
systems of the herdsman of semi-arid Africa, tl! 
shifting cultivator of the semi-humid tropics, and tN 
small paddy farmer of monsoonal Asia. Just as greal 
as these differences in ways of farming are the dil 
ferences in culture that exist among small farMe/0 
from country to country and region to region. 
consequence, small farmers cannot be thought ofd 
a homogeneous group even within a relatively srMh 
region. Indeed, one of the major responsibilities Ij 
farm management research relative to small farmel 
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the world as a 
Mtodetail their diversity around 

of problems
complementary step to the specification 
for farm management research. 

1.2 	 Dtfitiofln of farm management research 

B. research is meant the orderly process of in-
yestigation by which we increase our knowledge of 
why the world is as it is and of how it might be 
changed. Applied research is research undertaken 
,pecifically for the purpose of resolving a particular 
problem. Generally, farm management research is 
applied research and has either or both of two broad 
aims: 

(I) 	to provide information which will assist farm-
ers in their farm management so that they 
are better able to achieve their goals whatever 
they be; 

(2) to provide government with information on 
farmers and their management so as to assist 
in the better formulation of government pol-
icy and development planning. 

These aims of the researcher differ from those of 
the farmer himself or of the farm management ex-
tension worker. From the farmer's view, farm man-
agement consists essertially of choosing between 
altemative uses of his scarce resources of land, labour, 
capital, time and management so as to best achieve 
his goals given all the risks and other difficulties he 
faces in his farming operation. The role of the farm 

management extension worker is to give guidance to 

farmers by helping them to see their problems, to 

analyse them and to make soundly based management 

decisions. In his work the extension worker relies 

heavily on the knowledge generated by farm man-


agement research. 

1.3 Conduct of farm management research 

Four elements are crucial in conducting effective 

farm management research. They are: 


) an adequate knowledge of theory; 
(h) relevant practical knowledge and experience;

(ii) an effective research strategy and adequate 

research resources;
iv) 	satisfactory research administration. 

Only if these requirements are met can the farm 
management researcher carry out his research in sat-
isfactory fashion using the techniques of data col-
lection and analysis elaborated in the later chapters 
of this manual, 
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THEORY 

The greater the researcher's command of theory, 
the 	better he will be able to orient his research and 
the 	more productive it will bc. Theory provides the 
basis for formulating hypotheses to be tested by 
research. It ensures that the research goes beyond 
mere description and that it provides understanding 
as to (a) why things are as they are and (b) how they 
may be changed. Knowledge of theory also assists 
in guiding the selection of analytical techniques to be 
used in conducting the research analysis. 

Since farm management is basically concerned with 
the ways a farmer obtains and organizes scarce re­
sources (land, labour, capital, time and management) 
so as to achieve his goals, it is a process of econo­
mizing. Accordingly, the parent discipline of farm 
management is economics and the theory most di­
rectly relevant to farm management research is eco­
nomic theory. At the same time farm management 
research must be recognized as multidisciplinary in 
nature in so far as it must draw on and take account 
of information, principles and theory from such close­
ly related sciences as sociology and psychology as 
well as the various fields of plant and animal science. 

Perhaps the most important elements of economic 
theory relevant to farm management research are 
those encompassed by the principles of comparative 
advantage, diminishing returns, substitution, cost 
analysis, opportunity cost, enterprise choice and goal 
tradeoff. Leaving to later chapters such data-manip­
ulation procedures as budgeting, linear program­
ming, production function analysis, etc. by which 
these principles are applied, the essence of each of 
these seven theoretical principles can be outlined 
simply as follows. 

The principle of comparative advantage largely 
explains the location of agricultural production. What 

it means is that various crops and livestock, with their 
differing requirements, should be produced in those 
areas or on those farms where the physical and other 
resources are economically best suited to their pro­
duction. Thus even the most poorly endowed offarms may have some comparative advantage for 
some product or products. Since environmental re­
sources are so variable, and production possibilities 
usually so numerous, the principle of comparative 
advantage applies on a world-wide basis, country­
wide basis, and on a farm basis - field by field. This 

principle is so logical that it appears more like "com­
mon sense" than a principle, yet it has been violated 
many times, particularly in choosing crops for newly
developed areas. 

It should not be assumed that producing areas 
always maintain the same economic relationship to 
each other. There are factors that alter comparative 
advantage. The most important of these are: (a) the 



development of new farming systems or improved 
technology; (b) changes in input costs and in the rel-
ative prices of different farm products; (c) changes 
in transportation costs such as occur when roads are 
improved or destroyed; (d) land improvement by 
drainage, irrigation, and so forth; and (e) the de-
velopment of cheaper substitute products such as 
synthetic fibres to replace natural fibres. Thus any 
area may improve or lose its economic position with 
respect to a given type of crop or livestock. It is the 
job of farm management research to evaluate such 
changing conditions and provide advice on needed 
farm reorganization so that farmers can adjust to the 
changed circumstances more quickly than otherwise. 

The principle of diminishingphysicalatu economic 
returns is important because it determines the best 
level for any production practice. For example, it 
is this principle which guides a farmer on the yield of 
rice that he should aim for, the amount of irrigation 
water he should use on a crop, how much labour he 
should use on a particular activity, etc. 

The principle is particularly useful in considering 
the level of output to be produced from a set of fixed 
resources as typified by a given field or farm. To 
these fixed resources are added variable factors (i.e., 
inputs under the farmer's control) in forms such as 
labour, seed, fertilizer, insecticides, etc. Diminishing 
returns come about from the physical relationship of 
these variable factors to the fixed factors. For ex-
ample, in the case of weeding a rice field, as more 
and more units of labour (variable factor) are spent 
in pulling weeds from the field (fixed factor), the 
physical yield of rice increases, reaches a peak, and 
then may even decline through the trampling of rice 
plants as the task is overdone. Diminishing economic 
returns come about when diminishing physical returns 
are translated into value terms. Often value will be 
measured in money terms, but it is not necessary to 
use money values in order for the principle to be 
useful. Take the above case of weeding. In most 
cases the labour is supplied by the family and the 
rice may all be consumed at home with no money 
involved. In this situation the cultivator should bal-
ance any added physical labour against the added 
physical product, and decide how much weeding it is 
worthwhile to do. On the other hand, if because of 
the risk of insect attack lie applies an insecticide for 
which he has to pay money, then he should balance 
the money cost of the insecticide against the expected 
money value of the increased yield or losses saved in 
order to decide whether or not it pays from the money 
standpoint. This implies that he should use insecti-
cide up to the point where the last unit or application 
of insecticide is just expected to pay for itself, 

The principle essentially is this: add the variable 
resource to the fixed resource as long as the added 
return expected from the last unit of variable resource 

used is just sufficient to cover the added cost of that 
unit. Given the many different variable inputs used 
by farmers, together with the fact that the extent of 
diminishing returns varies from region to region (and 
even within regions), a host of problem-solving studies 
could be done in this area of farm management alone, 
each of which would contribute to more efficient use 
of farm resources. 

The third impci-tant principle is that of substitution. 
Since there are many technical possibilities of pro. 
duction, a farmer must choose the most economical 
method, measured in whatever terms (e.g., physical 
labour, time, or money) suit his conditions. For 
example, a cultivator can prepare a seedbed by him. 
self with hand tools; or he can hire additional hand 
labour; or he can use a draught animal or a small 
tractor. Which of the alternative methods should he 
use? He will need to consider the physical per. 
formance of each production factor, and the "cost" 
of each. 

The principle is this: in substituting one method 
for another, be certain that the saving in the method 
replaced is greater than the cost of the technique 
added. 

Cultivators are constantly faced with problems of 
substitution, even among resources that already exist 
on the farm. But the principle of substitution has 
an extremely useful application when farmers are 
considering the adoption of any new practice. If they 
are to progress, then old methods must be dropeG 
and new ones added. But what to discard and what 
to adopt under various conditions of farm size, crop. 
ping patterns, capital availability and so forth, are 
genuine problems on which farmers need assistance 
It follows that research should help find solutions io 
these problems. 

It is also important to understand the principles of 
cost analysis. The reason for this is that each farmer 
does have some control over the costs of production 
on his farm, but he has little or no control over the 
prices he receives for his products or the value he 
should place on them because these are determined 
by country-wide and world-wide factors. Other things 
being unchanged, a farmer must reduce his costs per 
unit of output if he is to increase his net farm income. 

The most important classification of farm costs is 
their division into those that are "fixed" and those 
that are "variable". Fixed costs remain the same 
regardless of the volume of output. The farmer would 
have to pay them regardless of how much his farm 
produces. For example, while long-run rents for 
land generally are determined on the basis of quality, 
in any one year the rent paid is the same regardless 
of whether a farmer raises a bumper crop or a poor 
crop; the labour (or cost) of maintaining bunds re. 
mains the same regardless of the yield of rice; most 
of the cost of maintaining a bullock or buffalo re. 
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nus he same regardless of whether or not the 
become especiallyFixed costsAnial is fully used. 

Important when a farmer considers further investment 

tools, draught animals, machinesorn suchsuildings.thingsAny such investment can only be justi-as 
oed if it can be afforded and if, over the long term, 
t leads to a flow of benefits in excess of its cost. 

of reduced vari-
Benefits may 	arise either in terms 
able costs (see below) or increased output at the same 

or a lower level of fixed cost per unit of output. 
those which change as the size[Iariable costs are 

They occur only if somethingof operation 	changes. 
if nothing 	is pro-is produced and they do not occur 

duced. Ior example, much labour is required in veg-
has to hire labour,ctable production. If a farmer 

then as production is increased the need for hired 

iahour isincreased and the outlay on labour increases. 
If no vegetables are produced there is no need for 

hired labour. Likwise, the fuel costs for a hand 
as the use of the tractor increases; ortractor increase 

the greater the area a farmer plants to rice, the 
greater his fertilizer cost. Because they vary directly 
with the size of operation, such costs are classified 
as variable costs, 

cost as fixed orThe classification of a particular 
variable depends partly on the nature and timing of 
the management decisions being considered. Some 

costs are fixed in relation to certain decisions but 
variable in relation to others. For example, land 
rent becomes a variable cost in relation to a decision 

land; but for land alreadyby a farmer to lease more 
a fixed cost. Inleased and being used, the rent is 

general, the time scale of decision making has an im-

portant influence on whether 	costs should be viewed 
In the long run, most costs areas fixed or variable. 

variable, 
The principle of fixed and variable costs can be 

applied in many actual farm situations. For example, 

suppose that, due to drought, the yield of a rice field 

is so low that a farmer wonders if it is worth har-
At harvest time all coss so far incurredvesting. can 

be considered fixed since there is no way in which to 

recover them. If the farmer harvests the crop he will 
of labour.incur variable costs largely in the form 

But the rice will also add something to income. He 

must decide whether or not to harvest the crop. If 
than the addi-the value of the crop is worth more 

tional cost of harvesting, he should harvest it; other-

wise he should not. Sonic might say that this prin-

ciple would not apply where even very poor crops 
Butmust be harvested in order 	to prevent hunger. 

the Yield of rice might be so low that more human 
energy is required to harvest it than there is energy 

i the rice if it is harvested and consumed. The sit-

even if measured in physicaluation is the same 

terms, Any difference is in the units of measurement, 

and not in principle, 


to
Another important consideration when it comes 

is the oppor­on a farm
choice between alternatives 
tunity cost involved. This principle says that the cost 

resource in a par­
of any choice, e.g., of using some 
ticular activity, is given by the value of the best alter­
native use foregone. For example, if a farmer can 
earn a profit of $75 from a field of wheat and $95 by 

planting it to pulses, the opportunity cost of planting 
Since this exceeds his po­

the field to wheat is $95. 

tential profit from wheat, he should plant pulses not
 

And if the farmer persists in planting wheat,wheat. 
he should recognize that he is earning $20 less profit 

than he could have earned. In either case he makes 

money, but the point is that he would have made 

more money from pulses. Of course, it is up to the 
in what terms to measure oppor­farmer to 	decide 

leisure or sometunity cost - it may be in money or 
other form. What must hold is that each unit of land, 

labour and capital should be used where it will add 
may be measuredmost to income, however income 


(i.e., whether directly as money or in some broader
 
terms such as satisfaction or utility). This principle
 

of resource allocation is extremely important in choos­
ing enterprises, and hence in working out an efficient
 
pattern of farm organization.
 

Stated more specifically, the principle of enterprise 
choice says that enterprises should enter the farm 

plan so long as their expected contribution to net 
farm income exceeds the opportunity cost of the re­
sources they use. 

In applying the principle of enterprise choice, 

allowance needs to be made for relationships between 
enterprises. Various enterprises on a farm may "com­

pete" with 	each other for use of resources, as in the 
a farmer does not have enough labour tocase when 

harvest two different crops at the same time. Conflicts 
to be ironed out by adjustingof this kind need 

cropping plans and the time of planting. Enterprises 
when they utilize resources thatare "supplementary" 

as ducks in Vietotherwise would go to waste, such 
Nam which scavenge the 	fields for fallen rice after 

also be "complementary"harvest. Enterprises can 
as maizeby providing materials for each other, such 

which utilizes the beneficial effects of a prior green 

manure crop or which provides a trellis for climbing 

beans. Complementary relationships can be especially 
and livestock enterprises,significant between crop 


and between crops in a multiple cropping system.
 

The overall goal of the small farmer as far as oper­

ation of his farm is concerned is to make what he 

regards as efficient use of whatever resources he has 

labour, tools, capital, goodwill, etc.- land, water, 
The principles outlined above deal largely with the 

internal problem of allocation of these resources to 

those enterprises and activities that will maximize the 

it)net return (however the farmer desires to measure 
to the farm as a whole. It means putting to pro­
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ductive use those resources which are now idle part 

of the year, and making more effective use of those 

already employed. This, in fact, is often a significant 

problem in the developing countries where under-

employment of labour in particular, and sometimes 

less than full utilization of capital and land resources, 

are often widespread through lack of opportunity at 

particular times of the year. 

The principle of goal tradeoll recognizes that the 

small farmer has multiple goals that will otten com-

pete with or- another. Such goals may involve gain-
ing cash income (to finance farm development, pco-

vide home amenities, educate children, etc.), ensuring 

family food requirements, having leisure opportuni-

ties, avoiding undue physical exertion, meeting social 
the farmerobligations, etc. In managing his farm, 

of goal attainmentwill wish to achieve that mix 

which gives him the best level of overall satisfaction 

(or utility) across his multiple goals. Inevitably, some 

of the different goals will be in conflict (e.g., cash in-

comc versus leisure). If they do not substitute for one 

another in both production (i.e., in their resource 
use) and consumption in constant proportions as their 

so that one goal will dominateachievement varies 
another, the farmer will have to achieve a satisfactory 

one goal off againstbalance between them by trading 
trade off so longanother. In doing this, he should 

as the gain in satisfaction from the goal receiving 

increased emphasis is greater than the dccrease in 
onsatisfaction incurred by decreasing the emphasis 

the other goal or goals. 
To a large degrec, the successful conduct of farm 

collection of datamanagement research involves the 

and its onalysis and reporting in terms of the above 

seven economic principles. They guide the researcher 

in terms of the hypotheses to be tested and the data 

that are needed. Particularly in relation to small 

however, two facts must be emphasizedfarmers, 
about the application of these theoretical principles, 

relate to the role of uncertainty and money.These 
Uncertainty. As elaborated in Chapter 8, small farm-

ers have to make their managerial decisions from 

year to yeai in the face of uncertainty about the cli-

mate that will prevail, the incidence of pests and 

disease, the prices they will confront, the perfor-

mance of new technology and, often, their tenure 

status and the political environment under which they 

will have to operate. In consequence, the small 

are risky ones; he can never befarmer's decisions 
of his choices. Thisperfectly sure of the outcome 

implies, on the one hand, that the small farmer has to 

exercise personal judgement about the risks that he 

faces in his intuitive application of the principles 

outlined above and, on the other hand, that the farm 
con-management researcher must recognize in his 

sideration of these principles both the existence of un-

certainty and the element of personal judgement about 

risk that will pervade the small farmer's choices, 

Elucidation of the risks that the farmer faces and hi5 

reaction to them are therefore a necessarily important 

part of farm management research. In turn, this 

implies that while the collection of farm data on farni 

systems in terms of enterprise mix, yields, costs, 
prices, cash flow, returns, technology used, timing 01 

operations, etc. will provide a first step toward eval. 

uption and understanding of farm performance and 

possible avenues of improvement in performance 

based on the economic principles outlined above, 
such historical data cannot tell the whole story. Man, 

to the future, not the past, soagement must relate 

that account must be taken of future possitAe yields, 
costs, prices and technology - about all of which 

the need f0there will be uncertainty and hence 

exercising risky judgement. 
Money. To a greater or lesser degree, small farmer 

non-cash environmenoperate in a mixed cash and 

Some are completely market oriented and opera 

fully commercially in a money economy. Some a 

purely subsistence farmers and operate without an 
contact with a money economy. The great bulk 

small farmers, however, are semi-subsistence, i 

part-subsistence and part-commercial, so that the 
have some contact with markets through which thd 

money as part of their total income. Ithareceive 

in so far as sih
sometimes been argued that, 

farmers operate outside the cash economy, the p 
ciples of economic theory outlined above are irrel 

This is not so. These principles are pertinvant. 

and applicable whatever the numeraire used to a
 

or some o
gains and losses, whether it be money 


measure such as the farmer's or farm family's
 

sonal utility or satisfaction. What is true is t
 

money, when applicable, is a very convenient m
 
nasure because of its standardized exchangeable 


farms, regions and countries. As a result
across 

this standardized exchangeable nature, a money-ba
 

analysis enables comparison between farms and
 

of individual farm performance toaggregation 

gional and national aggregates. What is also true
 

that money is a generally applicable measure for f
 

in the fully commercialmanagement analysis 

oriented farming found in developed countries. H
 

such a role inever, the fact that money plays 


veloped country agriculture provides no logical
 

for dismissing the principles of comparative ad
 

tage, diminishing returns, subetitution, cost anal
 

opportunity cost, enterprise choice or goal tra
 

in the developing country context of small farm
 

agement. The difficulty is in specifying and. q
 

tifying the appropriate numeraire when - as i
 

case of most small farmers - the gains and I
 

from the farm operation are a mixture of money
 

non-money elements or involve no money retu
 

all. In the case of pure subsistence or barter
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dons, the quantity of food produced (measured in 
some standard terms such as weeks' supply of an 
acceptable mix and quality) or the production of 
some standardized units of barter may serve as a nu-
meraire. More generally, however, when gains and 
losses involve both cash and non-cash elements, the 
tradeoff or exchange rates between them will be per-
sonal to the individual farmer (i.e., different from 
farmer to farmer) and for any one farmer may not be 
constant as their proportions vary. Since resources 
will never be available for farm management re-
search on a farm by farm basis, some compromise is 
necessary. Generally, this will imply the use of some 
standard numeraire applied to analyse and evaluate 
all the farm population of concern and most often, 
because of its convenience and increasing relevance, 
this numeraire will be money. But just as with the 
need for judgement so as to allow for the influence 
of risk, farm management researchers using money 
as the numeraire for economic analysis of small farms 
should always be cognizant of the fact that, to a 
greater or lesser extent depending on the farm sit-
uation, money is a compromise measure. While it 
may be the best basis of analysis which is possible, 
it may also be a less than adequate approximation 
depending on the extent to which trading guides are 
available on the money value of non-cash gains (i.e., 
outputs both physical and psychic) and losses (i.e., 
inputs both physical and psychic). 

Regardless of the numeraire used and the degree 
to which risk is relevant, all the principles of eco-
nomic theory outlined above basically reduce to a 
single common sense maxim known as the economic 
principleof marginality. This is that whatever his set 
of goals may be, if he wishes to achieve them as well 
as possible given the constraints of climate, resource 
availability and institutional-political structure under 
which he has to operate, the small farmer should 
always make his choices so that his use of resources 
(land, labour, capital, time and management) is such 
that the marginal gain from the slightest possible 
change in resource use is equal to the marginal loss 
implied by the change. Gain, in the sense of this 
rule, is ideally measured as the extra satisfaction 
obtained; and loss is the satisfaction given up, how- 
ever satisfaction may be measured, whether in money 
or other terms. 

This rule of aiming to have resources used in such 
fashion that the marginal gain (or revenue) from any 
change in resource use is equal to the marginal loss 
(or cost) arising from the change is, of course, the 
rule which should be used by farm management re-
searchers in appraising farm performance (and also 
in other work such as in developing farm plans and 
appraising the potential role of new or different tech-
nology and farm production systems). Particularly 
when blindly based on a money numeraire, such farm 

management research suggests not infrequently that 
small farmers are not following the principle of mar­
ginality and are therefore managing their farms inef­
ficiently or, same thing, are using their resources and 
opportunities in a suboptimal way. Invariably this 
conclusion will be wrong and the farm management 
researcher should resist its temptation. 

Difference between how the farmer uses his re­
sources and what farm management research indi­
cates he should be doing with them (assuming no 
change in technology) is inevitably due to the re­
search being based on an inadequate representation 
of the farmer's goals, inadequate measurement of 
goal achievement and tradeoff rates between goals. 
inaccurate data on farm performance, false assump­
tions about the farmer's beliefs, inadequate account­
ing for risk influences, or some combination of all 
these factors. Assuming no gross errors in the farm 
data used, the message from such research should 
therefore be not that the farmer is inefficient, but that 
if his beliefs, goals and preferences were different 
and agreed with those assumed in the research, then 
certain changes in resource use would be needed. 

While it ia quite appropriate to attempt to change 
a farmer's beliefs about such things as the chances of 
success of new technology, likely future prices, etc., 
whether or not an attempt should be made to per­
suade the farmer to change his goals (and value 
system) is another question. It involves both philo­
sophic and moral considerations well reflected in the 
humourist's comment that "Money only brings misery 
but it is nice to be able to choose your own misery." 
Suffice to note that the broad question of whether or 
not to try to change farmer goals and values will gen­
erally be a matter for government policy decision 
guided by farm maiagement research bringing the 
possible benefits of !,uch possibilities to the attention 
of policy makers. In this regard, as discussed by 
Umali (1978). farm management research is particu­
larly relevant to poicy decisions on the role of 
community groups and group action as instruments 
for the conscientization of disadvantaged small 
farmers so as to make them more aware of their 
circumstances and the possible opportunities open 
to them. 

PRACTICAL EXPERIENCE 

Just as crucial to farm management research as 
an understanding of theory is the need for the re­
searcher to have practical appreciation, familiarity 
and experience with farming and rural people. With­
out such experience and appreciation, it is exceedingly 
difficult for researchers to understand the farming 
systems used by small farmers and to establish rap­
port and have empathy with small farmers. Likewise. 
experience is necessary in order to appreciate and 
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understand the physical and socioeconomic environ-
ment under which the small farmer has to operate,
the decisions he has to make, the relative impor-
tance of these decisions, and the degrees of freedom 
he faces in his choices due to constraints of resources,
market access, cultural norms, etc. At the most 
mundane level of data collection, without experience
the researcher will have no guide to errors of com-
munication and misinterpretation that may occur. 
Most importantly, without knowing something of thefarmer's needs and the farming systems available to 
him to satisfy those needs, the researcher will have 
little basis on which to formulate researchable prob-
lems and their associated hypotheses for testing. In
all, therefore, practical knowledge is a most important
element for successful farm management research,
particularly with small farmers. This is not to say
that the researcher must at some stage have been a
small farmer. What it does say is that he will be
advantaged if his training has involved some period
of practical farm experience actually doing farm work 
(rather than watching others do it) and if he has taken 
the opportunity to visit, talk, consult and establish 
rapport with small farmers in their fields and their 
homes so as to gain first-hand familiarity with their
farming systems and way of life. 

As well as practical experience with farming, i' is
important for the researcher to have (or to have 
access to) working knowledge of the research struc-
ture under which he has to operate. Such knowledge
is important since farm management research, as with 
most applied research, has to be carried out under 
less than ideal conditions. In particular, institutional
and budgetary constraints, togistical difficulties in the 
field and poorly trained personnel can have a very
significant effect on research efficiency. Practical ex-
perience of the research structure and organization 

can be invaluable in helping to overcome or ame-

liorate these difficulties. 


RESEARCH STRATEGY AND RESOURCES 

Also essential to the conduct of successful farm 
management research are the use of an effective re-
search strategy and the availability of adequate re-
search resources. These aspects, of course, are inter-

dependent in that a prime requirement of an effective 

research strategy is that it 
 matches the resources 
available for research. 

An important element of research strategy is that
the research be oriented to the solution of a well-
defined problem. This implies there will generally be a time constraint fixed by the need for some decision 
to be made on the basis of the research. There will 
also be restraints related to the availability of trained 
manpower, data processing facilities and financial 
support. Prior information of relevance will also 

usually be less than ideally available, as also will be 
physical resources such as transport and experimental 
facilities. 

In attempting to match the research project to the 
resources available, three alternatives are possible
(Andrew and Hildebrand, 1976). The resources may
be expanded to fit the project if the sponsor is willing, 
or the project may be cut back to fit the. resources 
available, or both these steps may be taken to some 
degree. 

If resources cannot be expanded, the researcher 
has foi'r ways in which he might cut back the initially
proposed project. First, he might, decide to pstudy
fewer variables, preferably those- judged to be of 
greater importance. Second, he might aggregate vari­
ables into groups so that, while no relationships are 
excluded, the nature of the relationships is likely to 
be made less clear because of the loss of opportunity
for detailed study implied by aggregation. A third 
possibility would be to change the naiure of the anal­
ysis to be carried out. For example, without a pro­
fessional statistician it may be infeasible to carry out 
sophisticated statistical analysis so that elegant and
detailed data collection procedures may no longer be 
necessary. Of course, less complex analyses can
usually be carried out more quickly and with fewer 
facilities, but the precision of the results will be re­
duced accordingly. Fourth and finally, the researcher 
may decide to compromise by making fewer obser­
vations. For example, he inay elect to use a reduced
 
sample size in a survey or to collect less experimental

data by reducing the number of treatments studied
 
or replications used.
 

Research resource availability is an important de­
terminant of the nature of the research 
 product and
its precision. The researcher must recognize the effect
 
that resource limitations 
 can have on his research. 
Only by doing so can he develop a research strategy

that gives a desired probability of producing useful
 
results. 
 Projects designed without recognizing re­
source limitations can and do frequently run into
difficulties such that even the limited resources r.re
wasted. The resdlt is that less effective information 
is made available for problem resolution (Andrew
and 1-ildebrand, 1976).

In developing a farm management research strat­
egy, a distinction can be made between the elements 
of research method on the one hand and, on the
other hand, the administrative steps involved in the 
life of any particular project.

The essential elements ol research method are: 

(1) a problem statement accompanied by sufficient 
information to justify the need for research;

(2) a listing of the hypotheses to be tested; 
(3) a listing of the objectives to be met;
(4) a decision on what theory is relevant and the 



.-: 	 analytical approach and procedures to be fol-
lowed; 

(5) 	a decision on the data requirements and how 
they are to be obtained; 

(6) 	 a detailed work plan showing the jobs to be 
done and their flowcharting; 

(7) 	a decision on how the research results are to 
be reported and to whom; and 

(8) 'a budget of the required 	resources. 
All 	 thcse elemecnts of research method are inter-

will guide hypothesisrelated. Theory, for example, 

formulation and data needs will determine the budget 


The first three items listed abovesize (or vice versa!). 
provide the orientation and focus of the research. It 

is through them that the req'iirement of specifying a 
Broadly, the selection 

researchable problem is met. 

of a researchable problem involves sharpening the 
focus on some particular aspect of a more general 
problematic situation present in the farm management 
field of interest to the researcher. Hlypothesis formu­
lation narrows the problem to tentative relationships 
whose validity is to be tested. Finally, the objectives 
specify the limits within which the research is to be 
conducted and describe the type of output to be ob­
tained. Obviously, this is not a once-only process. 

The problem, the hypotheses and the objectives may 

each have to be amended and refined a number of 

times before finality is reached. 
a problem is that it reflects 	 a feltThe essence of 

need. Relative to small farmers, this need may be 
felt by the farmers themselves or by some agency 
concerned with farmer or national welfare. To be rel-
evant as a researchable problem. the need must be 
capable of being resolved as a result of information 
gained through research. Thus not all problems are 
solvable via research. Further, the statement of a 
researchable problem must be based on factual evi-
dence that is not under dispute. Given agreement 
on the problem statement, hypotheses as to why the 
problem exists can be formulated for testing. These 
hypotheses will be formulated by the researcher on 
the basis of his knowledge of relevant theory. Non-
testable hypotheses are irrelevant since they cannot 
contribute to problem resolution. 

Hypotheses, because they have to be tested, pro-
vide the guidelines for the type of data that need to 
be collected and the techniques to be used in analysing 
the 	data. Formulation of hypotheses, therefore, 

should come before the collection of data. It is hy-
potheses that provide the link between the problem 
and the data collection ai. analysis stages of the re-
search. The desirable characteristics of hypotheses 
have been well stated by Andrew and Hildebrand 
1976) as follows: 

(a)Hypotheses must be formulated as "if-then" 
clauses and stated in such a manner that their 

implications and relationships to the problem 
can be 	shown logically. 

(b) 	Their statement should be as simple as possible 
both in terms of theory and number of vari­
ables involved. 

(c) 	 They must be capable of verification or rejec­
tion within the limits of the research resources 
available. 

(d) 	They must be stated in such a way as to pro­
vide direction for the research, i.e., to suggestthe 	 data to be collected and the analytical 
techniques to be used for testing the data. In 

this sense they constitute a plan for action. 

(e) 	 Taken together, the hypotheses must be ade­
providing a meaningful degreequate relative t e 

of problem resolution. 

Objectives describe what is aimed to be achieved 
by the research. In general, they will define the re­
search project's limits, outline the means of conduct­

being carried out, and specify the expected output 
of the research (which can then be used by the re­
search sponsor to help resolve the problem studied 

totheoretical relationships implicit in the hypotheses 

the analytical procedures and orientation needed to 

t a y tha reearch. 

the 	 resao 
The 	 following statement provides an example of 

a statement of a research problem, hypotheses and 
objectives.
 
Problem: Farmers in the 'UVW' district have low
 
maize yields and this contributes to their low levels
 
mi el a n i s toh wl 
Hypotheses:
 

(a) If 	 farmers were to use nitrogen fertilizer on 
their maize then their yields and net farm in­
comes would increase. 

(b) 	 Farmers do not use nitrogen fertilizer because 
supplies are not available. 

(c) 	 The provision of a new road by which nitrogen 
fertilizer could be more easily brought into the 
district would be in the national interest. 

Objectives: To determine for the 'UVW' district (1) 
the yield and gross margin relationships between the 

use of nitrogen fertilizer and maize yield; (2) the con­
tribution of maize to net farm income and how net 
farm income might change it nitrogen were used in 
maize production; (3) the availability of nitrogen fer­
tilizer in the region and whether farmers desire its 
availability to be increased; and (4) if the construction 
of a road to the region would be worthwhile in ben­
efit-cost terms. Overall, the aims of the project are 

to provide guidance on the possible role of fertilizer 
in increasing the net income of farmers in the district. 
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PRoJECr ADMINISTRATION 

Viewed in terms of administration, the life of any
farm management research project passes through
the three stages of formulation, execution and ter-
mination, each involving a number of steps for ad-
ministrative action (Sitton, 1966). 

Formulation phase. During project development orformulation, eight steps must be carried out: 

1. 	 A need must be felt for information relative to 
some problem of research potential. 

2. 	 Further information of a preliminary nature on
the 	 potential theidea otetiafor researchida must bee gath-vewfr 	reearh mst gth-

ered. 
3. 	 The problem must be narrowed to manageable 


limits for research and relevant objectives 

decided. 


4. 	 Assessment 

5. 	 Responsibilities must be determined as to who 
will perform what work and which agencies 
are to be responsible for different aspects and 
under whose supervision, 

6. 	 A project outline must be written outlining
the research project. This should cover the 
problem statement, hypotheses to be tested, 
objectives of the research, budget requirements
and detailed responsibilities and procedures 
for achieving the objectives, 

7. 	 Approval of the project outline (particularly 
in terms of budget provision) must be obtained 
from all the individuals and agencies involved. 

8. 	 A written record must be kept of everything 
pertaining to the project. 

Execution phase. While project success is certainly
dependent on proper formulation, the main effort of 
the project will be in the research execution period.
From an administrative view, this can be divided into 
the following seven requirements: 

1. 	 Activities must be coordinated, 
2. 	 Necessary forms, instruction sheets, materials, 

etc. must be prepared.
3. 	 Personnel must be selected and adequately

trained to gather data and/or record results. 
4. 	 The data must be gathered, recorded and 

checked. 
5. 	 The data must be summarized and analysed

via the appropriate analytical techniques rel-
ative to the hypotheses being tested. 

6. 	 A report must be written giving the results 
of the research, 

7. 	 Throughout, researchers must 	keep a written 
record of what is done and how it is done at 
each step. 

must be made of the alternativeplanningways in which the objectives might be achieved. 

Termination phase. Frequently, projects are left in an 
untidy state because this administrative phase is
ignored as personnel shift to new projects. Good 
research administration should not allow this to hap. 
pen. Five terminating activities can be delimited, as 
follows:. 

1. The cooperation of all people who. were in­volved should be acknowledged. This is es­
sential for maintaining goodwill.

2. The data collected should be reviewed to see 
ifThe a be sul e rpoes o if 

theay be useful for other purposes or if 
3. Alpoet mteralemscorresec r3. All project material - correspondence, inter­nts prl iay dt, fed sc du s 

view notes, preliminary data, field schedules 
or notes, tabulations, work sheets, repo5rts, etc. 
r should be organized and fled for future 
reference if required. 

4. Budget expenditures should be summarized for 
future projects.5. 	 The results of the research should be dis­

seminated in appropriate ways to relevant 
e ople. Unless rois i s to re ea nt 

people. Unless this is done, the research 
might just as well not have been carried out. 

1.4 	 The need for farm management research
 
on small farms
 

The overall need for farm management research on 
small farms lies in their importance as both a major 
component of the world's disadvantaged population
and as potential contributors to the provision of ade­
quate world food supplies. For virtually all of the
developing countries, develor .aent encompassing their 
small farmers is an essential element of national de­
velopment. While ever they have a significant smallfarm problem, countries cannot be regarded as 
developed. How farm management research can 
assist such development may be considered under 
the five headings of research contributions to: recom­
mendations for small farmers, project evaluation, 

agricultural planning, agricultural policy, and rural 
development. 

FARMER RECOMMENATIONS 
It is 	generally agreed that small farmers use their
 

limited resources and knowledge efficiently via their
 
traditional farming systems. 
 From a farm manage­
ment point of view, to improve small farmers' wel­
fare or incomes it is necessary to provide them with 
improved technology and, so far as relevant, better 
information on market trends and prospects. Farm 
management research can play a major role relative to 
both new technology and market information. 

The provision of improved market information ir­
plies farm management research which, in terms of 
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both existing and potential farm enterprises, appraises 
likely market supply and demand so as to provide 
guideline price forecasts for dissemination to small 
farmers. Given such guidelines, small farmers can 
better respond to market needs. In such work the 
farm management researcher will often need to work 
in cooperation with commodity and marketing econ­
omists. Conversely, he will have a role to play in 
guidihg national planners on the likely response of 
small farmers to price changes for farm inputs and 
products which might be promulgated as elements of 
national planning. 

At the other end of his professional work spectrum, 
the farm management researcher has a significant 
role to play in cooperative research with agrobio-
logical scientists in the development, testing and eval-
uation of improved farm production systems. Such 
research on new technology, particularly in terms of 
its testing and evaluation, constitutes a major need 
to be met by farm management research. Only after 
adequate evaluation can soundly based recommen. 
dations about new technology be developed for dis-
semination to small farmers. There is also a liaison 
role to be played by farm management researchers. 
This is in providing feedback from farmers and 
guidelines based on real farm knowledge to agrobio­
logical researchers so as to better ensure that their 
endeavours to develop new technology are well orient-
ed to what is needed and feasible on farms. Too 
often in the past, research aimed at developing new 
technology for small farmers has been carried out 
without any recognition of what is feasible and ap-
propriate in terms of the farmers' real-world situa-
lions. 

PROJECT EVALUATION 

Before implementation, any proposed public or 
group project should be economically assessed to see 
if its likely benefits exceed its costs to a satisfactory 
degree. Such projects might be a dam to provide ir-
rigation water, a levee bank to provide community 
flood protection, a road to give market access, a rural 
electrification scheme, etc. So far as the benefits or 
costs arise on farms, farm management research will 
be needed to determine these quantities. At the 
simplest level, the necessary appraisal following col-
lection of relevant farm data may only involve budget 
analysis. Often, however, adequate appraisal will 
necessitate more sophisticated analysis using tech-
niques such as linear programming to model and 
gauge likely project impact across the farm popu-
lation affected. 

A major contribution of farm management re-
search to project appraisal can be the injection of 
realism into the assessment of possible benefits. Fre-
quently, and especially so relative to projects oriented 

to communities of small farmers, projects are formu­
lated by city engineers and planners who have little 
appreciation of farm realities and are far too opti­
mistic in their assessment of potential benefits. 

AGRICULTURAL PLANNING 

As a basis for facilitating national development (by 
preventing bottlenecks in essential supplies, sched­
uling national budget receipts and expenditures, en­
suring desirable supplies of credit, etc.), many de­
veloping countries now formulate national or sectoral 
plans for one or more years ahead. And even if there 
is no national or sectoral planning, there will often 
be regional agricultural planning as a basis for re­
gional development. As discussed by Schickele (Ve66), 
in formulating such plans, farm management re­
search is essential so as to adequately specify, firstly, 
the resource base available to farmers in the plan 
and, secondly, their likely use of inputs and pro­
duction over the period of the plan. All these 
quantities need to be estimated if the plan is to be 
realistic. 

AGRICULTURAL POLICY 

By agricultural policy is meant the specification by 
government of those rules and regulations and other 
parameters under which agriculture has to operate. 
Of course, not all aspects of the agricultural environ­
ment can be controlled by government. Nor will 
government wish to fix all those elements which it 
could control. Nonetheless, in all countries there 
tends to be a substantial government influence on 
agriculture via rules and programmes relating, for 
example, to tenure, land and water rights, prices, 
market arrangements, pest and disease control, ex­
ports, labour welfare, credit supply and interest rates, 
etc. And many elements of national policy, such 
as exchange rate control, highway development, edu­
cation and research funding, social welfare provision, 
etc. have a significant effect upon agriculture. 

Farm management research is needed in order to 
assess the impact on farmers and the general rural 
community of particular policies. Ideally this should 
be done ex ante. i.e., before the policies are actually 
introduced, so as to provide guidance on their likely 
efficacy and suggestions for their improvement. Pol­
itics being what it is, however, assessment is often 
not possible until after policies have been introduced. 
Frequently, farm management research will indicate 
quite untoward effects aising from policies which, at 
face value, seem only to have potentially beneficial 
effects. For example, in response to a severe weed 
control problem, government might introduce a sub­
sidy on chemical weedicide so as to induce its use 
by small farmers. The result, however, might be not 
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only total weed control but also social unrest due to 
a significant loss of employment opportunities for 
those workers whose previous major source of income 
came from handweeding. Prior farm management
analysis or monitoring of the subsidy policy's effects 
would have given warning of such a problem. 

RUMi DEVELOPMENT 

By rural development is meant the general develop-
ment of the rural community in terms of such attri-
butes as in-ome, health, education, culture and in-
frastructure. Most often, rural development is at-
tempted on a project basis relative to some particular
region or target group community. Such projects 
are certain to need farm management research of 
all the types discussed above inrelation to farmer 
recommendations, project evaluation planning andpolicy. Such research will assist in determining the 
relative need for rural development programmes be-
tween different regions, what avenues of development 
are feasible, how they might best be undertaken and,
by monitoring the developments over time, how suc-
cessful they are. 

1.5 Approaches to farm managenent research
an small farms 

The approach to be taken to farm management
research on small farms might be discussed from 
many perspectives. We-will emphasize the conceptual
framework to be used, the role of models, the ne-

cessity for coordinated programmes, and the use of 

yield constraints as a guide to research priority. 


CONCEPTUAL FRAMEWORK 

Whether for farmer recommendations, project ap-
praisal, regional development, national planning or 

policy purposes, all farm management research 

oriented to small farms is concerned with enhancing

their development. 
 To varying degrees such research 
will involve some focus away from individual farms to 
more macroeconomic considerations, but it will al-
ways involve a major element of work at the indi-

vidual farm and local community level. If this farm-

level work is to be successful, it must be based upon 

a correct conceptual framework and, as discussed 
below, will be greatly helped by the use of an ade-
quate structural model of the farm situation, 

The general methodology and pr'nciples of farm 
management research were developed in the context 
of commercial farms in the Western world. As notedin Section 1.3 above, these principles of analysis are 
correct for small farmers in the developing world 
but the conceptual and situational framework in 
which they have to be applied is different. In par-

ticular, as discussed by Umali (1978), farm man. 
agement research in Western developed countri..s 
emphasizes the individual farm and is based on pri.
vate ownership of land. For -much of Asia and
Africa, however, traditional agriculture is based on
 
a communal concept of land ownership and the 
farmer may often be best reached and assisted not as 
an individual bit as a member of his local commu.nity group (Wong and Reed, 1978). Accordingly,compared to the situation in Western developed coun. 
tries, farm management research for small farm de.
 
velopment must generally be far more oriented to 
farmers as members of local community groups.

To further illustrate the kind of conceptual adjust.
ments needed, it is fruitful to consider some of the 
everyday farm management research terms and con. 
cepts in the context of small farm agriculture. 

The profit motive. This concept underpins most of 
the standard textbook presentations of Farm Man­
agement Economics. Its limitations for analysis and 
planning in the small farm context are too well known 
to need much elaboration but by way of example,
the herdsmen of Africa (Masai, Somalis, Dinkas, 
etc.) regard their livestock as a walking bank, a mea­sure of tribal status, or a social security fund, butseldom as an enterprise to be rationally managed
produce profit. 

to 
To a lesser extent this applies also 

to some settled farmer tribes, e.g., the Kinaneop
Kikuyu who manage dairy cows for profit, male cattle 
for status, and sheep and goats as a sort of family 
emergency fund. In these situations the profit motive 
is present, to varying degrees. but it is seldom strong
enough to furnish the sole necessary basis for farm
 
management research and farm development planning.

Farm size. There 
 are so many exceptions to theusual textbook meaning of this concept that pitfalls
 
can easily occur. Consider the following examples.

(A) It is obviously not a very useful concept in the 
shifting small farmer agriculture of Sumatra, or Kn­
limantan, or the southern dry zone of Sri Lanka, etc. 
(B) In the small farm areas of Kenya a nominally

ten-hectare farm 
 may be divided into four portions,
 
one for each of three wives, which she operates as
 
her farm, the residual land being used for a jointly

managed livestock enterprise. In a'ta collection this 
is important, because the 'farmer' himself may not 
know much about any of the farming operations,
leaving all that to his wives. Just which part of land 
we accept as defining the 'farm size' will depend on 
our specific purpose and the kind of data we ar2 
collecting.
(C) In the Karangede Hills of Central Java no in­
dividual farmer owns or has permanent rights to his 
'farm': periodically he is allocated a parcel of land 
to cultivate, not necessarily the same piece or size in 
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consecutive years. For planning purpose, he relevant 
unit here would be all the village lands, not indi-
vidual parcels. 
(D) In the Tawangmanu farming system on Mt. 
Lawa, Central Java, vegetables and citrus are grown 
on family units of about a third of a hectare. The 
soil nutritive balance is maintained by carrying a 
green manure legume down from the mountain and 
incororating this in the soil, and/or adding manure 
from cattle which are stall-fed with grass from gov-
eminent forest land on the mountain. Biologically 
and economically the farm would have to be defined 
as a third of a hectare of vegetabl:es plus whatever 
forest area is needed to supply the nutritive addi-
tives. 
(E) Finally, a Kenyan-Somali herdsman would not 
understand the concept of 'size' at all, even of that 
land area needed to support his camels and cattle. 
The closest he could get to this concept might be to 
say that if the long rains come he will go north to 
the country of the Ogaden, and if they do not then he 
will follow the camels south to the wells at Mansa 
Guda. His 'farm' is all that land between Moyale 
and Wajir. 

These few examples illustrate the possible limita-
tions of an apparently simple concept such as farm 
size. But if we cannot calculate, say, 'gross margin 
per hectare,' 'net farm income per hectare,' etc., 
cannot we substitute other measures of economic 
performance, say, return on total investment? Some-
times. But not with the nomads. To a Somali, 
his camels are not an investment. They are his life. 

Farmer decision making. This area of farm man-
agement research has developed rapidly in recent 
years. Main concern has been with how farmers 
arrive at their decisions, and determining those fac-
tors which influence decision making. Relatively 
little attention has been paid to who makes the de. 
cisions because it is generally assumed (more or less 
correctly in the Western agricultural context) that 
they are made by the farmer. But this concept or 
assumption can also often be wrong if applied in-
discriminately to small farm situations as the fol-
lowing examples show. 
(A) The Kikuyu multi-family situation was noted 
above. If there are two or three wives each respon-
sible for a piece of the land area, there will be three 
or four decision makers: each wife as maternal head 
of her family and as independent manager of her 
farm, and the husband making overall 'policy' de-
cisions over the land in general and some or all of 
the livestock. There will also be group decisions 
made concerning joint enterprises. The practical sig-
nificance of this for data collection is that it would 
be a waste of time asking a Kikuyu man for data on 
cropping practices, disease and pest losses, yields, 

etc. Reliable data could only be obtained from the 
household member who actually does the work. 
(B) To take an Asian example, just what does 
'farmer decision making' mean in a' Javariese paddy 
village? So standard are the farming practices and 
technology, so fixed by custom and routine are de­
cisions as to when to plant, how to plant, when to 
weed and harvest, etc. that it is difficult to find any 
significant decisions left to the individual farmer. 
The significant decision makers are the village lurah 
(or chief, advised by village elders) and the whole 
community arriving at a sort of group consensus. 
Brave indeed would be the individual farmer who, 
introduced radical changes in the accepted cropping 
technology or system, i.e., who actually made and 
implemented any but the most routine decisions. This 
has implications for the type of data to be-collected, 
the source of such data, and the type of development 
plans we might formulate. For example, most data 
should relate to the village as a unit, would be ob­
tained largely from the chief and his officials, and 
any development plan would have to be acceptable to 
the whole village. In a sense, the research orien­
tation would be toward village rather than farm 
development. 

Multiple croppingsystems. As espoused in most text­
books, farm management analysis is based on the 
concept of separability and comparability of different 
crop and livestock enterprises. Individual farm en­
terprises are assumed to be largely separable and 
identifiable more or less in isolation so that measures 
can be made of their technological and economic 
efficiency on an individual enterprise basis, compar­
isons made among them, and recommendations 
made that some enterprises should be expanded and 
others contracted, etc. As emphasized by Ruthen­
berg (1976), this concept of separability and the 
methodology bused upon it (enterprise gross margins, 
partial budgeting, linear programming, etc.) are quite 
valid for farms in developed countries and for many 
areas of Afro-Asian agriculture, but for others they 
are not. Consider the following examples. 
(A) In the Tawangnanu farming system of Central 
Java noted above, there may be five or six different 
crops intermixed on the same land at the same time. 
The composition of the mix changes throughout the 
year. The degree of complementarity between some 
pairs of these crops is high: e.g., beans and maize, 
where the beans give weed control for the maize and 
the maize later provides a trellis for the beans. Fer­
tilizer applied to one crop has a spillover effect on 
associated and following crops. It is physically (and 
economically) impossible to make valid comparisons 
among singl -crops in the system. It is only possible 
to make comparisons between farms of the entire 
system, and between this and other systems. Indeed, 
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as yet very little is known about mixed-crop farming 
systems, from either the soils, biological, agronomic 
or economic points of view. The development of 
knowledge about these systems is a major task for 
farm management research in cooperation with agro-
biological scientists. 
(B) In the Kandyan Hills of Sri Lanka, as in some 
other regions of south and Southeast Asia, multi-tier 
forest-garden farms constitute the dominant farming 
system. Typically these farms involve a diverse mix 
of pereanial tree crops, underplanted with ground 
crops where shade and light permit. These Kandyan 
forest-garden farms are typically of less than a hect-
are and support 10 to 12 (even up to 18) economic tree 
species. Tree density is very high at around 1200 
per hectare (up to 1 700 if kitul, areca and coffee 
are included in the mix). Yields of individual trees 
and species are generally low, but the overall eco-
nomic returns (cash and food) per family for these 
small farms are surprisingly high. Almost all of the 
economic and agronomic data available on the crops 
grown in this system refer to them when grown in 
pure stands; practically nothing is known about them 
when grown as associations, i.e.. as forest.garden farm 
systems. Again the need for basic farm management 
information is obvious. For example, at first glance 
it n'ight be thought that low yields of individual 
species in the mix are evidence of land use ineffi-
ciency, and that these farms could be further 'de-
veloped' by thinning 'ut the mix and concentrating 
on the more 'economiL." species. Such a judgement 
overlooks the fact that this system, far from being 
undeveloped, has been evolving over many cen-
turies into what is now possibly one of the most 
botanically sophisticated systems known, a system 
moreover which provides a reliable and uniformly 
spaced stream of family cash income and food. Suf-
fice to note that for present purposes, this system 
illustrates the danger that would lie in collecting data 
for and evaluating only one or two components of 
what would, on closer knowledge, turn out to be an 
already highly developed and complicated farming 
system. 

Apparent versus real use-value of land. As a final 
example of the importance of having the correct 
concepts before we actually start collecting data or 
planning, it sometimes happens that the real use-
value of land is not understood at either the data 
collection or planning stage. A good example is 
provided from the southern Sudan where there is a 
land development scheme aimed at growing rice on 
a large scale in a series of dike-protected basins on 
the flood plain of a tributary of the Nile. Each 
September the river floods, water is released into 
the dikes, the crop is grown, then the water is 
drained out and the crop harvested. That is the 

theory and, to a considerably lesser extent, the prac. 
tice. Agronomically and technically the scheme is 
feasible. However, there is one serious problem: the 
people do not want rice, they want fish. Fish are 
contained in the irrigation water released into the 
paddy basins and in years of high flood they come 
over the dike walls in the floodwaters. When the 
flood recedes, fish traps are set up outside the sluice 
gates. Where there are no gates, holes are (illegally) 
knocked in the dikes and traps set up there, and 
the fish crop is harvested as it drains out. In all this, 
as may be imagined, relatively little attention is paid 
to the rice. Had the planners been less fixed on 
their own agro-technical concepts, and made an ef­
fort tQ understand the land use priorities of the 
people and their basic diet pattern, fish culture Would 
have been planned for and incorporated as a signifi­
cant activity in the scheme. Then a mutually ac­
ceptable fish/rice system might have emerged, instead 
of the unwanted, foreign mono-crop technology which 
was imposed by the planners. 

STRUCTURAL MODELS 

A model is a simplified representation of reality 
which aims to capture the most important features 
of what is being modelled without the complication 
of all its less significant detail. Usually models of 
a farm, enterprise, process, etc. are developed as 
either an end in themselves, or as a research tool 
with which the operation and efficiency of a system 
under different operating conditions may be explored. 
In the first case the model is useful as a concise quan­
titative description, and research is done for the pur­
pose of constructing or specifying the model. In 
the second case research is done with the model it­
self, e.g., as outlined for linear programming models 
in Chapter 4 and production function models in 
Chapter 7. 

There is a third role for models: they can be useful 
to outline the structure of the situation being studied 
and as guides to better problem identification and 
data collection. In this case they may first be con­
structed as preliminary/tentative/partial models to 
identify critical aspects in the farm situation and fhe 
kind of data needed, then elaborated upon and ex­
panded to serve as research tools. Often this will 
be a very fruitful approach to farm management re­
search with the steps of data collection, model build­
ing and better r:oblem identification being taken 
more or less simultaneously. Thus the process may 
be that: 

- a rough, tentative first-stage model is con­
structed to describe what the farm situation 
or problem is thought to be i.e., as an hy­
pothesis; 
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- likely further information requirements are crop-livestock farm in the Sind province of Pakistan. 
identified from this first-stage model; The model was constructed to draw out the highly 

- a tentative questionnaire is prepared for getting integrated nature of such Sind farms and to guide 

the necessary (missing) information and taken clarification of the complex relationship between live­

into the field both to pre-test the questionnaire stock and crops. For example: dairy cows generate 
in the c',nventional way and to get additional milk for direct family consumption as well as for 

as ghee, and they also generateinformation or insights for amending and cor- conversion and sale 
recting the model; manure for use on three of the five crops grown; 

-&this additional information is incorporated into four of the crops grown generate feed or by-products 

the model until it is sufficiently complete to for the dairy and work cattle; and the work cattle 
allow positive identification of problems and supply both power and manure for the crops. 
data needs for their resolution; and The five rectangles in the middle respectively 

- the questionnaire is then modified preparatory represent the crops grown - berseem clover. 
to its use in the full field survey. kharif fodder, wheat, sugar cane and cotton. Re­

source inputs into each of these crop enterprises are 
Obviously there are potentially as many kinds of sketched as entering the system from above with 

structural models as there are different types of cash expenses in the top row, then labour days, then 
farms, enterprises or processes. Four broad groups bullock days and/or animal manure. Products from 
can be noted: each enterprise are depicted as leaving from the 

bottom. Below each crop rectangle is shown total 

(1) 	models of the agro-economic structure of whole production of main and by-products, and the distri­
farms; bution of these between consumption and sales. For 

(2) 	 models of individual enterprises or cropping example, for wheat:
 
systems within the whole-farm system;
 

(3) 	 models of processes (typically the handling - area is 4.76 acres (1.93 ha.); 
of a commodity output from one enterprise); - cash costs are Rs297 (coming from the family); 

(4) 	 models of an industry or industry sector. - labour amounts to 115.9 days (all supplied by 
the family); 

Any such modcl might take the form of: (i)a verbal - bullock power inputs are 55.8 days of bullock
 
description or listing of all the factors involved in work (coming from the bullock pool or total
 
the problem; (i) a systematic mathematical or al- supply of 300 bullock workdays);
 
gebraic statement of the problem (e.g., a linear pro- - animal manure input is 95 maunds (coming
 
gramming matrix); or (iii) a simple sketch or flow- from the farm manure pool of 348 maunds);
 
chart of the relationship between steps in a process, - products consist of bhoosa (wheat straw) and
 
processes in an enterprise, enterprises in a farm grain;
 
system. It is the latter type of flowchart sketch - 104 maunds of bhoosa are produced (valued
 
which is likely to be of greatest help in the pre- on the market at Rs260) and are not sold but
 
liminary stages of farm management research. Its channelled into the farm's total feed pool:
 
construction forces the researcher to better appreciate - grain produced is 97.3 maunds (valued at
 
and understand the system he is dealing with, pro- Rsl 556) of which 39 maunds are consumed by
 
vides a basis for further discussion with relevant the family and 58.3 maunds sold (for Rs932).
 
parties, and immediately brings to light data needs
 
for adequate specification of the system. At the bottom of the model all produce consumed
 

Figure 1.1 gives an example of a flowchart model by the farm family and all produce sold are accu­
depicting the structure of the process of harvesting mulated to the right and then top-right to give fain­
and handling cardamon spice on a farm in a particular ily farm cash income of Rs7 790 and value of farm 
region of Sri Lanka. It was constructed using data produce consumed by the family of Rsl 464. Family 
from one estate for the purpose of clarifying for the cash income is later increased by Rs359 from 119 
research worker (who had no previous experience of days of work done by family members off the farm. 
cardamon): (a) what sequence of steps or jobs was Family elements are shown in the top-right corner 
involved; (b) the importance (cost) of each step; of the model. The average farm family consists of 
(c) who did what in the process; and (d) what data 6.1 adult equivalents. It receives Rs(7 790 + 1464 
would probably be available and need to be collected + 359) = Rs9 613 income. Part of the cash corn­
if a survey of cardamon estates were to be under- ponent of this income goes to pay annual fixed costs 
taken. of the farm and direct livestock and crop production 

Figure 1.2 presents a more elaborate structural costs. These cash costs total Rsl 072 of which fixed 
model. It is for the annual operation of a mixed costs are Rs242 (not shown separately) and the bal­
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Figure I.. Example of a structural model covering 
Ii0 rb cured: Rse96(he steps, work rates andvcsting and processing cardamon variable costs per(McConnell, 1975). 100 lb cured of har­

ance is incurred in livestock and crop production tothe amounts costs and their allocation,shown for the individual enterpris,-s, total income and itssources, total land and its use, etc. could all be listed 
While such average farm characteristics as the in a table, such a presentationlabour supply and its distribution bctween enterprises, would not be nearlyso informative for research purposes as the model of 
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Figure 1.2. 

Figure 1.2. This model shows at a glance that it 
would be very difficult to alter the structure of the 
farm without consequent repercussions throughout 
the whole farm system. Without such a model we 
might not adequately recognize the close and mutual 
dependence among enterprises and might, for ex-
ample, set about collecting data for one enterprise 
in isolation, say sugar, without realizing that cane on 
these farms is structurally inseparable from cattle. 

Using this Sind model for problem identification 
purposes, we might note that while the draught power 
supply is 300 bullock days. there are 204 idle bullock 
days. Dairy cows appear to be profitable (they pro-
duced Rs547 of ghee and milk, and incurred only 
Rs74 in cash costs) and since both cows and bullocks 
produce manure required by crops, why not repla..e 
some bullocks with morc cows? Such a change could 
be evaluatod by linear programming as outlined in 
Chapter 4. A critical factor would be the peak 
seasonal demand for bullock power so that in further 
data collection we would need to pay particular at-
tention to the crop calendar of operations. 

Another possible research topic on these Sind 
farms might be to evaluate the economic feasibility 
of crop mechanization. The high degree of crop-
livestock structural integration shown in the model of 
Figure 1.2 gives warning that such evaluation must 
involve a lot morc than just a simple comparison 
of the cost of bullocks versus the cost of tractors. 

While structural models such as those illustrated 

in Figures 1.1 and 1.2 arc of use for developed corn­
mercial farms, they are particularly important in 
guiding research on small farms. This is especially 
so in South and Southeast Asia. The bulk of Asia's 
small farms are very highly integrated. Compared 
to Western farms, more inputs are farm-produced 
(manure, animal power, seed, fuel); more products 
are wholly or partly processed on the farm before 
sale (gur, ghee, cottonseed, etc.); and a wider range 
of farm products is consumed by the family than 
is the case on most Western farms. Thus the farm 
planning and development problem is more complex 
and more care is required in identifying the chain 
of effects which would follow from an adjustment 
in any one enterprise or activity. In consequence, 
the introduction of new technology must be evaluated 
in terms of its system-wide implications and can 
rarely be considered simply in relation to a single 
product or enterprise. 

NATIONAL PROGRAMME APPROACH 

Farm management research topics have generally 
been selected on a case-by-case basis with research 
problems being chosen on the basis of: (i) specific 
requests of government for work on problems of 
current interest; (ii) topics of special interest to the 
researcher; or (iii) topics selected because of the rel­
ative ease of data collection and low requirement for 
research resources. As FAO has well recognized. 
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however, such an ad hoc and uncoordinated approach
is inefficient relative to the critical needs of small
farmers for farm management research. What
needed overall is a coordinated national programme 

is 

approach where agricultural development planning is
carried out from the farm and village level upward
simultaneously with the implementation of national 
level policy and planning, the latter being guided by
better understanding of the reality of farm level needsand possibilities for change (Carpenter and Kunert,
1977; Schickele, 1966). Such a nationally coordinated 
approach implies farm management research which 
aims to: 

(a) 	 understand small farm systems and quantify
the constraints to increased production and in-
come which must be removed before small
farm development can occur; 

(b) 	 identify additional local opportunities for re-
munerative employment and, as part of broader
community development research, ameliorate 
the pressure for migration to large cities;

(c) provide guidelines for improved formulation 
and implementation of national policy and
planning by government, 

A farm management research programme aimed tomeet these needs in coordinated fashion would in-volve three aspects, as follows (Carpenter and Kunert,
1977): 

The first aspect is the identifica.ion of agroeco-
nomic zones which are 	 expected to have different 
types of constraints and development problems due 
to such factors as climate, soil resources, land use.
distance from markets, tradifions, ethnic groupings,
etc. This identification would rely heavily on existing
data sources (so far as they may be available) such 
as weather records, soil classification maps, land use 
maps, vegetation analyses, regional economic surveys,

census records, etc. 


The second aspect is the surveying of a sample of
farms from each zone, perhaps stratified according 
 to

such criteria as size of farm, irrigated or non-irrigated,

etc. The number of farms in each stratum would,

of course, depend on survey resources. Regardless

of sample size, sufficient information should be col-

lected on each farm 
 to give a good understanding ofthe farm system and its operation. To gain such 
understanding the survey data must be thoroughlyanalysed, using appropriate research tools so as to
identify the overall constraints in each zone and thetopics requiring in-depth research. In terms of both 
survey data collection and analysis. FAO's Farm
Management Data Collection and Analysis System
(Friedrich. 1977) provides an excellent mechanism
with the important advantages of being both system-
atic and standardized. Too, surveys in later years 

could expand the base sample size, in which case
each survey would also serve as a benchmark data 
source to evaluate development continuously.

Third, once the total problem -complex has been
better specified from the zonal survey data, detailed
research programmes can be undertaken to system­
atically conduct in-depth research on critical issues. 

These three programme activities of identifying
agroeconomic zones, conducting fact-finding surveys
and 	researching critical issues are, of course, heavily
interrelated and once on-going, not necessarily se­
quential. In-depth research may dictate further 
survey data collection or lead to a redefinition of zones, for example.

All 	 three programme activities will also necessi­tate 	multidisciplinary cooperation (Carpenter, 1975).
Delimitation of agroeconomic zones can hardly occur
without the assistance of agronomists. Likewise the
advice of crop and livestock specialists will be im­
portant in guiding questionnaire specification (andany field measurements to be taken) for the farm 
surveys. Most of all, however, in-depth research
will require a cooperative multidisciplinary focus.
At one extreme, in order to provide guidance for pol­icy makers and community development programmes. 
the farm management researcher will necd towork with economists specializing in policy and
keting and 	

mar­
with other social scientists concernedwith sociology, education, public administration and

politics. At the other extreme, cooperation with agro­
biological researchers and also extension workers isessential for the development and testing of new pro­duction systems for small farmers. This will involve
both experiment station and on-farm field research.

The importance of cooperation in such research
aimed at developing improved farming systems for
small farmers cannot be overemphasized. New tech­
nology developed through agrobiological research
will only be acceptable to the 	 small farmer if it isbased on recognition of the nature of his goals and
 
an understanding of his present farming system. 
 Suchunderstanding of the farmer and his farming sys­
tem, as well as evaluation of the research 
 from the
farmer's view, must come from the farm manage­
ment researcher and his extension colleagues in their
 
role as contributors 
 to the research. 

YIELD cONSTRAINTs 

A particular activity requiring cooperative research
between farm management researchers and agrobio­
logical scientists (crop breeders, physiologists, pa­
thologists, entomologists and agronomists in partic­
ular) is yield constraint research. This research is
based on the conceptual model of Figure 1.3. This
model recognizes: (a) that due to non-transferable
technology and environmental differences, there will 
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with estimates of the likely cost and chances of re-

Nontransferable technology moving the different constraints, gives a rational basis 
yield for determining research priorities such as, for ex-
G& I cvironmental difference ample, between plant breeding, disease control and 

- --- IOLoGICAL CONSTRINTS 

variety 
-,d i 

weaproble nsoil 
-dater 

Gap 1 i 
S 

oSONcos- costs andand 
coNSaT orurmreturns s 

S 

- credit 
- tradition and attitudes 
- knowledge 

- input availability 
- institutiors 
- uncertainty 

risk preferences 

r.-.ariment Fotential Actual 
Station Yield Farm Yield Farm Yiqld 


Fi'ure 1.3. Conceptual model explaining the yield gap 
between experiment station ,ield and actual farm yield 
,Gomez, 1977). 

always be a difference in yield per unit of area be-
tween the high yields obtainable on experiment sta-
tions and the best potentially achievable yield on 

farms - this difference is called Yield Gap I. and 
b) that the existing gap - called Yield Gap 11 ­

between actual current farm yields and the best po-
entially achievable yield on farms is caused by 

ological and socioeconomic constraints, 
Biological constraints refer to the non-application 

or poor use of needed production inputs. Socioeco-
refer to the social or economicnomic constraints 

wonditions that prevent farmers from using the
xamlea bilogcal

oniiended technology. For example, a biological 
constraint might be that farmers are not applying 
enough fertilizer or insecticide. An associated socio-
economic constraint might be the lack of credit 
:,r farmers to buy such inputs. 

Cooperative multidisciplinary research methodology 
rNolh'ing research station experiments, farm experi-

mcnts and farm surveys has been developed to in­

omnindc tecnolgy.For 
rec-

uanify..- tigtetend sze f YeldGap11 nd'>tigate and quantify the size of Yield Gap II and 

.10w much of it is caused by such particular biological 
..fwtisocioeconomic constraints as listed in Figure 1.3
111dcDt 98nom e 1977).aints ethodologyThlisdi m
,Dc Datta, 1978; Gomez, 1977). This methodology 
i1a,been applied quite successfully relative to rice 
Production in a number of Asian countries (IRRI. 
1977). Its importance lies in the guides it gives to 
the relative physical and economic importance of the 
various constraints. This information, combined 

water management. There are two difficulties with 

such yield constraint research. however. On the 
one hand, through its emphasis on physical yields, 
sight may tend to be lost of the influence of prices 
and personal goals on the individual farmer's de­

cisions. On the other hand, while it has been rela­
tively successful in relation to particular crops grown 
alone, the methodology has not yet been satisfacto­
rily developed relative to multiple cropping systems. 

In such systems, what may be a constraint to one 
crop can be an advantage to another. Too, the 

farmer's purpose in using multiple cropping may be 
to satisfy multiple goals of food supply safety, cash 
income and food preference so that physical yield or 
its money value may be a very inadequate measure 
of system performance. 

1.6 Role of farm management research techniques 

As illustrated by the wide-ranging variety of topics 
considered in this introductory chapter, the scope of 
f 
farm management research is very broad and its
 
range of contexts extremely varied. Unlike the spe­
cialist crop or livestock scientist, the farm manage­
ment researcher has to be concerned with the whole
fr nalisdmnin saproiesse
fr nalisdmnin saproiesse 
with agrobiological, economic, social and community 
elements. This is particularly important for mall 
farms which generally tend to involve compliated 
interdependent muhiproduct farming systems with a 
significant subsistence component. Undoubtedly, 
these characteristics make farm management re­
search on small farms a difficult endeavour. It is for 

season that tcnqs f rnsear alyis as 
areoutlined in the remaining chapters of this manual, 

coeotantheseminch aproprial
important. These tehniqui,.s, appropriately chosen 
for the problem and data at hand, enable the re­
searcher to reach conclusions about how problems 
might best be resolved. In the case of simple tab­
ular and budget analyses, the research data are 
drawn together in such a way that the researcher
 
dan togehis of watheorythat the relevantcan apply his knowledge a to draw reane 
conclusions: or, with more complicated techniques 

such as linear programming and production function
aayiteapiaino hoyi are uanalysis, the application of theory is carried out 
within the research technique itself to provide more 

direct guides to relevant research conclusions. 
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2. DATA SOURCES AND COLLECTION
 

Farm management is not an abstract science that 
can be conducted in isolation from the real situa-
tion on farms and from the actual circumstances of 
farmers. A necessary step in any farm management 
study must be to obtain information about the real 
farm situation. Moreover, if the results of farm man-
agement analyses are to be of value, the data on 
which they are based must be both as accurate and 
relevant as economically possible. Accuracy relates 
to the degree of conformity between the data and the 
real facts the data are supposed to describe. Errors 
of observation, recording or reporting lead to inaccu-
racies in farm management data. Relevance is de-
fined in relation to the intended use of the data. Data 
may be of little or no relevance if they are out of 
date or if they apply to a production system em-
ploying different resources or management skills to 
those employed by the farmers of concern. For 
example, as discussed below, experimental data may 
be of high accuracy but of low relevance to real 
farming conditions if the experiments are conducted 
under atypical conditions. 

A high degree of accuracy and relevance in farm 
management data is not easily or cheaply achieved, 
Collection of data for farm management analysis al-
ways involves compromises. The judgement of the 
analyst in selecting data collection methods within 
the limits imposed by the resources available for the 
work is of the first importance. In this chapter 
methods of data collection are described and iheir 
advantages and disadvantages are discussed. 

2.1 The field study approach to data collection 

"Field study" is the name we have chosen to de-
scribe the informal study of a particular area or prob-
lem. Alternative names are "area familiarization" and 
"reconnaissance study" (Kearl, 1976). A field study 
involves generally familiarizing oneself with the area 
or problem, talking to appropriate informants such 
as farmers, farm workers, storekeepers, moneylenders, 
officials, religious or social leaders, and seeking out 
and reviewing such other relevant information as may 
be available in publications, government or private 
records, etc. 

The justification of the field study approach is 
that it is usually the most effective way of learning 
a good deal about a particular topic in a short time. 
For some problems the field study may provide all 
the information one needs (or has the time to collect) 
to be able to resolve the issue. In other circum­
stances field study may be a preliminary step to the 
conduct of a survey. The information gathered may 
be useful, even essential, in defining issues, for­
mulating relevant hypotheses, establishing a suitable 
sampling procedure, drawing up a questionnaire, 
planning the logistics of the survey, and so on. 

The obvious danger of the field study approach is 
that one may obtain biased or incorrect information. 
The "key people" who would usually be interviewed 
in such a study may all share a particular prejudice 
or viewpoint and it may be difficult for the researcher 
to meet people, perhaps "lower down" the social or 
economic ladder, who can express an alternative point 
of view. Government officers interviewed may es­
pouse the official line or may paint a too glowing 
picture of reality to cover up their failures. The re­
searcher will need to be on his guard against such 
possibilities. He will seek to interview a wide spec­
trum of people, not just local officials and key 
farmers. He will need to be on the look out for con­
tradi,'tions in what he is told. When he finds them, 
he will need to dig deeper to try to uncover the truth. 

Combined with a modicum of common sense, the 
field study approach can be a very effective way of 
gathering information. Apart from the dangers noted 
above, the chief disadvantage of the approach is that 
the information gathered tends to involve a substan­
tial element of subjective interpretation and so lacks 
some of the authority of data gathered by means of 
a survey. In truth, however, this reservation is some­
what artificial since all data require some inter­
pretation and a badly conducted survey can be more 
misleading than a well-performed field study. 

2.2 Farm surveys 

The survey method is probably the most widely 
used formal method of obtaining farm management 
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data. It is also probably the most widely abused. To 
conduct a successful survey requires careful plan-
ning and close attention to dctail in implementation. 
Some of the more important aspects of survey orga-
nization and management are reviewed briefly below, 
It is not possible to provide a comprehensive guide 
to the survey method in this short treatment and 
intending survey organizers should consult some 
of the excellent texts on the subject, a selection of 
whicl are listed at the end of the chapter. 

DEFINING OBJECTIVES 

No farm survey can be properly planned unless 
the objective or objectives are clearly defined (Kearl, 
1976, Ch. I). Moreover, proper design and conduct 
of a survey can be compromised by objectives that 
are too numerous, too ambitious or conflicting. In 
an ideal world surveys would be purpose-specific, 
for only when a single specific purpose has been 
defined is it possible to resolve unambiguously such 
questions as what sampling method to use and what 
size of sample is needed. In reality, however, be-
cause research resources are limited, it is nearly 
always necessary to try to accommodate more than 
one objective in designing a survey. In this case, 
then at least some ranking of objectives in order of 
importance should be made to help in resolving the 
conflicts between objectives that will almost inevitably 
be encountered. 

DATA COLLECTION METHODS 

There are three main methods by which farm 
survey data can be gathered. They are: 

(1) direct observation-
(2) interviewing respondents; 
(3) records kept by respondents. 

Direct observation includes direct measurement by 
the research team of such things as crop areas, yields, 
disease incidence, etc. If done correctly, direct mea-
surement should give data of high accuracy but the 
cost is often high and the procedure is not appro-
priate for many data categories, 

Direct observation can also be used to collect in-
formation of a more behavioural nature such as allo-
cation of time, rates of work. etc. The problem
with such studies is that the mere presence of the 
observer can lead the person being studied to modify
his behaviour. The observer must therefore try to 
be as unobtrusive as possible and should be pre-
pared to discard data collected when it appears that 
bias may be present. 

In anthropological studies the researcher often 
gathers his information by actually taking part in the 

way of life he is studying. Although this method is 
seldom of direct use in farm management research, 
the researcher who has some. direct experience of 
the social and economic system in the study area 
will often find this knowledge invaluable in inter. 
preting the more quantitative farm management data 
(Srinivas, 1974). 

Interviewing respondents is generally the simplest
and cheapest method of gathering farm management 
data. Accuracy depends on the ability of respondents
to remember the information requested and on their 
willingness to reply truthfully. When information is 
likely to be forgotten quickly, it may be necessary to 
interview the respondents at frequent intervals while 
the facts are fresh in their minds. 

Most interview surveys are designed to be admin­
istered to one respondent at a time, utua!ly the farmer 
or the head of the household. Of course, in some 
societies the notion of a single household head or 
farm decision maker may be inapplicable, and a 
number of individuals in each survey unit may have 
to be interviewed to collect all the data of interest. 
In other cases, where important decisions are custom. 
arily made by discussion among a group of people,
the individual approach may be inappropriate, even 
impossible. Throughout Southeast Asia and the 
Far East there is a trend toward greater emphasis 
on farmers' groups as a means toward the goal of 
small farm development. It may be, therefore, mat 
farm management researchers in the region will have 
to learn the difficult skills of group interviewing.

In group interviews the researcher asks questions 
of the collected individuals who discuss the matter 
in an attempt to provide an answer, usually reachezd 
by consensus. The interviewer may or may not par­
ticipate in the discussions. Usually some participa­
tion will be necessary to clarify the questions asked 
and to keep the discussion more or less to the point. 
The risk of bias introduced by the interviewer's in­
volvement in the debate is apparent. Also, as anyone 
who has ever served on a committee or other such 
decision group will know, groups do not always 
function well as decision-making entities. The pro­
cess of consensus formation may be slow and 
the decisions reached may not always be consistent. 
These are the realities the researcher must face if 
he wants to collect his data from a group. 

Records kept by respondents can be a very valu­
able source of farm management data. The method 
is appropriate for information easily forgotten but, 
of course, can be used only when respondents have 
the required level of literacy. The records may or 
may not be kept specifically for the purpose of the 
research study. For example, commercial or semi­
commercial farmers may be required to keep finan­
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tax purposes and these records canf~jrecords for farmmangemntdta.be 
be Asource of farm management data. 

are to be kept, theWben special-purpose records 
consideration tor,arcmer must give very careful 

* 	 design of the recording form and to the wording 
If possible, pilot testingd instructions, headings, etc. 

0(the record forms should be carried out before their 

Unless respondents are ex-
geeral implementation. 

pencnccd in record keeping, frequent checks of the 
to be made.ormation recorded may have 

spent. i-§nr-ol eonities such information may
be btaiablony"ycducting daily. Jnterviewsobtainable only b ion 

the whole period of interest.over 

Costs, returns and incoms. This is the kind of in­
commonly sought in farm

formation that is most 
information is usuallymanagement surveys. The 

on a farm pluson a farm basis, orgathered either 
The data collected may relate only

household basis. 
to cash items or an attempt may be made to measure 
and value non-cash items such as family labour use, 

TYPE5 OF INFORMATION GATHERED BY SURVEYS 

Both survey objectives and the environment of 
agriculture vary so much that it is almost impossible 
to provide any comprehensive list of the kinds of 
information to be sought in farm management sur­
veys. However, there are certain categories of data 
that are commonly needed. These are reviewed 
below. Many surveys embrace more than one of 
these categories, 

Resource endowments. It is often useful to know 
what is the resource base of a particular region or 
group of farms. It may also be important to know 
how these resources are distributed among house-
holds, villages, or other groups of people. A survey 
can be conducted to determine the resource base of 
an appropriate sample of households or other survey 
units. Data would be gathered on such things as 
access to land, number, age, education and expe-
rience of workers, access to irrigation water, etc. 

Resource utilization. It is 	 usually somewhat more 
difficult to establish how the resources controlled by 
small farmers are used. Land use may be estimated 
by direct observation at the tine of the survey, but 
estimating use of labour, for example, presents more 
difficulties, especially if information on year-round 
labouruse is required. At best, such information 
can usually only be obtained by frequent visits to 
respondents. 
rsnd eients. Fcomprises 
lfnPUt-output coeflicients. For some purposes it is 
necessary to obtain data on such matters as yields 
Per unit area of crops, yields per head of livestock, 
and use of labour and other inputs per unit area of 
Crop or per head of livestock. The practicability of 

obtaining such information varies according to the 
type of farming and other circumstances. Sometimes 
it can be very difficult to obtain reasonably accurate 
information. For example, to estimate the yield of 
a subsistence crop one may have to either harvest 

and record the yield of a sample area, or else obtain 
a detailed record, perhaps on a day-to-day basis over 
Several months, of household use of the product. Sim-
ilarly, reliable data on rates of work may require 
a detailed diary to be kept of how labour time is 

For some purposes it may.subsistence output, etc. 
be enough to know aggregate costs and returns, 
while for other uses the breakdown of these totals 
may le needed, perhaps on an enterprise basis so 
far as this is appropriate. 

Attitudinal information. Because the behaviour of 
small-farm decision makers is so important for the 
success of various policy measures, it is common for 
surveys to include questions designed to elicit 
farmers' attitudes to such things as new techniques 
of production, research and extension programmes, 
etc. Special care is needed in phrasing questions to 
elicit such information if the responses obtained are 
to be reasonably reliable. Poorly worded questions 
will lead to biased results. In regard to certain 
"sensitive" topics, it may be impossible to obtain 
responses that are at all relialt----.--_..... 

Crop and farming systems. Particularly as a basis 
for cooperative work with crop and livestock scien­
tists, and also so as to understand the production 
systems used by farmers, it is frequently necessary
to catalogue the particular farming systems used by 
farmers. Data required include the crops grown and 
the type of cropping system used, either sole cropping 
or multiple cropping. If the latter, more detailed in­
formation will be needed on the type of multiple 
cropping, e.g., intercropping, sequential cropping or 
relay cropping plus details of crop rotation and ra­
tooning if relevant. Since the crop or farm system 

all the components (physical and biologi­
cal factors, labour, technology and management) re­
quired for crop or farm production and the inter­
relationships between them and the environment 
(climatic, economic, social and cultural), surveys 
involving crop farmsspecification can beor syste 
very demanding of farm management research re­
sources. In particular, such surveys may require not 
one but a series of visits spread over the year to the 
farms being surveyed. 

PLANNING THE ANALYSIS 

Once the objectives of the farm survey have been 
specified, and the general type of information to be 
collected has been estalAished, the next step is to 
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plan the main analyses to be performed on the data 

after they have been collected. It may seem pre-

mature to worry about analyses before any infor-

mation has been collected, but in fact many mistakes 

and omissions in the design and conduct of the survey 

can best be avoided by doing things this way round. 
or other statisticalThe main tabulations of the data 

analyses should be planned beforehand. These anal-

yses will obviously be structured in accordance with 

the survey objectives. These objectives may be for-

mulated in the form of hypotheses to be tested using 

the survey data. Such an approach invariably as-

sists in better specifying the type of data to be col-

lected and the analyses to be applied to the data. 

The main reasons for considering data analysis 

prior to collection of the data are to ensure: 

(a) 	 that all necessary data are gathered; 
(b) 	that no unnecessary data are collected; 
(c) 	 that the data are collected in a form amenable 

to analysis. 

DEVELOPING THE QUESTIONNAIRE 

Once the survey objectives and associated data 

needs and analyses have been specified, a question-

naire can be developed to record the information 

needed for analysis. Usually the questionnaire will 

be designed to be completed by enumerators although, 

in some circumstances, simple questionnaires may 

be designed for completion by the respondents. At-
of thetention must be given to the general form 
a log-questionnaire to see that the questions follow 

areical and appropriate sequence. Questions that 

to be answered by direct observation by the enu-

merator should be distinguished from those to be 
Care must be taken inasked of the respondents. 


are
wording questions to ensure that they unambig-

uous, will not cause offence or otherwise lead to 

non-cooperation by respondents, and that the form 
not 	likely to prompt a particularof words used is 

The 	spaces provided on the questionnaireanswer. 

for recording information should be arranged so that 


it is clear what is to be filled in and so that the data 

will be readily accessible for analysis. 


For many farm management research studies the 
scope of the FAOdata required will fall within the 

Data Collection and AnalysisFarm Management 
The system is described in FAO Agricul-System. 

tural Services Bulletin 34 (Friedrich, 1977). It is a 

computerized data analysis system using precoded 
scheme.questionnaires and a standardized coding 

The system is flexible in terms of types and formats 

of data input. However, examples of suitable pre-
in the bulletin men-coded questionnaires are given 

tioned above. These questionnaires, even if not em-

ployed directly, can serve as a useful starting point 

for an analyst designing data collection forms for 

farm management survey. 
In developing a questionnaire it is usually ve 

helpful to undertake a pilot survey. This involv 
on a trial basis with a sinconducting the survey 

number of respondents who are broadly similar 

those in the population of interest. The results 

this pilot sample are not usually included in the 
to test osurvey analysis. The purpose is simply 

so that it can be revised inthe questionnaire 
light of experience. Sometimes two or more cycl 

of pilot testing and questionnaire revision are need 
survThe pilot survey will reveal how long each 

this should be no ininterview takes. Ideally 
than about half an hour, and certainly not more th 

an hour. Both respondent and enumerator will 

come tired and liable to make errors if the intervie 
lasts too long. When a questionnaire proves to 

too time consuming, the analyst must try to cut o 

unnecessary or marginal questions and try to 

more direct ways of obtaining the required inff 
mation. If this fails, he must either cut down on 

scope of the survey, probably by curtailing the obj 

tives, or he may be able to ask some questions 

subsamples of respondents so that no respond 
are required to answer the full set of questions, 

below under the heading of multipdiscussed 

sampling.
 

Self-evidently, the questionnaire must be in a 

guage well understood by the respondents. In s 
that more than one vecountries this may mean 

of the questionnaire has to be produced for use 

different linguistic groups. Care must be taken 

translation to preserve the intended meaning. It 

a good idea to have the translated version transl 
original language by a second, iback into the 

pendent person to check if any meanings have 

changed. 
An excellent review of practical consideratios 

questionnaire design and development is provided 
Kearl (1976. Chs 5 and 6). 

DRAWING THE SAMPLE 

Early in the planning of any survey the resethe 	emlEeds in the an ing mey 

needs to choose the sampling method to be emplo 
on this choice, includingMany factors impinge 

of the statistical properties of diffsiderations 
kinds of sample. Sampling techniques are co 

texts as Cochran (Ihensively discussed in such 

and Som (1973). A useful overview is provided 
Here only a brief outline 0LParel et a. (1973). 

main aspects can be provided. 
two main types of samples thatThere are 

a farm survey:usd in conducting 

(i) probability samples;
 
(it) non-probability samples.
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on the7he choice between the two depends partly 

plig frame available and partly on the objectives.. 
0 the study and the data needed. (A sampling frame 

is I list of those members of the population from 

whom the sample is to be selected.) Sometimes a 
two methods may beombination of the sampling 


appropriate, as discussed below, 


to describeprobability sampling is the term used 
various ways of drawing a sample such that the prob-
ablzity of a particular individual being included in 
the survey is known or can be estimated with reason-
able precision. It includes random, systematic, strat-
ified and multistage sampling procedures. 

Probability sampling has the important advantages 
that the risk of sampling bias is minimized and it is 
possiblc to draw inferences from the sample about 
the population from which the sample was drawn 
with levels of confidence that can be estimated sta-
tistically.1 For these reasons, some form of proba-
bility sampling is usually to be preferred and the 
forms of non-probability sampling to be described 
later are generally used only when probability sam-
pling is impracticable. 

In random sampling each member of the popu-
lation is assigned a serial number. Then the sample 
is drawn by reading from a list of random numbers 
of the appropriate range of values until the required
number of individuals has been selected. This pro-
cedure ensures that each member of the sampling 
population has the same probability of being chosen. 

A similar result, for most practical purposes, can 
be achieved by systenuatic sampling. In this method 
every k-th unit from the sampling frame is drawn, 
working backward and forward through the popu-
lation list from a random starting point. The sam-
piing interval k is computed as N/n, rounded down to 
a whole number, where N is the number in the pop-
ulation being sampled and n is the required sample 

size. 

The main advantage of systematic sampling is that 

itisquicker and easier than simple random sampling, 
This may be especially important if the sample is 
to be drawn in the field. However, if the sampling 
frame is not in random order, and especially if there 
are Periodic regularities in the list, systematic sam-
Piing can lead to bias. 

With stratified sampling, the population to be sam-
pled is divided into a number of strata or groups on 
the basis of one or more characteristics of interest, 
Then random or systematic sampling can be used to 

select the required subsamples from each stratum. 
It is more efficient than simple random or systematic 

that the selected sample issampling in the sense 
of the populationmore likely to be representative 

from which it was drawn. 
In principle, stratification should be based on those 

characteristics of particular interest in the analysis. 

If several variables are of interest, this can lead to 
that is too complex to be manageable.stratification 

The same problem can arise if too many strata are 

defined for a single characteristic. It. practice, how­

ever, these difficulties are seldom important. It is 

rare to have data on more than one or two charac­
teristics of interest and specification of only a few 
strata is usually adequate to provide for the advan­
tages of stratification without too much complication. 
Often the characteristics on which information is 
available are not those of direct interest, but if the 
available characteristics can be expected to be related 
to the parameters of interest, stratification will still 
be worthwhile. For example, geographical strati­
fication will ensure a more efficient spread of farms 
across soil types, climatic conditions, etc., than would 
be yielded by a simple random sample. 

For some purposes, stratified sampling may be 
almost essential. For example, suppose it is wished 
to compare certain characteristics of large and small 
farms and that the size distribution of farms is highly 
skewed toward small farms. Unless the sample size 
is very large, a simple random or systematic sample 
may well contain too few large farms to give meaning­
ful results. By stratification into two or more size 
groups, the required number of farms of each size 
can be sampled. 

The chief disadvantage of stratified sampling is 
that to apply the procedure it is necessary to have 
a sampling frame including the necessary information 
for stratification. Often such data on key parameters, 
such as farm size, are not available. Stratification 
also complicates somewhat the estimation of popu­
lation parameters and precision statistics from the 

sample data. 
Two or more steps are involved in multistage 

sampling. For example, in two-stage sampling a list 
of villages in the study area might first be obtained, 
and from these a sample of villages could be drawn. 
A list of the farmers within each sampled village 
can then be used to draw a sample of farmers for 
that village. Inthree-stage sampling, samples might
 

be drawn of districts within a region, then of villagesin the sampled districts, and finally of farms in the 
sampled villages.

One advantage of multistage sampling is that, when 

based on geographical units as illustrated above, it 
can lead to a substantial saving in travelling time and 

costs in conducting interviews. Secondly, it is not 
ind A statistical appendix detailing the main formulae used necessary to have a complete sampling frame of 

r about a population from a probabil- final-stage units. At the second and any subsequenttawing inferencestY,.sample drawn using one or other of the methods 
"Uimed below is provided at the end of this chapter. stages the sampling frame can be constructed only 
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for those units selected at the earlier stage. In other 

words, it is possible to build the sampling frame as 

tiie process of sampling proceeds. 
The major disadvantage of multistage sampling 

is that the procedure is rather complex to apply and 

calculation of appropriate population estimates, in-

cluding statistics indicating the precision of the esti-
mates obtained, is much more difficult than for some 
of the simpler sampling methods discussed above, 

A special case of multistage sampling is cluster 
sampling. This is normally a two-stage procedure in 

orwhich the population is first divided into groups 
clusters from which a sample of clusters is drawn 

In the secondby random or systematic sampling. 
stage all the individuals in these sampled clusters 
are included in the survey.2 

The advantages of cluster sampling are those of 

multistage sampling. i.e., reduced travelling costs and 
the fact that a full sampling frame is not required. 
The important disadvantage is that the sample drawn 
is likely to be less representative of the population 
than, say, a simple random sample. Individuals in 
clusters may share similar characteristics to a greater 
degree than do individuals in different clusters. This 
disadvantage is reduced in ordinary multistage sam-
pling by drawing more clusters with less than full 
enumeration of the individuals in each cluster. The 
cost of this greater representativeness is greater com-
plexity in sampling and increased travelling costs. 

Non-probabilitysampling procedures are generally 
only used when probability sampling is not practi-
cable. The reason is that the representativeness of 
the sample may be low and statistics that might be 
calculated from the sample data may be of dubious 
reliability. Some non-probability sampling procedures 
are more subject to bias than others. The major 
non-probability sampling procedures are accidental 
sampling, purposive sampling and quota sampling, 

Using accidental sampling the researcher selects 
for his sample those individuals he happens to come 
across. If no sampling frame exists and if one cannot 
be improvised, perhaps for lack of time, this may be 

the only procedure that can be used. The risk of 
bias in such a method in obvious. For example, if 
the people encountered in a particular village are 
surveyed, the survey results cannot represent the 
characteristics of perhaps more industrious people 
who were at work in the fields or elsewhere at the 
time of the survey. 

With purposive sanpling, samples are drawn to 
illustrate or represent some particular characteristic 
in the population. For example, in studying some 

2 The terminology here varies somewhat among authors. 
use the term 'cluster sampling' even when onlye.g.,aSome 

of each cluster is taken (see, 
sample of members 

Mendenhall, Ott and Scheaffer, 1971). 


new technology not yet widely adopted, only those in. 

dividuals known to have adopted the new method 

might be sampled. Most farm recording schemes, 
discussed below, are based on purposive samples of 
cooperative farmers selected for their capacity to 

supply the required information. 
The procedure of quota sampling is used to try 

to minimize bias in non-probability sampling when 

probability sampling is not possible, perhaps for lack 
of a sampling frame. Quotas are established for dif. 
ferent groups in the population and sampling pro. 
ceeds, using accidental or purposive sampling, until 
the required numbers of individuals to fill each quota: 
have been obtained. Alternatively, random or system. 

atic sampling may be used to fill the required quoj 
tas, in which cases quota sampling becomes a special 
form of stratified sampling. 

A method of sampling that can be used in con., 

junction with some kinds of both probability and: 
non-probability sampling is multiphase sampling. It 
is sometimes appropriate to collect some data froaI 
all units of a sample and other items of informationl 
from only a subsample of the whole sample. Th 
method is known as two-phase sampling and the; 

principle can be extended to three or more phasesi 
The case for using multiphase sampling arises wheal 

it is difficult or expensive to collect all information' 
from all respondents. For example, full enumer, 
ation may make the interview time too great so that 
response rate and data reliability would be adverse! 
ly affected. In such a case, multiphase sampli 
might be used. Basic information would be collect 
from all respondents, but information of more ma4 
ginal interest, or information for which a smalle 
sample size would be adequate to give the requira 
statistical precision, would be collected only fr 
subsamples. A common scheme is to divide 
questions dealing with the non-basic data into 
and to arrange that each respondent is asked o 
half the questions relating to this part of the su 

ORGANIZING THE FIELDWORK
 

If the information collected in a survey invol
 
interviews of small farmers is to be reliable, it
 
obvious that good interviewing technique is esseni
 
The first step in this direction is the develop
 
of a good questionnaire with questions suitably
 
ranged and worded. But questionnaire design al
 
is only part of the story. Enumerators must k
 
how to approach respondents to maximize
 
chances of willing cooperation. Enumerators Mi
 
conform with the standards of etiquette of the
 

being interviewed. Specially selected enunerat
 
may have to be appointed to deal with special gi 
of respondents. e.g., members of particular 

or religions, women living in seclusion, etc. It 
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ly be necessary to spend time reassuring re- ning can minimize difficulties but the researcher must 

answer-Woodcts that they have nothing to fear by 
questions truthfully and that the information 

be treated in confidence. Good enu­
proided will 
aflrstot will avoid prompting respondents and will 

aow how hard to press for an answer hen one is 
co immediately forthcoming. They will have an 
abity to detect when a respondent is not telling the 
rob' nd will know what to do about it. 

Good interview technique is something that can 
be partly taught but which also depends on the 
lrsonality and experience of the enumerator. For 
I more complete discussion of the special problems 
of interviewing small farmers, see Kearl (1976). 

Ifthe survey is too large for the analyst to under-
take himself, it will be necessary to select and train 
enumerators. Although obviously some minimum 
educational standard is required for enumerators, 
the emphasis thereafter should be placed on selecting 
reliable and well-motivated people, rather than on 
selecting by academic achievement. If the question-
naire has been thoroughly tested during a pilot sur-
v ., the enumerators should not meet unforeseen 
circumstances very often and it should be possible 
to train them to handle the normal spectrum of re-
sponses and to report any very unusual circumstances 
to the analyst. 

Enumerators should be given some formal instruc-
tion in their task, followed if possible by some nrac-
lice inadministering the questionnaire to respondents
who will not be included in the final sample. When 
working on the survey proper, close supervision is 
important, especially at first. Most good enumer-
ators learn their skills "on the job." 

The flow of completed questionnaires from enu­
merators must be monitored. Each questionnaire 
should be checked for completeness as soon as 
Possible (preferably on the same day) and should be 
returned to the enumerator if some items are missing. 
Often it is possible to devise certain technical checks 
on the internal consistency and general reasonable-

ess of the information. Again, any anomalies that 
may be found should be referred back io the enu-
merator. By these means the need for care in ob-
taining and recording data is emphasized to the enu-
nierators. Enumerators who persistently fall short 

of the required standard should be replaced.


There is not much that can be said about the lo- 

gistical aspects of fieldwork in farm management 
Surveys. Transport i, commonly a major problem 
Since it will often be necessary to visit farms in 
remote areas, perhaps widely scattered. As noted 
above, special sampling techniques can be used to 
reduce these difficulties. Apart from these proce-
dures, the transport and communication problems
likely to b%;encountered in a particular survey mustbe solved in the context of that survey. Good plan-

also be prepared to take swift and decisive action 
to resolve other difficulties as they arise. 

DATA PROCESSING 

Processing the results of a large survey can be a 
considerable task. The main option is between pro­
cessing "by hand," usually with the aid of electronic 
calculators, versus processing by computer. Of course, 
if access to a computer is not possible, no choice 
exists. Without a computer, very large surveys in­
volving substantial data processing might not be prac­
ticable. For smaller surveys, however, the option is 
a real one. Subject to the provisos noted below, 
computers are fast and reliable. Computer analysis 
may or may not prove cheaper than employing 
clerks. There are a number of problems that can 
occur with computer analysis. 

(a) 	The computer must be programmed to do the 
work required of it. This can be costly, time­
consuming and may lead to errors. 

(b) 	 The data must be transferred from the ques­
tionnaire to punched cards or some other 
medium so that they can be read by the com­
puter. Again this can be costly and errors 
can occur. 

(c) 	Computers are of limited availability, espe­
cially in rural areas of developing countries. 
Delays in obtaining access to a suitable ma­
chine can be considerable. 

(d) 	 Computers are expensive and computer anal­
ysis may prove more expensive than use of 
hand methods. 

For 	these sorts of reasons, it is by no means a fore­
gone conclusion that computer data processing is 
best. Efficient non-computerized methods of anal­
ysis adapted for processing farm surveys with me­
dium-sized samples have been developed (Taylor,
1973). 

Whichever method of data processing is adopted, 
it is wise to build check procedures into the analysis. 
A little ingenuity will indicate many opportunities. 
For example, highest and lowest values for selected 
parameters may be determined and checked to see 
that they are reasonable. 

The appropriate form of data analysis will depend 
on the objectives of the study. Some of the methods 
commonly used arc discussed in subsequent chapters. 

2.3 Village studies 

Rather than sampling individual farms, it may 

sometimes be fruitful and 	relevant to conduct farmmanagement surveys on a village basis. Data col­lection may then be undertaken, as relevant, for 
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some items on a full village basis and for other 
items on a farm sample basis within the village.itemsVILLAGE 

may be selected byFurther, the villages to be used 

sampling after stratification so as to constitute a 
set of benchmark villages reflecting major charac-
teristics of interest in terms of agroclimatic (climate, 
soil type, etc.) and socioeconomic (farm size, in-

etc.) a 
frastructure, e attributes. 

An excellent example, though rather more detailed 
than normal, is provided by 	 the Benchmark Village 
Level Studies project of the International Crops 
Research 	Institute for the Semi-Arid Tropics (ICRI-
SAT) (Jodha et al., 1977). Aims of this project were 
to gain 	 a thorough understanding of traditional 
farming systems in the semi-arid tropics of India, 
including identification of constraints on food pro-
duction and development at the micro (farm and 
village) level, ard to provide a basis for on-farm 
testing of new technology. 	 Six benchmark villages 
were selected purposively taking into account 40 
characteristics (climate, soil, 	 location, land use, etc.) 

as 	to en­judged relevant on a benchmark basis. So 

sure purposeful and efficient data collection, a set 
of 	eight prior hypotheses about traditional farming 

in 	the semi-arid tropics of India were formulated for 
testing (Binswanger et al., 	 1977). Socioeconomic, 
farm management and agrobiological data were col-
lected in each village, as listed in Tables 2.1 and 
2.2 which also indicate the frequency with which data 
were collected - based for most items in Table 2.1 
on a stratified random sample of 30 farmer house-
holds and 10 landless labourers in each village. Ob-
viously, studies of such a detailed continuing nature 
are very 	 demanding in terms of research resources 

and would be beyond the means of most research 
institutions, 

2.4 Farm recording schemes 

Farm recording schemes may be divided into 
designed primarily as a ser­those schemes that are 

vice to participating farmers by providing them 
with information useful in decision making, and 
those schemes designed primarily as a source of 
data for more general farm management research 
purposes. Clearly, the latter kind of scheme is really 
a special kind of survey. It is usually distinguished 
from the typical survey by the fact that cooperators 
are likely to be specially selected on the basis of 

their willingness to cooperate with the research 
agency on a continuing basis. The distinction be. 
tween the two types of recording scheme becomes 
somewhat blurred by the common practice of pro-
viding participants with management information 
from their records and from the records of other 
participants as a reward for their cooperation. 

Table 2.1 	 DETAiLS OF THE SCHEDULES USED FOR COLLBCrNQ 
AGROECONOMIC DATA IN ICRISAT's BENCHMA 

STUDIESVILLAGE STUDIES 

Type of schedule Frequency Remarks 

_ .-

I. Household cen- Once For all resident house. 
sus 	 holds; demographic, oc. 

cupational, landholdii1and livestock possession
detail. 

2. 	 Household mem- Annually More details of above 
ber schedule type for sample house.holds; details about 

each member. 
3. Plot and crop Updated Recorded physical and 

rotation schedule annually ownership status of 
farm plots; use stats
(fallow, cropped, dou. 
ble cropped, crop 
rotation during dif. 
ferent seasons). 

4. 	Animal inven- Annually Recorded sample house. 
tory holds' position in termsof 	 assets. 

5. 	Farm implement -do-- -do-­
inventory
 

6. Farm building -do-- -do-­
inventory
 

7. Cultivation Every 15- Recorded plotwise in. 
schedule 20 days put-output details for

each crop for each sea. 
son. 

8. Labour, draught -do-- Recorded actual utiliza. 
animal and tion of these resources 
machinery utili-	 on the day precedingzation schedule 	 the interview; number 

of wage employment
days, days of involun.tary unemployment (for 
family labour and bul. 
locks) during the period 
since last 	 interview. 

9. Household trans- -- do--- Recorded type and val.actions schedule 	 ue of every transaction 
involving inflow and 
outflow of cash, good 

and services for sample 

10. 	 Price and wage Monthly Recorded wage rates for 
schedule 	 labour and bullock& 

and price details of 
major items transactedby villagers in their vii. 
lage or outside for every 
month. 

II. 	 Stock inventory Annually Recorded inventory of 
credit and debt stocks of food grainm
schedule fodder, consumer dur.bles, savings, depositi 

debt and credit positioi 
of sample households. 

12. 	 Kinship and Every 15- Recorded details on N
social exchange 20 days 	 social networks behindschedule 	 exchange for sam 

households. (IncorP. 
rated with househ01 
transactions schedule.) 
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l DETAILS OF THE SCHEDULES USED FOR COLLECTING provide for rapid feedback of processed data to 
AW.OECoNOMIC r'ATA IN ICRISAT's 
vIU-AGE STUDIES (concluded) 

BENCHMARK participants, regular
normally required. 

submission of recorded data is 
Many so-called budgetary con-

Tvt d ,ute 
IFu 

F nprogress 
Remarks trol schemes involve a regular matching of recorded 

against a budget. These schemes depend 

IRr 
tow 

igvestiga-
whedules 

Sequence
of six
weekly 

Recorded farmers' pref-
crences with respect to 
suggested decision alter-

interviews natives with varying
degrees of gain and un-
certainty of prospects; 
actual decisions and ac-
tions about farming; ad-
justment devices to meet 
consequence of drought, 
etc., for sample house-
holds. 

14Risk attitude 
experimentation 
schedule 

-do-- Recorded farmers' ac-
tual choices resulting 
from their participation 
in 'risk game' designed
for the purpose. 

Trne-allocation 
itudies schedule 

Once 
every 
quarter 

Recorded actual pattern
of activities by all mem-
brs of househouds of 
a subsample by 
stant observation 

con­
for 

one day in each of the 
.seasonal rounds. 

16Diet survey --do- Recorded throu,,h ac-
schedule tual measurement ar d 

observation of the items 
consumed by each mem-
ber of the sample 
households. 

17.Health status -do- For all members of 
schedule sample households, re­

corded nutritional defi-
ciencies, disease 
toms and other 

symp-
issues 

18 dDemographic Once 

related to health status
using methods suggested
by health and nutrition 
experts, 
Data to determine age-

Schedule specific 
women 

fertility of 
and to indicate 

normal completed fami-
ly sizes for all residenthouseholds.hsosActual 

REcORDING SySTEMS 

Schemes vary in the extent to which the job of 
recording the required information is left to the par-
ticipating farmers. Farmers may be expected to 
keep all the basic records, perhaps with close su-
Pervision from a field officer, or the field officers 
may visit the farmers regularly to collect and re-
cord the required information. Some schemes have 
been devised in which the records are kept by an 
agency such as a cooperative through which the 
farmiers trade, 

In order to monitor the recording process and to 

for their success on rapid processing of the recorded 
information and speedy return to participants of a 
statement of the processed data compared with the 
budget. Ideally this statement should indicate whatactions the farmer should take to correct any faults 

or to exploit any opportunities revealed by the com­
parison. 

THE INFORMATION RECORDED AND ITS USE 

The information recorded may be physical infor­
mation, financial information, or both. It may be 

on a whole-farm basis of may relate to some partic­
ular aspect of the farm, such as a specific enter­
prise. For small farmers, simpler recording systems
are to be preferred. Records are more likely to be
faithfully kept if participants can see their direct 

relevance to the decisions they face. Some very
simple budgetary control procedures, based largely 
on physical records, can be very effective. For ex­ample, in intensive pig production, a budgetary con­

trol scheme based on records of breeding and fat­
tening performance of the stock and of feed input,
both measured in physical terms, and matched 
against target performance, tailored for individualfarm circumstances, can provide a useful guide to 

action. The logic of such schemes lies in the fact 
that it is technical efficiency over which a farmer
has most direct management control in the short 

run. Movements in price of inputs and outputs are
generally beyond the farmer's control and it is not
usually possible for immediate adjustments in farm 
organization or methods to be made in response to 

suhpiemv en.such price movements. 
Budgetary control schemes based on financial data 

are normally operated on a monthly cash flow basis. 
net cash flow each month is matched against 

some target and the reasons for deviations from the
target are analysed. For small farms there is much 
to recommend the inclusion of all domestic pay­
ments and receipts, including farm and non-farm 
items, in such records. The distinction between do­
mestic payments, such as school fees, and farm pay­
ments, such as land tax, is an arbitrary one that has 
no real meaning-to most small-farm families. 

Some farm recording schemes do not incorporate
the element of frequent feedback of information to 
participants. Instead the records are processed only 
at year end. An annual summary for the farm may 
be prepared showing gross income and expenditure 
and some measures of profitability. This informa­
tion may be given to the farmer, perhaps with some 
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STUDIES DURING TH
COLLECTED 	 THROUGH ICRISAT's VILLAGE LEVEL 

Table 2.2 	 DETAILS OF AGROBIOLOGICAL AND RELATED DATA 

CROP YEARS 1975-76 AND 1976-77 

Minimum no. 
of plots uency of 

covered (with Frequensof 
Crop Type of data collected 3-5 replicates observations Information user 

in each) during each year 
each year
 

Sorghum 

Pigeon pea 

Chick-pea 

Pearl millet 

Groundnut 
Major ' crops 

of the area 

1. Shootfly incidence 
2. Stem borer count 
3. Midgefly and preharvest assessment 

4. Grain mould counts 
5. Striga assessment 
6. Leaf disease incidence 
I. Wilt and sterility mosaic 
2. Pod borer counts 
3. Nodule counting 
4. Crop rotation (with pigeon pea) 

I. Wilt incidence 
2. Pod borer counts 
3. Germination/crop stand 

4. Nodule counting 
I. Incidence of downy mildew 
2. Incidence of ergot 
3. Incidence of smut 
4. Incidence of rust 
1. Nodule counting 
I. Weed counts 

6 
6 
6 
6 
6 
6 
5 

10 
5 

30 b 
5 

10 
5 
5 
5 
5 
5 
5 
5 
5 

(per crop) 

I 
1 
1 
1 
1 
1 
3 
2 
2 
I 
3 
2 
2 
3 
1 
1 
1 
1 
3 
1 

Entomologists 

Cereal pathologists 
Sorghum breeders 

Cereal pathologists 
Pulse pathologists 
Entomologists 
Microbiologists 
Agronomists/economists 
Pulse pathologists 
Entomologists 
Pulse physiologists 
Microbiologists 
Cereal pathologists 

Microbiologists 
Agronomists/economists 

2. Cropping patterns and crop rotations 

3. Crop cutting 
4. Direction of crop planting 
5. Post-harvest farming practices 
6. Rainfall induced delays in farm opera-

3 0 b 

18 
30b 
30b 
30 b 

I 

1 
I 

I 

1 

Economists 
Pulse pathologists 
Economists 
Agronomists/economists 

tions 
7. Effects of contour bunding on crop yields 

8. Measurement of inflows/outflows into 

3 
daily 

traditional paddy tanks 

supplied by 	 the respective scientists who used the data. They a 
for collecting observations were 

S Instructions and pro formas 
making the 	 observations and measurements.trained the 	 investigators 'or 

b Number of households, not plots. loads of manure, etc., wereweighing of fodder bundles, cart 
c Besides the said observations, measurement of plots and subplots, 

on a sample basis. 

require intimate study of the realities of fann p
comparison between his results and those of other 

Aver- duction and of farmers' attitudes. To collect std 
participating farmers (see Section 3.4 below). 

from a large sample of farms might be too 4 
ages may be computed from the recorded data for '(a 

groups of broadly similar farms and this information pensive. A case study approach may be the 
possile in such circumstances. 

may be used for the comparisons noted above. It one 
The case 	 study approach involves intensive,

useful basis for farm planningmay also 	 serve as a 
or a few farms. The 0 

work or 	 for policy-oriented work relating, for ex- tailed study of only one 
live of this study is to learn, not only what is 

ample, to maintaining or improving rural incomes. 
pening on the study farms. but why, i.e., to elui 

the cause and effect relationships that operate. 
process of elucidation is often facilitated by

2.5 Farm case studies 
ing more 	 than one case. Twc or three cont 
cases, by 	 their very differences, may make it 

Many issues in farm management can only be 
under- to identify important factors leading to the 

understood if the researcher has a detailed 

standing of farm circumstances. To predict how observed. 
may Once an understanding of cause and effect 

farmers might react to specific policy changes 
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tionships has been gained, the next step is to try
Sextrapolate to the population of interest. This 

extrapolation process is quite unlike the process of 

from a sample to the population frominferring 
It is a process re-which the sample was drawn. 

aquiring judgement and experience. Obviously, 
rood knowledge of the relevant features of the 

farms in the population of concern helps in drawing 
if the case studies revealinferences. For example, 

that the land/man ratio is a critical factor influencing 
some new technology, itthe profitability of adopting 

isvery helpful to know the distribution of land/man 

ratios in the population of farms if one is trying to 

draw conclusions about the probable extent of adop-
tion of the technology. For this reason it is often 

useful to follow case studies with a simple survey 

to collect data on the distribution of key attributes 

in the population of concern. 

2.6 Experiments 

in the social sciences is generallyExperimentation 
not possible or is at best very difficult to organize. 
However, in the agricultural sciences experimenta-
tion is the main method by which knowledge is ad-
vanced. Farm management is located at the inter-
face between the social and the biological sciences, 
and the farm management researcher should be able 

to cooperate with agricultural scientists in the design, 
conduct and interpretation of agricultural experi-
ments to elucidate selected problems in farm pro-
duction. No attempt is made here to review the 

complex issues of experimental methodology. Rather, 
a few comments are offered on experimentation 
from the perspective of farm management research. 

As a source of farm management data, experi-
ments have some important advantages. Input-out-
Put relationships can be elucidated by experiments 
in which the level of a selected input (or inputs) is 
varied while other inputs, so far as possible, are 
held constant. Inputs and outputs can be carefully 
observed and recorded to reduce recording errors to 
a minimum. Moreover, by replication, statistical 
measures of the reliability of the results and of the 
"significance" of differences between treatments can 

be calculated, 
Despite the above formidable advantages, experi-

rMentation has its drawbacks. In particular, it is 
Usually expensive in terms of both managerial and 
physical resources. Most agricultural production pro-

cesses involve use of many inputs which interact one 
With another in determining the level of output 

achieved. Mainly for reasons of cost, and to avoid 
ipossible complexity in experimental design, most 
experiments are constructed to elucidate the effects 

time.of varying only one or two input factors at a 

The danger in such work is that important interactive 
effects between the varied factors and others may 
not be revealed. Also, it is obviously important to 

select for experimentation those factors bearing most 

strongly on output and performance. There may be 
these factors or, once iden­difficulties in identifying 

not be factors amenable to investi­tified, they may 
gation experimentally.. For example, factors like 

mayquality of seedbed or standard of weed control 

be difficult to measure quantitatively and to manip­
the ef­ulate for experimental purposes. Likewise 

feet of variations in climate over space and time 

may severely restrict the generality that can be at. 

tached to experimental results. 
experi-The relevance to farm practice of much 

mental data must be questioned. There is a ten­

dency for experiments to be conducted with very 

high levels of management by the standards of small 

farmers, and even with "luxury" levels of inputs not 

directly under ;udy. The response to, say, nitrogen 

fertilizer may be investigated with other soil nu­

trients "not limiting," i.e., applied to a level of abun­

dance that may be quite out of proportion to what 

is either normal or profitable on farms. The results 

of such an experiment may be almost useless for 

farm management purposes. Not only will the re­

corded yields be quite different to those achieved by 

farmers, but the marginal response to nitrogen may 

be quite different under the experimental and farm 

conditions. 
One means of improving the relevance of agricul­

tural experimental data is by cooperation between 
farm management researchers and agricultural scien­
tists from the inception of the work. Too often the 
farm economist is regarded by the scientists as a 

kind of accountant whose job is merely to work out 
the financial aspects of the results after they have 
been produced. It is frustrating to be confronted 
with experimental data of doubtful relevance to farm 
practice as the result of luxury levels of input use 
for some factors, perhaps with too few levels of the 
factors being studied so that the range and type of 
response are not adequately described by the data, 
and perhaps also with some crucial inputs or outputs 
not recorded. By participating in the design of the 
experiment, the farm management researcher can 
use his influence to minimize such problems. He is 

great deal by such cooperationalso likely to learn a 
morefrom the scientist, who generally knows much 

than he does about the production process under 
study. 

In a number of institutions, joint research has led 

to the development of programmes designed to bridge 

the gap between the experimental station and the 
farm. For example, in Malaysia, experimental find­

ings are tested on farms, using the farmers' own la­

bour and other resources, but under the supervision 
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of the researchers. Only those new technologies that 
survive this test are promoted by the Extension 
Branch (MARDI, 1973). In a number of Asian coun-
tries an extensive research programme, involving both 
scientists and economists, has been carried out to 
study the differences between rice production on the 
experimental stations and in farmers' fields (IRRI, 
1977). The aim is to find out to what extent the 
so-called "adoption gap" can be closed. Likewise 
ICRISAT's village level studies, as illustrated in 
Table 2.2, serve as a basis for guiding cooperative re-
search between farm management and crop spe-
cialists. 

2.7 	 Collecting other types of data 

The 	 farm management researcher will often need 
to employ a wide variety of types of data, relating 
not only to farms and farm production, but to 
aspects of marketing, supply of agricultural inputs, 
the institutional framework of agriculture, and so 
on. In this section a brief review of the main types 
of data likely to be useful for farm management re-
search purposes is provided, together with a few 
comments on possible sources of such data. 

Data on prices can often be obtained from pub-
lished sources such as newspapers or from official 
market records. It is usually wise to investigate
exactly what such data represent, how they are col-
lected and how reliable they are. Price quotations 
in local markets may be higher than actual prices 
if bargaining is common. Similarly, afternoon prices 
may be different from morning prices if there is 
under or over-supply. Farmers who sell to middle-
men may get appreciably less than reported market 
prices and even when purchases are by a statutory 
body at a fixed price, transport and other transac-
tion costs can mean that net farm receipts are far 
less than the quoted price. 

If such price data do not exist, it may be the job 
of the farm management researcher to organize their 
collection. More commonly, he will find himself 
engaged in collecting data from local suppliers on 
the prices of agricultural inputs such as fertilizer, 
sprays and stockfeeds. Most importantly, for farm 
management projects involving planning, the re-
searcher will need to draw on and interpret outlook 
data to be able to make forecasts of future costs 
and prices. 

Institutional information of importance in farm 
management studies can relate to such aspects as 
credit or land tenure; marketing arrangements such 
as quotas, contracts or purchasing schemes; the 
supply of irrigation water, electric power or other 
inputs; taxation; and so on. For some studies, in-
formation on regional demography, employment and 

income distribution may be needed. Because tba. 
farm management researcher is oriented toward 
problems at the micro level, not only may he need 
to employ these kinds of data in his analyses, but 
also he is in a unique position to appraise the 
impact and effectiveness of institutional policies. 
Consequently, a part of his work can be to offer 
advice to, say, a credit agency or a statutory mar. 
keting body on how they can implement their pro, 
grammes more effectively and on how their policies 
might be revised to better achieve specified develop. 
ment goals. 

2.8 	 Standardization in farm management
 
data collection
 

As should be clear from the preceding discussion, 
the types of data collected for farm management 
research purposes are highly variable. The data 
gathered will be dictated by the objective of the 
study. Although standardized data collection pro. 
cedures have some advantages, discussed below, they 
also 	have some dangers. Standardization can lead 
to stereotyped thinking with information being col. 
lected for its own sake rather than as part of a 
process of solving relevant problems. When a par. 
ticular research objective has been defined, stan. 
dardized data collection formats may be found to 
Ue unsuitable because they omit certain relevant 
aspects, or include unnecessary aspects. 

On the other hand, standardi7-tion has some im. 
portant advantages. Much the .,mc information is 
needed for many farm management research pur. 
poses and it is wasteful for each researcher to have 
to design his data collection questionnaire from 
scratch. If a standardized form is available, much 
time can be saved and the risk of omitting necessary 
items can be minimized. 

A particular advantage of standardization relates 
to definitions of terms used in farm management re­
search. There is an unfortunate tendency for prolif. 
eration of terms. Worse still, different researchers 
may assign different meanings to the same term. 
Thus opportunities for results to be misinterpreted 
arise and communication between researchers with 
similar interests is impeded. Some standardization 
of terminology is therefore to be strongly recom­
mended. 

Standardization can also be valuable in facilitat­
ing comparison of data collected by different rM­
searchers and in permitting routine processing of t 
information gathered. By ensuring compatibility of 
format of data, standardization can permit the estab 
lishment of a computerized farm management datl 
bank which can be used as a source of referent 
data. As already noted, FAO has such a scheme in 
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narze can provide appropriated
Cctwo and candtaclecint 
,,as for farm managemnt data collection tos soul inddrsse scheme.rccrswisi be the totheIrs wishng to participate 

should b addressed to the
Rc,;Ltsfor pro formas Ser-F Mnagement and Production Economics 


Via delle 

x.Agricultural Services Division, FAO, 

Italy.Rome,00100Caracalla,Tr.rx di 

In addition to providing pro formas for data gath-


data collection
FAO farm managementr~n.[he 

to a set of com-gives accessim analvsis scheme 
used to process the 

putr programmes that can be 

data collected. Four main components of the anal-

S s.'5tem are: 


I'ia farm analysis containing a summary of the 

of its overall economicfarm's resources and 

performance; 

uiii a crop analysis detailing input-output coeffi-
parcel or fieldcients for crops on a crop, 

basis; 
liii) a livestock analysis providing input-output 

andcoefficients for each type of livestock; 

fMv)supporting analyses containing a variety of 

miscellaneous data. 

Further details of the data analysis and collection 

scheme are given in Friedrich (1977). 
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APPENDIX TO CHAPTER 2 

ESTIMATION OF pCPULAT!ON PARAMETERS
 

FROM SAMPLES
 

formulae given below are not necessarily inNote: The 

the most convenient form for calculation.
 

SAMPLINGSIMPLE RANDOM 

Suppose a sample of size n is drawn (without replace­

ment) from a population of size N with x, being the 

value of a study variable for the i-th sample unit, then 

can be estimated as follows.population parameters 

Estimate of population mean (sample mean): 

= xjn 

variance iEstimate of of sample ean: 
s(
 

n
 

where s7, the sample variance, is obtained as 

s X -R ( -1
 

= Z (x, - )2 /tn-

Estimate of population total: 
X = NR 

Estimate of vartance of poptlation total: 
2 V() 

Estimate of population proportion for a particular 

characteristic: 

P = 
din

/ 
t=­

where d1 = I or 0 for positive or negative observations 

respectively.
 
Estimate of variance of population proportion:
 

v(p)= N-n p(l p 
LN~pn p( -) 

SYSTEMATIC SAMPLING 

also apply to systematicThe formulae given above 
sampling without replacement, provided the sample is 

drawn from a random population, i.e., a population in
rder.random 

random order.
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STRATIFIED SAMPLING 

Estimate of population mean: 
M 

NjRj/NI 

J=1 

stratum, M is the
where Rj is the mean of the j-th 

NJ is the number of samplingnumber of strata and 
units in the j-th stratum. 

Estimate of variance of sample mean: 

v(Rt) = 	 - IVM NJ" ( N ---

N2 / Nj nj 

J: 
j-th stratum and 

1is the 	 sample size in the 
where n 

for the 	 j-th stratum com-
is 	the sample variance 


as for a simple random sample.
puted 


Estimate of population total: 


X = NR : - " N JR j 

Estimate of variance of population total: 
M2 

2( R N ( NJ-ni) sin,
v(=) 	 (Nv()=N-f)=L NJ

population proportion for a particularEstimate of 

characteristic:
 

p NNp 
J=jlN Z 

the estimate of the population proportionwhere p, is 
for the j-th stratum computed as for a simple random 

sample. 
variance of population proportion:

Estimate of 

Mv~p)=N----M~'Nj) (NJ-n, p 1(l-p 1 ). 
J=i 

SAMPLINGMULTISTAGE 

Formulae are given only for two-stage sampling. The 
following notation is used: 

number of first-stage sampling units or clusters 
N = 

in population; 

n = number of first-stage units sampled; 
in the i-thM, = number of second-stage elements 

first-stage unit; 
ml = number of second-stage elements sampled in 

the i-th first-stage unit; 
NZ M, = number of elements in the popu" 

1~1 

lation; 

M "-M/N = average size of first-stage sampling 
units, 

xu = observed value of the j-th second-stage element 
in the i-th first-stage unit; 

mn 

RI = x1 /mI = sample mean of i-th first-stag i 

J=j 
unit.
 

Estimate of population mean:
 

n 

= (MI ) N/Mn 

mean:Estimate of variance of sample
f mp 

(N- n) 

v(R) (- n) (MIx- MR) 

NnM 2 (n-I) = 
in (ni -

M+ I ) M(M m) 
m (m - - M!E) X 

nNM 2 1=1 m(m Jl= 

Estimate of population total: 

X = MMR = Nn MR,/n. 

Estimate of variance of population total: 

N(N -n) n
 

v() =n(n-1) E
 

N"n Mm 
+ - ,M(M - x) R).Xj-

n 1m _Y(m, JrtIoM 

for a 	 at
Estimate of population proportion 
characteristic: 

P - MAp M , 

J= 1 

where Pd= E d1 /mt
 

a=t
 
observa0 I for positive or negativeand di = or 


for the j-th element in the i-tb unit.

respectively 

Estimate of variance of population proportion: 

n 
v(p) = (-n)M 

2 (pM,-P) 2 

NnM2 (n- - 1)1 

I n M, (MI- mI)
2 m- I.nN 1 )nNM 2 E (in1 ­
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3. SIMPLE DATA ANALYSIS
 

practical purposes is always numerical, can in theoryIi this chapter some of the simpler ways of ana-
values withinhguf and presenting the types of data normally take an infinite number of possible 

liected for farm management purposes are de- some (perhaps unlimited) feasible range. Examples 
icnbed In many research studies, simple tabula- of continuous variables are yield per hectare, farm 
tions and comparisons of the data collected will suf- size, age of household head. 

as6x to meet the research objectives. Often such In practice, continuous variables are treated 
umple analyses will be all that are possible with the discrete, usually because of the limited precision of 
analytical resources available. At other times more measurement. For example, yields may be reported 
Advanced methods of interpreting and using the data to the nearest kilogram per hectare, farm size to 
ma)be needed, but even so, preliminary analysis the nearest 0.1 hectare and age may be reported in 
tlong the lines described below will generally be an years only. Thus the distinction between discrete 
esntial first step. and continuous variables becomes blurred in prac-

The chapter begins with a review of somL general tice. Nonetheless the fundamental difference be­
principles and methods relating to the presentation tween the two types of variable should be kept in 
of data in an informative way. Though simple, mind since it is important in determining class 
these principles of data presentation are extremely boundaries in frequency distributions. 
important in order to ensure good communication in 
research reporting. The elementary material on ta- DEFINING CLASSES 
bular and pictorial representation of data in Section 
3.1 can be skipped by readers already familiar with Classification of data, by definition, requires segre­
the topics covered. The following two sections then gation of the data into classes according to the value
deal with generally applicable measures of farm per- of one or more variables. For numerical variables,
frmance. The chapter concludes with some com- class intervals must be defined. It is usually desirable 
terts on the technique known as comparative anal- to make these intervals of uniform size. Moreover,
S.iswhereby farms' performances are compared the number of intervals must be sufficient to reveal 

either with a standard or with one another. any relevant patterns in the data, but there should 

not be so many intervals as to make interpretation 
difficult through unnecessary complexity and detail. 

1 TIf possible, intervals should be expressed in famil­
iar and convenient numbers such as 5s or 10s.The first step in tabular analysis is the construc- In drawing up tables, class intervals must be mu­

lion of a system of classification of the data. Ap- tually exclusive so that the data are expressed
propriate criteria for classification will be determined unambiguously. Thus it is n )t satisfactory to define 
by the nature of the research problem under study intervals of, e.g., 0-10, 10-20, etc.; rather they should 
and by features of the data themselves. In the latter be, e.g., 0 to < 10, 10 to < 20, etc. which for a
regard a distinction can be drawn between discrete discrete variable implies 0-9, 10-19, etc. For con­
and continuous variables. tinuous variables the class intervals should be con­

sistent with the accuracy of measurement of the orig-
TPEs oF VARIABLES inal data. If farm area was measured to !he nearest 

0.1 ha, class intervals should also be defined toA discrete variable can take only a finite number one decimal place, e.g., 0.0 to 0.9, 1.0 to 1.9, etc.of Possible values. These values may be numerical, Not only should class intervals be mutually ex­
"g., number of children, or they may be non-numer- elusive, but they should also, as far as possible, be 
'cal, e.g., true or false, principal crop grown, etc. collectively exhaustive of all possibilities. In par-
Oi the other hand, a continuous variable, which for ticular, it is desirable to include a category "not 
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The researche
gation of the research objectives. 

any missing observa- format ofascertained" to accommodate will need to give careful thought to the 
tions. tables to see that they convey thei

special purpose The 
relevant information in the best possible way. 

data in special purpose tables may be processed ajl
TYPES OF TABLES 

averages, percentages, index numbers or in any other 
between general

It is useful to distinguish pur-
meet the need for clarification or.

relevant way to 
tables and special purpose or in-

pose or reference emphasis of specific aspects. 
terpretative tables. and 2.2 of Chapter 2 are examples of: 

to Tables 2.1 
general purpose table is constructed either providing a sun.,A tables aimed atgeneral purpose 

present a summary overview or to present a large 
A further example, providing data 

In mary overview. 
amount of primary data in a convenient form. given in Table 3.1.: 

an of a more numerical nature, is
be included as

the latter case, it will normally tables are provided il 
to provide Examples of special purpose 

appendix to a report, its purpose being 
Tables 3.2 and 3.3. 

users with access to the primary data so that they 
or spe,.to their purpose - generalIn addition 

make their own analyses and interpretations. A 
can cific - tables can be classified according to their di. 

may also be used by the re-table specify tilgeneral purpose mensions. The dimensions of a table 
searcher himself as part of the process of developing 

number of variables according to which the data i4 
an appropriate form of analysis to meet the research 

are classified. Thus, a one-dimensional of
the table 

objectives, repre- one-way table includes data classified according tg 
the other hand,Special purpose tables, on 

one variable, while in a two-dimensional al 
in the analysis. They only

more advanced stage used for classitsent a two variables arepoints two-way table, 
are chosen to illustrate some specific point or 

on. In practice, a four-dimension4 
logical investi- cation, and so 

about the data forming part of the 

ON INDIVIDUjIINCOME 
PURPOSE TABLE 

OF SUPPLEMFNTARY
sHOWING AVERAGE AMOUNTS 

Table 3.1 EXAMPLE OF A GENERAL GROUP (1969-71) 
SCHEMES IN PENISULAR MALAYSIA: BY INCOME 

LAND DEVELOPMENT 

Income group ($/month/family) 

AoI2 I 
TotalScheme 

I Above 12071-12031-70Below 30 

Felda 17.7( 22
88.8 (2)

10.6 (20) -
4) 62.3( 22)Serampang 101.0( 1) 260.0(

8.2(15) 54.0( 2) 11.9( 21)-Tenang 85.0(1)38.0(1)6.6(19) 52.2(104)Percha 97.5 (13) 213.3 (15)
51.7 (12)5.4(64) 34.4( 20)LBJ 50.2( 5) 100.0( 1) 138.0( 2)

5.1(12)Awah 99.3 ( 4) 150.5 ( 2) 65.6( 201 
8.5 ( 8) 47.2 ( 6)

Gedangsa 

89.8 (131)1State 91.7(22) 245.7(34)47.1 (20)
Labu 8.2 (55) 178.7( 5) 36.5( 70)

89.1(3)46.7(17)13.4(45) 22.2( 211Panchang 1) 99.0( 1) 153.0( 1)
43.0(9.5(18) 41.3(20)Gerbang - 345.0 ( 1)
48.4 ( 7)11.8(12) 38.7( 4Menderang 99.7 ( 1) 144.0( 5)
40.8 (12)15.9 (27) 11.9(201Dua 63.0( 1)
9.2(19)

Pepuyu 


2)(
Fringe 99.0( 1 138.0(
44.8(12)16.4( 8) 40.0( 21136.5 ( 2)Timbol 95.0( 2)47.6(5) 

Gentam 
11.5 (12) 

- 200.0(3) 47.5(2
44.2(5)13.6(13) 134.3(Perur 91.4 ( 8) 289.5 (21)
52.4( 8)8.9 (18) 655.3(Beranang 47.8 (15) 89.9(13) 229.8 ( 9) 

10.1 (31) 29.1Being 107.5 ( 2)39.0(3)16.6 (15) 39.3(Rambutan 90.8(5) 108.0(1)56.3 ( 4)11.8(11) 2.32(i-
Sahom 83.0( 1)47.8( 5)8.0(11)
Halt 

number of holdings.
Figures within brackets denote 


Source: Lirm (1976, p. 365).
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TABLE SHOWINGOFSECIAL PURPOSE (BOTHCASH ANDNNuAL EXPNDITrURE 
AROI SN..OLD IN DOUBLECROPPING AREA

HOUSEHOLD-N1 tolM sIA, 
DW O 

rw; W.. ...... i W -r M tALA 1963 


O VC WELLESLEY N MALYSPengasih 


_Io expenditure 

t 10, nditure 946.80 44.9 

iVbd expenses 505.70 24.0 

C=tUp2oln expenses 42.00 2.0 

Taut cash expenses 494.50 70.9 

, rn kindn15indAverage 

Itm, farm produce 
catssaon expenses 

o)cr expenses 

Total expenditure in kind 

Total expenditure 

330.70 

138.30 
144.50 

613.50 
2 108.00 

15.7 

6.6 
6.8 

29.1 
100.0 

w.w s5,adurai (1972. p. 38). 

TABLE SHOWINGEXAMPLE OF A TWO-DIMENSIONALlbi 3.3 

FERTILIZER (KG/HA)THE AVERAGE AMOUNT OF 
IN KULON PROGO, 

INDONESIA, INTHE WET SEASON 1974-75 ACCORDING 
USED BY RICE FARMERS 

STATUSTh
TOTHE FARMER'S RICE VARIETY AND TENURE 

TU__N______ARERSI___RIT__N 

Rice variety 
AverageTenure status 

Modern Local 

87.8130.7 28.6Osner operators 

(51). (37) (88) 
tenants~Shor 134.7 105.9 47.1 

(15) (12) (27) 
Cih.r(nt tenants 202.1 80.0 167.2 

(5) (2) (7) 

Average 136.6 48.8 99.9 

(71) (51) (122) 

&5'ce Widodo el at. (1977, p. 80).- . 

the number of farmers on which* Bracketed numbers indicate 

'h "aerage is based. 

,abl~e isabout as complicated as one can expect most 
readers to grasp. Even so, it is usually better to 

break down tables involving three or more dimen­

Si'ns into simpler presentations whenever possible. 

Table 3.3 is an example of a two-dimensional 
lable, while a simple three-dimensional table is il­

lstraled inTable 3.4. 

FOR4AT Or TABLES 

l format of tables has been illustratedThe gene. 
in the examples given above. This format is sum-

Marized ir - generalized form in Figure 3.1 which 
applied to different partsalso indicates the termsOf a table. 

TABLE SHOWINGOF A THREE-DIMENSIONAL INEXAMPLE OF PICE (KGIHA) KULON 

PROGO, INDONESIA, BY YEAR, SEASON AND DISTRICT 
Table 3.4 THE AVERAGE YIELDS 

_ 
_ 

______________________ 

district Sidomulyo district 

Year Wet Dry Wet Dry 
season
season
season
season 

2304 1911 17821970-71 2901 
2000 5841971-72 2661 1921 

2251 20271972-73 2589 1 694 

2 1192412 2 455 2 326
1973-74 

1 983 16282641 2233 

75).Source: Widodo ef at. (1977, p. 

consecu-All tables should be numbered, either 
using the notation a.btively through the report or 

for the b-th table of chapter a, e.g., Table 3.1 is the 

first table in Chapter 3. Using this system, appendix 
indi­

tables would be numbered in the style Ac.d, 

cating the d-th table in Appendix c, e.g., Table A.4 

would be the fourth table in Appendix 1. 
The title of the table should be as brief as pos-­

tilofheabesudbesbrfasp
sible but should clearly describe the contents of the 

in the boxhead and
table. Similarly, the headings 
the stub should be brief but informative. The box­

head contains the headings ot all the columns in the 

table and the stub contains the headings of all the 

rows.
 
neater appearance 
 if hor-

Tables usually have a 
used above and below the boxheadizontal rules are 

and at the foot of the table. In multidimensional 
tables, horizontal rules may also be used within the 

boxhead to indicate further levels of classification. 

(See Table 3.4 above for an example.) Vertical 

rules should be used only if necessary for clarity. 
of data, toare used to indicate sourcesFootnotes

record any qualifications or exceptions, or to convey 

any other essential information not incorporated in 

the table itself. Footnotes may be general (e.g., indi­

cating the general data source) or may be tied to par-

BoX.A
 

r.... te Itrequired.
 
Figure 3.1. Generalized format of a table.
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ticular headings or entries by superscripts. Lower-
case superscripts, e.g.a, b etc., are recommended since 

they avoid confusion with powers of numbers when 
Asterisks are con-attached to numerical entries. 

levels of statisticalused to indicateventionally 
significance. 

While at least special purpose tables should be 
it will always be necessary

largely self.explanatory, 	 in theof each tableexplanationto provide some 
No table should be provided that is not spe­

text. 
to and, except for appendix tables,cifically referred 

in the main text. The discussion should
discussed 

the main points or relationships
draw attention to 

the constructionin the table. Sometimesillustrated 
need to be described, while

of tlF table itself may 
often be illustrated and ex­

the main features can 
the 

means of examples drawn from
plained by 

table might
table. Any relationships revealed in a 

be explored further in subsequent tables or other 
analyses. 

sur-
When using tables to analyse the results of a 

apparent dif­
vey based on a probability 	 sample, 

orclasses in the data,
ferences in averages between 

of observed frequencies from expected,
departures 

for statistical significance. The tshould be tested chi-be used to compare means while the 
test can 
square test is appropriate for comparing actual with 

The methods of computing
expected frequencies. 
the necessary statistics for these tests and the appli-

cation of these and other statistical methods to tab-
man-

ulated data are topics beyond the scope of this 

who may
ual. Researchers engaged in 	 such work 

methodson appropriate statisticalneed guidance 
many good introductoryto any of the 


texts on statistics such as Spiegel (1961).
are referred 

PICTORIAL REPRESENTATION OF 	 DATA 

a good picture tells a 
It has been well said that 

story better than a thousand 	 words. Pictorial rep-
with equal advantage

resentation can also be used 
Pictorial representa-tabular analysis.in place of a 

used to clarify or empha-can often betion of data 
in the data and to provide 	 the 

size relationships 
totality without 

reader with a grasp of the data as a 

his having to study all the individual values, 
used for pictorial repre-Of the several devices 	 arethe most commonly usedof data,sentation 

diagrams, histograms, bar charts, pie 
graphs, scatter 
charts, and frequency distributions, 

two axes, representing twoonA graph is drawn 	 pre-or dimensions. Graphical
quantitative variables 

is a continuum
sentation is appropriate when there 

in the data so that points representing paired obser-

(Taiwan province. China) 
1910 1915 1920 1925 1930 

2200 

000 

1800 Taiwan province. China 

1600 

1400o 

1200 - ­

1000 

1965 1970
1950 1955 1960 

(Philippines) 

Figure 3.2. Graphs showing yields 	 of rough rice in Taiw 
province, China, and the Philippines (Crisostomo et4 

1971). 

connected 1two variables may bevations of the 

a line. For example, than twoa variable such as price n4 
be plotted against time. Sometimes more 

on the same graph,may be includedvariables varialbshow an association between two
haps to is drawn
with a third. For example, Figure 3.2 


allow a comparison of trends over time in
 
Philipp'

in Taiwan province, China, 	 and the 

to include more
However, it is usually unwise graph sinceon the sameor three variablestwo 

of pictorial representation is I 
main advantage 

too complicated.a graph is made 
Scatter diagrams are appropriate when it is 

betweenof associationextentshow theto in the data but when no clear continvariables 
shows the effect

The scatter diagramexists. 
in the data. It allows

and other effectsrandom to which the 
reader to assess visually the extent 

Often a statis'
plotted variables are associated. 

plotted as a graph
fitted regression line may be 

scatter diagram. Alternatively, a straight
the 

eye may be adequate to e 
or curve fitted by 
size an association between the variables in a 

Figure 3.3, for example, shows thediagram. 
farm size and cropping inte

ciation between 
a particular 

a sample of farms, each dot being 

curve being drawn by eye through the
and the 

of farm observations.
 

of a number of
A histogram is composed 

gles drawn adjacent to each other with the P 

area of each rectangle, measuredthat the 	
as 
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9 

Nuxber of 

* ,households = 39)
"" ",n 


3 
* 

A0 0600 
40Income (F$)

S0 
I, 

annual
Histogram showing distribution of total 

Figure 3.4. sample of Nacamakiaincome per household, 1973-74, in 

households, Fiji (Bayliss-Smith, 1977). 

times width, is proportional to the frequency of ob­
5 8'0606 servations in the class interval represented by the 

IS 20 25 30 3 40 4- S 
Total,eof- ) Thus a histogram is usefulfarm..... width of the rectangle. 

in indicating the nature of the underlying frequency
association between

hgure 33. Scatter diagram showing 
Pakistan distribution. AnAneapeiprvddnFgre34example is provided in Figure 3.4. 

cropping intensity and farn, size in Peshawar, 
,McConnell, 1972).ditiuin 

Nreentage
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Central Luzon
 
90 -

Southern Tagalog
 

Sur
 
80 -Camarines 


So 

40 

30 

20 

10 

other
Thresher
0 ManualAnimal
Flail
Threshing Manual & frame combiration
Tractors treading combinatioMechanical or sticktreading
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Mechanical and 
Threshirg threshing in the Philippines by region (Duff 

of different method& of rice 
indicating popularity

Figue 3.5. Bar chart 

TOquero, 1975).
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K localoricB 
Kilocalories 

3000ooo 
3000 
250 
250o 

2000 
o2000 

1500 

1500 1 

1000 
1000 

500 
500 

0 20 
200 400 
ousehold 

600 800 
income 

1000 1200 1400 

a per meth) 

0 

Average 

all grou, 

cereals 

sg a9S05Oils and oji bearing nuts 

othrer 

showing apparent per
Figure 3.6. Segmented bar charts 
capita daily energy availability in Sri Lanka (1969-70) by 

income class (Abelson, 1975). 

a bar chart the sizes of different classes within 

the 
In 

data are represented by bars of fixed width but 

of length proportional to the magnitude or frequency 
with the histo-to be represented. This contrasts 


gram where frequencies are represented by areas. 


When a bar chart is to be used to represent the mag-

nitude of two or more variables, the bars may be 
Again, the advantages ofshaded in different ways. 

pictorial representation can be lost if too many vari-
chart. Figure 3.5ables are included on the same 

Traditional System 


2i 


shading has 
is an example of a bar chart in which 

been used to differentiate three subgroups in the 

data. 
A bar chart can be extended to show the com. 

the total magnitudes represented by. theposition of 
bars.by segmenting each bar in proportion to the 

magnitudes of the different components. The com.1 
a distinctive shading&

ponent segments may be given 
Figure 3.6 is provided as an example. 

A simple method of representing the composition 

of some total, such as the percentage of an aggre.. 
gate falling into different categories, is the pie chart. 

In a pie chart a circle is divided into segments such 

that the size of each segment (angle) is proportionali 

to the frequency or magnitude of that class. Again, 
can be shaded or coloured inthe various segments 

use a distinctive way. An example making of a 

comparison of two pie charts is shown in Figure 3.7., 
As noted above, frequency distributions may bij 

represented pictorially by histograms. For some pur 
be plotted using relaiv.' poses, the histogram may 

rather than absolute, frequencies, i.e., by changing 
vertical scale of the histogram from frequenalthe 

,o relative frequency (usually expressed as a per4 

a frequency histogram ca*centage). Such relative 
a relative frequer'­alternatively be represented by 

the line graph obtained by cpolygon, which is 
of the rectnnecting the midpoints of the tops 


of the histogram.
 
It is often reasonable to regard collected data as 

sample drawn from a large population. It is theo 

ically possible (for a continuous variable) to ch 

very small class intervals such that the relative 
for a large population wo quency polygon 

Improved System
 

T Harvesting 

labour use for traditional and improved post-production systems for 
Pie charts showing comparativeFigure 3.7. 

Central Luzon, Philippines, 1975-76 (Toquero et at., 1977). 
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as a 
a smooth curve, known

roximateidY8Ptuency curve. Moreover, it is reasonable 

owl tthat such theoretical curves can be ap­

p eltt by smoothing the relative frequency 
'ilofthe sample. the approximation improv-


te sample size is increased. 


Scothed relative frequency polygons useful
are 
of frequencygeneral characteristicsiaiicate the sym-ditribuions, i.e., unimodal or multimodal, 

meical or skewed, etc. However, there is a prac­

tal difficulty in the use of this approach. A proper
tive frequency curve should have the property 

tht the total area under the curve adds up to 100CA 
i conse-INPUT 

Iret. This Thsis note satisfiedrequirement is requiement easilyand
Pff=L 

in conse-Pwben curves are smoothed by eye and 
to represent fre­

more convenient quence it may be form. Examples
quenlcy distributions in cumulative 
O smoothed cumulative frequetwy curves are pro-

Such graphs depict on the ver­
yided in Figure 3.8. 

relative frequency for all 
tical axis the cumulative 
vilues less than or equal to the corresponding values 

on the horizontal axis. Thus Figure 3.8 shows that 

M the dry season, for local varieties. 60 percent of 
per hect-a rice yield of 3 tons

Cuttack farms had 
modern varieties the cor­

ar or less, while with 
tons or less. Thewas about 4.4responding yield 

rcquirement that the total cumulative frequency adds 

up to 100 percent is automatically satisfied for this 

of thewhile the shapeform of frequency curve, 
general characteristics of 

curve again indicates the t iservices 

the distribution. 


3.2 Measures of whole-farm performance 

from larger com-are distinguishedSmall farms 
by the closeness and importance of

inercial farms 

Sean 

... -o-
Wteo,. .are 

I 
.. 

LV 

LVTheI 

/0 

N
40 - 932,1rtI er-i 
2 .. 

5 6 7 
56 7 

Yield Itonnes/hal 

1 2 3 

feun cre'I,.,e 

for local (LV) vs. moder (MV)
lion of farm rice yields levels of MV adoption in villagesvarieties and associated 

dry seasons (Barkerin Cuttack, India, 1971/72 wet and 

WA PURC,. H/H
 

LR r._z,_s Sr PAY­

r - RVICES M=SI 
C ND 

PAYMENTS 

rA1r ,'Er 

SUITECSRPS
 S 
OUR 

FARM
 

C
 

AS INPIPY,,TS RIPAMENS 

RECEIVED cREIT 

FARM
 
ARN
C 

of flows of goods,representationFigure 3.9. Simplified system with borrowing.and cash in a small farm 
Excludes gifts and reciprocity arrangements, group(Note: taxation.)and investment, and

ownership, savings 

the household. Itthe links between the farm and 

in commercial farming to view the 
makes sense 
farm as a business and to gauge its performance by 

The same criteria can
business criteria.ordinary is being

when the farmfarms
be applied to small but different criteria 

as a business system,viewed 
if the farm is being considered as partrelevant 

for the household. Thus, in 
of the support system itof small farm performance
calculating measures 

clear about the purpose of 
to be veryis necessarythe analysis. 

main links between farm and household, and 

of the eco­two entities and the rest
between these are 
nomic system, including farm credit institutions,

The small 
indicated in simplified form in Figure 3.9. 

the labour for farm pro­
farm household provides 
duction. In return the househo, -eceives income 

in the forms of cash and as subsistence items for di-

As well as family labour, the 
rect consumption. 
farm uses goods and services from the rest of the 

paid for, usually in cash but
which areeconomy 

Farm output is divided betweensometimes in kind. 
family subsistence, output sold

production used for 
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--
to the resc of the economy and payments in kind. 

also uses goods and services fromThe hous'hold 
the rest of tile economy which are normally paid for 

in cash. In some households there may be some 
off-farm employment for which remuneration in cash 

or kind will be received. For farms employing 

credit, cash loans may be received from time to 

time, or inputs may be supplied on credit. Interest 
such farm loans must be paid and the principalon 

directly or by automatic deductionsrepaid, either 
from feceipts for produce sold. 

It must be emphasized that the model presented in 
Figure 3.9 is by no means complete. It is based on 

that it makes sense to consider anthe assumptions 
as separate socioeconomicindividual household a 

to associate with that household an indi-entity and 
some societiesvidually owned or operated farm. In 


these assumptions may not be justified. Various 


forms of communal living and communal ownership 


of resources, especially of land, are not uncommon. 
Even in societies based on identifiable household 

inunits with individual land tenure, the picture 
Figure 3.9 can be clouded by gifting and by various 

reciprocal arrangements. Furthermore, savings, in-
vestments and taxation have all been excluded from 
the simplified system depicted in the figure. Despite 
these limitations, Figure 3.9 provides a convenient 

framework for considering the measures of small 
farm performance that might be calculated. 

There is much confusion of terminology about 

farm performance measures in the literature. In the 
treatment below we have tried to use terms that are 

reasonably descriptive and to define the meaning 
have attached to them. A glossary, containing awe 

list of terms used and their definitions,consolidated 

is provided as an appendix to the manual. 


CASH FLOW MEASURES 

As is apparent from Figure 3.9 and the structural 

model of Figure 1.2, in reviewing farm performance 
it is important to distinguish between cash and non-

cash items. For some purposes it may be important 
to know how much cash is generated by the farm 

and relatedly, how much cash is available to the 

farm household to meet such needs as purchase of 

food, fuel and clothes, payment of taxes, school 
Some cash measures are summarized infees, etc. 

Figure 3.10. 
Farm receipts are defined as the value of cash 

received for the sale of agricultural output (see 
asFigure 3.9). Similarly. farm payments are defined 

the cash paid for goods and services purchased for 

farm use. Farm receipts exclude cash loans ad-

vanced for farm purposes. Similarly, farm payments 
exclude interest and principal payments on farm 

loans. Both farm receipts and farm payments exclude 

O N Sa 
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Figure 3.10. Cash flow measures related to small farm 

performance. 

non-cash items. Thus, for example, the value of 
part of farm receipts andsubsistence output is not 

the value of labour paid in kind is not included in 

farm payments. 
pay.The difference between farm receipts and 

a mea.ments is called the farm net cash flow and is 
sure of the capacity of the farm to generate cash. 
It is useful as the starting point for assessing the 

debt servicing capacity of the farm as discussed later. 
The amount of cash generated by the farm that 

can be devoted to household purposes can be cal. 
culated by making appropriate adjustments to fam 

net cash flow. Farm receipts not arising from sale 
of produce, such as cash loans received, must he 

added; and farm payments not relating to purchases 

of goods and services, such as interest and principal, 
must be deducted. The balance is the farm cash 

surplus and is the amount of cash generated by the 

farm for household use. Clearly farm cash surplus 
must be positive if the farm is to be self-sustaining 
in terms of working capital. 

Finally, farm cash surplus, plus other household 

receipts such as wages for any off-farm employment, 
is defined as household net cash income, which is 

the amount of cash available to the farm family for 

all payments not relating to the farm It is then a 
family.partial measure of the welfare of the farm 

While subsistence consumption is not accounted for, 

a very low level of household net cash income may 
In most partsbe an important indicator of poverty. 

of the world some cash is needed for families to 

meet basic needs of food, clothing, housing, health. 

education, etc. In semi-subsistence agriculture it 
may be a reasonable approximation to assume that 

farmers have the ordered goals of first satisfying fain 

ily subsistence needs and then of maximizing house­

hold net cash income. In this case the level of this 

measure reflects the degree of economic success 

achieved. 
Cash flows may be calculated for any appropriat 

accounting period. For many purposes it may suf­

fice to work on an annual basis. However, if the 
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To avoid double counting, any output produced in 
rr 	 of payments and receipts is somewhat sea-

in 	 the 
po- earlier accounting periods but sold or used 

ay 	 be necessary to assess the cash period is excluded from the current grossil-it ently, perhaps on a quarterly, or current 
,:na monthly basis. When a farm development farm income. Alternative terms for gross farm in­

,ormme isunder way involving investments which 

years to yield income, long-term -ash'e
several 
, budgets, calculated on an annual basis over, 

ty.tenyears, may be appropriate, These types of 

budgets are discussed further in Section 4.7. 

,,M.NiE PROFITABILITY MEASURESAND 

Although cash flows are important in measuring 
farm performance, it is clear from Figure 3.9 that 

thev not the whole story. Non-cash itemsdo tell 
irealso important, especially in subsistence and 

Income measures cansemi.subsistence agriculture. 
ofbk calculated which account for the value the 

non-cash transactions and which also allow for any 
changes in farm assets over the accounting period. 

Before these measures of performance can be con-

sidered it is necessary to give some attention to the 
problems of valuation of subsistence or non-cash 
output in semi-subsistence agriculture. As discussed 
byFisk (1975). it is usual to value subsistence output 
using market prices but this presents an obvious 
difficulty if the particular product is not traded lo-

cally. In such a case the analyst may have to use 
Prices obtained from a market elsewhere in the 
country, if one exists. .'lternatively, valuation may 
have to be based on the V-ice of some reasonable 
substitute, perhaps assessed in terms of nutritional 
content. 

When market prices have been identified, the 
analyst must still decide which price to use. The 

two main alternatives are net selling price at the 
"farm gate" and gross replacement cost at the "kitch-
en door", where the terms "net" and "gross" refer 
to deduction or addition respectively of marketing 
Costs. Because farm management analyses are typi-

cally concerned with measuring the performance of 
the farm as a system, it is usual to use net selling 
price as the basis of valuation of non-cash output. 

HOWever, in those studies that focus on the welfare 
of the farm family, subsistence income might more 
appropriately be valued at replacement cost. 

Gross farn income is defined as the value of the 
total Output of the farm over some accounting period 
(uually a year), whether that output is sold or not. 
lt therefore includes output produced during the 
accounting period and which is: 

- Sold; 

used for household consumption; 

- Used on the farm for seed or livestock feed-

used for payments in kind; or 
in store at the end of the accounting period, 

come include value of production, gross output and 

gross return.
 
In estimating gross income, those components of 

at 	marketoutput that are not sold should be valued 
The calculation is normally straightforwardprices. 


in the case of crops for which gross income is simply
 
net market price. Strictly, ac­yield multiplied by 

count should also be taken of any changes in the 

value of standing crops between the beginning ano 

the end of the accounting period. Such changes 

can be important, especially for perennial crops. 

Nevertheless, because of difficulties of valuation, it is 

quite common to ignore such changes. For livestock, 
on the other hand, changes in the value of the stock 

of animals over the accounting period are usually 

taken into account. Purchases of livestock are 
usually deducted from gross income since they can 

be regarded as part-finished output. Livestock gross 

income is therefore calculated as: 

sales of stock 
+ 	 value of stock used for domestic consumption, 

payments in kind and gifts 
+ value of stock at end of accounting period 
- purchases of stock 
- value of stock obtained as payments in kind 

and gifts 
- value of stock at beginning of accounting period 
+ 	value of livestock produce (e.g., milk, eggs, 

etc.) produced. 

Gross farm income is a measure of the total pro­
ductivity of all the resources used on the farm. Ra­
tios such as gross income per hectare or per labour 
unit can be computed to indicate the intensity of 
operation of the farm. 

Total farim expenses are defined as the value of 
all 	 inputs used up or expended in farm production 
but excluding family labour. An alternative term 
for total farm expenses is total farm costs. Ideally 
the expenses included in any accounting period 
should be those incurred in producing the output 

generated in that period. In practice, however, such 
segregation of expenses is not usually possible, partly 
for lack of appropriate farm records, but also be­
cause of the impossibility of appropriately parti­
tioning the joint costs involved in much agricul­

tural production. 
A compromise that can be adopted when the data 

are available depends on the separation of total 
farm expenses into fixed and variable expenses. Vari­

able expenses (also called variable costs or direct 
costs) are defined as those expenses that are specific 
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to a particular crop or livestock enterprise and that 

vary more or less in direct proportion to the level 

of the particular enterprise (at least for small changes 

Fixed expenses (also called fixed costs)
in level). vary in 	 this 
are those farm expenses that do not 

can be made, it may be
If this divisionfashion. those variable 

possible to segregate 	 for inclusion 

to the production of the out-


expenses 	which relate 
in the current accounting period and 

put generated in the cur-
to omit those variable expenses incurred 


relating to production included in 

rent period but 

On the other hand, 
a subsequent (or earlier) period. 

logically 	 be appor-
because 	 fixed expenses cannot 

are 
to output on any appropriate basis, they

tioned 
those fixed expenses 	 incurredasgenerally 	measured 

the current accounting period,during and non-cashboth cashFarm expenses include 
of goods and services forthe valueitems. Thus, 

oa creditkind or 	 advanceduse paid for in
farm 
be included. Similarly, farm production


should included 	in 
used for 	seed or animal feed which was 

included 	 as 
gross farm income 	 should also be a 

Where capital inputs such as machine-
farm expense. 

allowance should be 
ry are used, a depreciation

the fall in value of 	 the 
so as to 	 allow forincluded 

during the period being assessed. 
asset through use 
It should be noted, however, that interest on capital, 

by the farm family or borrowed, is 
whether owned 

expenses.included 	 in farmnot 	
gross farm income and 

The difference between 
as the net farm in-

total farm expenses 	 is known 
the reward to the

Net farm 	income measurescome. andfor their 	 labour and managementfarm family 
the capital invested 	 in the farm,

the return on all 
not. It is therefore a 	measure

whether borrowed or 
used to 	 compare

of farm 	 profitability that can be 
Because 	 interest is ex-of farms.the performance 
confounded by differ-

cluded, comparisons are not 
in level of indebtedness. However, the main 

ences mar-
value of net farm income is as an intermediate 

more informative profit
gin used in calculating other 


measures. 

value of 	 various components of 

By deducting the 
the net farm income, the 

the resources rewarded by 
can be calculated. 

return to 	 the remaining resources 
and valuing

Because of the difficulties of measuring 

managerial input, this factor is normally not costed 
or lower 	 returns to 

but rather is reflected in higher 


the other resources. 

measure 	 for appraisingmost usefulProbably 	 the 

net farm 	earnings. This 
small farm performance is 

is computed from net farm income by deducting any 
It measures theborrowed capital.interest paid on 

farm for 	 family pur-
income earned from 	 thetotal 

to all family-owned 	 re-
is the rewardposes and 	 netin farm production. 	 Combining

sources used 
farm earnings with any 	other household income, such 

as wage income or payments in kind from off-farm 

work, gives family earnings (or total household net 
to theincome availableis the totalincome) which ofIf assessmentsfor all purposes.farm family 

are needed for 
or of income distributionpoverty 

these should usually
or planning purposes,policy 

be made 	inte,'ms of family earnings.
 
on capitalfarming, 	 returnssemi-commercial IfIn 

relevant criterion of farm performance.
may be a mea.of the capital is borrowed, two 
a proportion 

Return to total capital ig 
can be calculated.sures 

the value of family 	 labour 
calculated by deducting 

this purpose familyincome. kForfrom net farm 	 re.rates.) Theat prevailing wagelabour is 	valued 
suiting margin is normally expressed as a percentage
 

of the
 
of the total farm capital (i.e., the total value 

Return to farm equity capital, on the 
farm assets). 
other hand, represents the return to the family-owned 

as net farnand is calculatedassetsshare of 	 farm 
value of 	 family labour. Thu 

earnings 	 minus the 
is usually expressed 	 as a percentage,

measure, 	 too, 
this time related to farin equity capital. Farm equity 

farm net worth, is defined a 
capital, also called 

farm borrowings.total farm capital minus 
to capital can N 

These two measures of returns 
of the farm inves,

to assess the profitability 
of retuMused 

They can be 	 related to the rates 
ment. 
available 	on other investments. However, in makiij 

such comparisons the generally high level of ri6* 

to farm investment should be taken in% 
attached 

account.
 

may have little applicatiomeasuresThese two 
two ma 

in less 	 commercialized agriculture for 

First, unemployment and underemploymreasons. 
in such agricultural economi

of labour are common 
of unpothat the required valuationmeaning 

farmers in sA
labour is difficult. 	 Second,family 

economy may realistically have no alternatii 
an 

open to 	them, so that no comparatii
investments 
rates of return are applicable. 

be cc
Next, the return to family labour can 

net farm earnings less an imputed inte4i
puted as 

farm equity capital. This profit meal
charge on 

the number of family memw 
can be divided by 

on the farm, expressed as "adult
working 

to obtain an estimate of return
equivalents", 
inan, which can be compared with ruling farm 

rates.non-farm 	wage 
some farms are rc

In rural 	 economies where 
it may be des'

and some are owner.occupied, 
a similar fashion for pu

to treat both types in 
betweenof comparing production efficiency 

can be rethe tenant farmerIn such a case i

as having 'borrowed' capital in the form oL 
on this capitalthe interestfrom the 	 landlord, 

paid in the form of 	rent in cash or kind. Thlu 

be calculated without inclfarm income would 
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rent would be
I as a farm expense, although the 

guced along with any interest paid in calculating 

Land tax can usually be regarded
w farm earnings. 

to the government.I form of rent paidaJ to the farm as a unit pro-
Ifattention is directed 
n food for the farm household, some measures 

Output could 
4nutritional efficiency may be useful. 

terms of energy, either expressedb,measured in 

,trcctly in joules (or calories), or in more familiar 
in tons of wheat or num-

,nits suci as equivalent 
measuresb. of adL:lt equivalents sustained. These 

,j energy production may be related to the land 

ra used or to the amount of labour employed. Al-

to the energy con-
ternatively, it may be related 

either as purchased inputssined in production, 

alone, or also accounting for labour energy expended 


,we. e.g., Bayliss-Smith, 1977). 


OF CAPITAL AND DEBT POSITIONMEASURES 

Several measures have been suggested to describe 

the capital and debt position of a farm. Of these, 

the rates of return on capital have been discussed 
can be assessed asabove. Debt servicing capacity 

farm net cash flow (Figure 3.10) less cash needed 

for family living expenses. This margin can be re-

annual interest and principal chargesfated to the 
on a farm loan, these charges depending of course 

on the terms of such a loan. For example, with a 

farm net cash flow of $1000 and assessed net family 

living expenses of $800, the debt servicing capacity 

is S200 per year. This would service a loan of 

000 at 5 percent interest repayable over six years,$P 
percent repayable over eight years. Ofor at 10 

capacity,course, in determining actual borrowing 
to be taken of possible vari-account would have 

the period of theations in farm net cash flow over 
be taken of the 

loan. In particular, account must 
any capitalPossible need to replace or purchase 

items during the period of the loan. Such capital 
Payments would reduce the farm net cash flow or, 

of domestic items, increase payments forinthe case 
Note that family living expenseshousehold expenses. 

may be treated as net of any wage income, but it 

isnot generally wise to use such off-farm wage in-

Come to "subsidize" the servicing of farm loans, i.e., 

if at all possible, loans should not be taken if they 
net cash flow.cannot be repaid from the farm 

A measure of the level of indebtedness of a farm 
is the equity ratio, defined asthat can be calculated 

farm equity capital (total farm capital rainus farm 

borrowings) divided by total farm capital (total value 
ratio is usually expressedof farm assets). Equity 

as a Percentage and indicates the proportion of the 

by the farm family.value of the farm that is owned 
on suchCritical levels of the equity ratio depend 

factors as 'he riskiness of the farming environment 

and the terms of farm loans. However, equity levels
 

below about 60 percent probably indicate excessive
 
stan­

judged by ordinary commercial
borrowing,
dards. 

AN ILLUSTRATIVE EXAMPLE 

a
The example presented here is adapted from 

farm developed by Friedrich (1977).
hypothetical case 

some minor modifi-
However, for present purposes, 
cations have been made to.the information presented 

on a one-yearby Friedrich. The analysis is based 

period. 
John Doe is a farmer in the 'Upper Region' of 

country 'XYZ'. He owns a farm of 12 acres (4.86 ha), 

divided into two parcels. He also rents a third par­

acres (0.61 ha) on a sharecropping basis,cel of 1.5 

one third of the output being paid to the land owner.
 

on com-In addition, Doe is able to graze his cattle 

munal land for a small rent. 
The crops grown in the current year comprise 8.5 

of mixed maize and groundnuts, 3.5 acres of acres 
cotton and 1.5 acres of sharecropped rice. The 

are grown wholly for sale,groundnuts and cotton 
and all the rice arewhile a portion of the maize 

retained for home consumption. 
Cultivation of the crops is done with the help of a 

oxen that Doe owns. He also employs apair of 
aslabourer on a permanent basis, as well employing 

jobs.seasonal workers for selected 
cattle are keptIn addition to the draught oxen, 

for milk and meat. The herd comprises three cows 
Two calvesand a bull, together with young stock. 

were born during the current year and one heifer was 
sold or slaughtered duringpurchased. No cattle were 

was hand milked forthe current year, but one cow 
six months, some sold.of the milk being used in the house 
and the rest being 

As well as his farm, Doe owns a shop which is 

run mainly by his wife. 
For further details of this hypothetical case farm, 

see Friedrich (1977). 
for the3.5 shows the net worth statementTable 

case farm. The statement comprises a list of the 

main farm assets owned by Doe and their value at 

the start and end of the accounting year. Debts 

are also shown on each occasion and Doe's net worth 
or equity in the farm is calculated as total assets 

minus debts. Equity ratios at the start and end of 

the year are also shown. 
the farm income and expensesIn Table 3.6 are 

summarized. A distinction is made in this table 
between transactions in cash, transactions in kind, 
and inventory changes. Variable expenses are de­

obtain what is knownducted from gross income to 
as total gross margin. Then overhead expenses are 

farm income which in turn isdeducted to give net 
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Table 3.5 NET WORTH STATEMENT FOR CASE FARM 

Item 	 Opening value + 

(3) 

Farm assets 

Land and improvements 7467 
Buildings 	 650 
Tools and 	 machinery 1968 
Cattle 	 1000 

11085 

Debts 515 
Net worth (equity) 10570 
Equity ratio (%) 95.4 

Source: Adapted from an example provided by Friedrich (1977). 

used in calculating net farm earnings and family 
earnings. 

Further amplification of the calculation of gross 
income is provided in Table 3.7 which shows the 
derivation of the gross income earned by the cattle. 
As can be seen, inventory changes adjusted for pur-
chases (there were no sales) are included, as is the 
value of produce sold and consumed in the house. 

Table 3.6 	 FARM INCOME AND EXPENSES FOR CASE FARM 

Item Cash Kind Inven' Total 

toryc 

(;) (I) ( ) 
Gross farm income 

Crops 1 	 5 160 715 5875 
Cattle b 	 283 428 200 911 

Total 	 5443 1143 200 6786 

Less variable expenses 1020 1020 
Total gross margin 4423 1 143 200 5766 

Overhead expenses: 

Rent and land tax 60 60 
Permanent labour 1800 750 2 550I 

Depreciation of improve­
ments, buildings and ma-
chinery 241 241 

Total 	 1860 750 241 2851 

Net farm income 2563 393 -41 2915 
Less interest paid 52 52 
Net farm earnings 2 511 393 - 4 1 2 863 

Plus off-farm earnings 3 180 500 3 680 
Family earnings 5691 893 -41 6543 

Source: As for Table 3.5. 
a Net of share to land owner. 
b Net of purchases as per Table 3.7. 

Purchases - Sales 4. Appreciation/ Closing value 

($) (3) (3) (3) 

-53 7414 
-35 615 

-153 1 815 
110 	 +90 1200 

110 	 -151 11044 

11 044 
100.0 

The cash flow measures described above are surn. 
marized for the case farm in Table 3.8. Adjustment 
to the cash components of gross income and ex. 
penses shown in Table 3.6 are necessary because ol 
the conventional treatment of livestock purchases as 
a deduction from gross income, rather than as an 
expense. Farm net cash flow is adjusted for interest 
and principal payments on the loan of $515 out. 
standing at the start of the year (see Table 3.5) to 
yield farm net cash surplus. Addition of net receipti 
from the store leads to a household net cash income 
for all domestic purposes of $5 176. 

It is possible to use the information presented 
above to calculate a number of ratios of performance 
for Doe's farm. We consider first the return to 
total capital. This is calculated by deducting the 
imputed value of family labour used on the farm 
from the net farm income. Doe and his wife spent 
a total of 63 days on farm work, valued at S945. 
Thus, the return to total capital is 2915-945= 

Table 3.7 	 CALCULATION OF LIVESTOCK GROSS INCOME F01 
CASE FARM 

Item Cash Kind Tnven" Total1 I tory 

(3) ($) (1) ($) 

Closing value 1200 12X 
Less purchases -110 -l 

-110 1200 109 
Less opening value - 1000 - 10f 

. . .. . 

-110 200 5 
Plus value f milk 393 428 _ 

Livestock gross income 283 47 3 200 91: 

Source: As for Table 3.5. 
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___ 

FOR CASE FARMMEASURESTOW 3.8 CASH FLOW 

FlowItem 

($) 

5443 
110 

... hctock purchases 
55 

v rpscrop 

Cxpenses 
%jenable 
Fi d 

ra livestock purchases 

1020 
1860 

110 

Farm payments 
2990 

Fim net cash flow 
ns interest and principal 

2 563 
567 

Firn cash surplus 
Pu off-farm receipts 

1996 
3 180 

Household net cash income n 
5 176 

1To 

___ __AsforTable_3.5._theSe,,. Asfor Table 3.5. 

$1970. This margin can be related to the average 

value of total assets, i.e., (11 085 + 11 044)/2=$1 1 064 
of return to total capital(Table 3.5), so that the rate 

percent.i4 calculated as 1970 	 x 100/11 064 = 17.8 
In a related manner, the return on equity capital 

iscalculated from net farm earnings less imputed 
value of family labour, i.e., 2 863 - 945 = $1 918. 

This margin may be related to the avecage equity 
pital of (10 570 + 11 044)/2 = $10 807 (Table 3.5) 

to give a rate of return of 1 918 x 100/10 807 = 17.7 

may be regarded asPercent. Both rates of return 
reasonably satisfactory in an environment where the 

Cost of borrowed capital is of the order of 10 per-
Cnt, as assumed in this case. 

The return to family labour for John Doe and 

his wife may be found as the remainder after im-
Puting a value to the equity capital invested in the 

flm. For an average equity of $10 807 (see above), 
interest at 10 percent amounts to $1081. Thus, the 

return to family labour is calculated from the net 

farm earnings as 2 863 -1 081 = 1782. Related to 
the 63 days of labour provided, equivalett to 0.315 
labour years. this margin represents 1 782/0.315 = 

$5657 per labour year equivalent. 

3,3 Measures of partial farm performance 

The farm management researcher will from time 
1o time be asked questions about the economics of 
Particular farm enterprises. He will encounter s,,:,h 

questions as "What does it cost to produce a ton 

or "Which is the more profitable maize or 
of wheat?"

In a mixed farming economy and especiallybeans?" 

if multiple cropping systems are used, these questions
 

cannot be easily answered. The reason is that farm
 
are shared between theresources such as labour 


it is usually
on a mixed farm anti
various enterprises 

impossible (or very difficult) to work out the economic
 

or 
cost of the share used by a particular enterprise 

within a multiple cropping system. The attempt 

is often made, valuing the resources at their average 
at the averagecost. For example, 	 labour is costed 


But this method does not give
hourly wage rate. 
The real value of labour isthe true economic cost. 

called its marginal value
its opportunity cost, also 

i.e., the marginal value in the most
product (vP), 
profitable alternative use. This varies from season 

to season, even from day to day or hour to hour. 

At busy times the mvp of labour may be very high 
fall to almost zero.but at ,-I-peak periods it may 

the MV" is very difficult to determine.
Morever,

ubtain even an estimate requires budgets of all 
Sim ilar problem s uses of labour.m ain alternative 

such asare encountered in valuing other resources 

animals or tractors, irrigation water, etc.,
draught 

as cereal straw or stubbleand some products, 	 such 
grazing, which are 	 not directly saleable, may also 

present valuation problems. 
The difficulties discussed above mean that, except 

to talk ofin a monoculture, it does not make sense 
the cost of producing a ton of wheat. The person 

wvho asks such a question can usually be persuaded 
to reword his request in a more meaningful way. 

He may be concerned to know whether the current 
wheat price is sufficient to give wheat growers an 
adequate income. That question can be answered 

if available. Sim­directly from farm 	survey data, 
ilarly, the person who asks about the relative profit­

ability of two crops probably wants to know 
whether a particular farmer or group of farmers 

thanshould be advised to grow one crop rather 
be answered by theanother. That question too can 

budgeting methods described in Chapters 4, 5 and 6. 

Although full enterprise costings are not recom­
mended, it is sometimes of value to calculate some 

measure of the performance of an individual enter­

prise on a farm. Provided its limitations are ap­
preciated, the enterprise gross margin may be useful 
for this purpose. The gross margin of an enterprise 
is defined as the enterprise gross income minus the 

to that enterprise.attributablevariable expenses 
as expensesdefined above 

(Variable expenses were 
that vary more or !ess in direct proportion to the level 

the enterpriseof the enterprise.) 	 The sum of all 
on a farm is the total gross margin.gross margins 

are usually expressed onEnterprise gross margins 
a per unit basis, i.e., per hectare for crops and per 

head for livestock. 
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An example of the calculation of an enterprise 

gross margin is presented in Table 3.9. The example 
a crop grown on the hypotheticrelates to cotton 

The data in the table case farm discussed above. 
are taken, with minor changes, from Friedrich (1977). 

is not a measure ofAn enterprise 	gross margin 
since it takes no accountenterprise net profitability 

of the demands the enterprise places on those farm 
Rather,resources represented by the fixed expenses. 

the gross margin measures the contribution the en-
these fixed expenses and to

terprise makes 	 toward 
the farm profit. However, gross margins find their 


main use an aid in budgeting. The changes in gross 


income and variable expenses re-alting from chang-

are automat-
ing the level of a particular enterprise 


ically accounted for in the enterprise gross margin 

can be focused on planning the 


so that attention 

of the fixed resources or on adjusting
reallocation 


their supply. 

margins provide a usefulWhile enterprise gross 

data collectedframework for presenting relevant 

a danger in placing too much
from a farm, there is 

emphasis on "historical" or "backward looking" per-
As noted above, gross marginsformance measures. 

on pastare essentially planning 	tools and, while data 
useful guide to 	the future, itperformance may be a 

is always necessary to consider what changes should 
canbe made to historical gross 	margins before they 

Thus in usingbe used in budgeting for the future. 
gross margins 	 for planning purposes, the

enterprise 

Table 3.9 GROSS MARGIN FOR 2.5 ACRES OF COTTON ON CASE 

Total Per acre
Item 

M ( $ 

Gross income 
Gss comekg 
1st crop 700 kg 
2nd crop 280 kg 1200 480Total 980 kg at 	$!.22 

Variable expenses 
Fertilizer: 100 kg DAP 115 46 

50 20
Insecticide: 3 applications 50 20
Packing materials 

15 6and oil for irrigation pumpFuelul abior 	iComparative 

80 32 
Hoeing 
Picking: 

250 100
1st crop 

80 32
2nd crop 

a b 

Total variable expenses 640 256 

560 224
Gross margin 

Source: As for Table 3.5. 

individual items of income 	and expense entering the 

calculation should each be revised so as to takel
 
account of any relevant or expected changes in .price,
 
yield and input levels.
 

net of only variable,.Because gross margins 	 are 
when comparing en expenses, it is always necessary 

to review also the',terprise gross margins 	 per unit 
farm fixed re.!demands each enterprise places on 

A might have a muchbsources. For example, 	 crop 
per hectare than crop 	 B, butt

higher gross margin 

before we can deduce that it would pay to gro
 

it would be necessary toof A and less of B, 
consider, for instance, that crop B occupies the land 

for only four months compared with a full year for 

A places heavy demands on farm 

more 

crop A, or that 
peak time and 	so could not be expanded.labour at a 

without employing more labour. 

Special problems may arise in calculating grool 
For example, the commumargins on small farms. 

practice of multiple cropping can make it impossibk 
variable expenses to

(or inappropriate) to allocate 
It may,individual crops within the cropping system. 

however, still be useful to work out a gross margie 

for the mixed crop or cropping system as an entit 
for the whole 	 rotation. Comparisons wi. or even 

or rotations on other faralternative ctop mixtures 
can then be made. 

The distinction between casual labour, norrnal 
regarded as a variable 	 ,.:-pense, and permanent W 

as a fixed expense,bour, normally viewed may 

somewhat arbitrary on occasion. For example, 

some farms, workers are employed more or i 

year-round, but are paid on a "task" basis. S 
wage payments 	clearly satisfy the definition of a
 

At other times, labour may be
 
able expense. 

be allocated to 	tasks 
on a casual basis, yet may 

as mainten. 
an essentially overhead nature, such 

it is impo
In view of such ambiguities,wo-K. 
to record full details of casual labouralways 

penses included in an 	 enterprise gross margin 
the decisions made in di

culation. Moreover, 
guishing between fixed and variable expenses sh0 

always be kept in mind when reviewing gross ma 

3.4 Comparative analysis 

analysis is a method of assessing 

It is impoindividual farm.performance of 	an 
the special procedurOto distinguish 	 between 

as developed in farm m
comparative analysis 

and more generalment and outlined below, 
for exaMPO,of results used,ods of comparison

analysis of survey data. In 	the latter case the S 
tables or figures.,sresults may be set out 	 in 

scribed in the first section of this chapter, so 
between different groulfacilitate comparsions 
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i d sample. The following remarks do not 
00 -­eral methods of comparison of data. 
g n.10 a ysis is the name given to the 
-" mparing the performance of a farm 

000 -stndard". The standard may be any 
' 0d :

41 preyiOus performance for the same farm; 
group of broadlyAierlage performance for a 


imilar farms; 


some -synthetic" standard based on experi­
mental and other data; or 
u)udgeted performance for the farm in ques-

lion. 

! dilerences between the farm being studied and 
gmadard are noted, and an attempt is made to 

aff the reasons for these differences,
7 atandards used may relate to technical per-

kr==x, involving physical measures such as yields 

synthetic standards derived from experimental data. 
As discussed in Section 1.5, a valuable research ap­
proach is to study in detail the extent and causes of 
the "yield gap" between the yields obtained on ex­
periment stations and those obtained on farms. The
results of such study might be to emphasize the need
for a more appropriate orientation of research to 

real farm circumstances. 
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4. WHOLE-FARM PLANNING
 

4.1 The context of farm planning 

Farm planning involves examining the implications
of reallocating farm resources. The planner will be 
concerned to evaluate the consequences of some 
change or changes in either farm methods of pro-
duction or in farm organization, i.e., in what is pro-
duced and how. Sometimes the changes being con-
sidered will be minor, involving perhaps a new 
variety of a crop or a new pasture type, and some-
times they will be quite radical, as when land of 
little or no agricultural value is brought into in-
tensive production in some land development scheme. 

The context in which farm planning studies are 
undertaken may vary widely. oneAt extreme, farm 
planning may be part of an extension programme
wherein a specific plan is developed for an indi-
vidual farm. While the planning techniques de-
scribed below are well suited to use in such an ad-
visory context, the numberlarge of small farms in 
most developing countries makes this individual ap-
proach impracticable as a means of achieving broad 
rural development objectives, 

More plausibly, the extension use of farm planning 
methods will involve planning one or more case 
study farms that can be regarded as to some extent 
"representative" of the target population of small 
farmers. The great diversity commonly found in
farm populations in terms of resource endowments, 
management goals and abilities, etc. obviously limits 
the value of the representative farm approach. It 
is not usually possible to obtain a close match be-
tween the circumstances assumed for the represen-
tative farms and the circumstances of any large pro-
portion of actual farms. Rather, the representative
farm approach can be used to identify general guide-
lines about the economical use of farm resources 
for farms of particular types in a given area. These 
guidelines would then be promoted among farmers 
in the region by the usual mass extension methods. 

In a different context, the farm planner is con-
cerned not so much with the question of what allo-
cation of resources farmers should adopt to achieve 
particular individual goals, but rather with trying to 
predict what resource allocation farmers will adopt, 

given particular incentives, prices and available tech. 
nologies. Again, attention may be directed
number of "representative" 

toa 
farms and budgets drawn 

up for these farms would be scaled up to produc
aggregated projections for development planning put. 

oses. Thus this kind of farm planning is often pdn 
o- the process of evaluating the feasibility and profit.
ability of development projects. 

Farm planning studies of the different kinds men. 
tioned above may be conducetd on either a whole. 
farm or a partial basis. In whole-farm planning, as 
the name suggests, the farm is considered as a 
complete entity. The whole crop and livestock pro.
duction programme is reviewed and the use of farm 
resources is considered on an overall basis. If profit
budgets are to be prepared, they are constructed 
taking account of all farm income and expense items. 
In partial analysis, on the other hand, some aspects
of the farm production system are taken givenas 
and the budget analysis is conducted considering 
only those aspects of the farm that are directly af. 
fected by the proposal under review. Such budgets 
are called partial budgets. Their construction and 
use are discussed in Chapter 5. 

4.2 The nature of the whole-farm planning problem 

The integrated nature of small farm production is 
such that it is often most appropriate to consider the 
system as a whole. Alternative enterprises or meth­

production forods of compete the farm resources 
of land, labour and capital in its various forms. 
Moreover, there are often important inter-relation. 
ships among various components of the farm sys.
tem. For example, livestock may depend upon crops 
grown for or of feedall part their requirements. 
The same animals may be used for draught pur. 
poses in the cultivation of these crops and the ma. 
nure they produce may be an important source of 
nutrients for crop production. It is difficult in a 
partial analysis to account adequately for such inter. 
relationships. For reasons of this kind, planning of 
sniall farms is often best undertaken on a whole­
farm basis. 

50
 



three main steps.involves,Vtfarrn 	 planning 
of a 	farm plan or pro-

is -tthe development in terms ofThis plan will be specified 

lielevels to be adopted of particular farmFWp11Cses and the methods of production to be used. 
,ste plan will indicate not only what areas of 

Wis crops 	are to be grown and what numbers of 

to be kept, but also will specify whichk ock are 
when they arc,ties of crops should be grown, 

b planted, what fertilizers and other chemicals 
lbe applied, what intensity of weeding should 

tt adopted, and so on. In the case of livestock, 
methods and breeding pro-mh features as feeding 

pinmes will be indicated, 
The second 	 step in whole-farm planning is to test 

l specified 	 plan for feasibility in terms of the de-

ods that the plan will place upon farm resources, 
al in terms of consistency with institutional, social 
o cultural 	 planning constraints that apply. Thus 
th plan should be examined to see that it is feasible 
ioterms of the land area available, that the implied 
mation will be viable in both the short and the 
1oager term without degrading soil fertility, that suf-
frient human labour, animal power or machine 
power can be made available to complete the work 
required in a timely manner, that enough food will 
be produced and enough cash generated to meet the 
esential needs of the farm family, and so on. 

The final step in whole-farm planning is to evaluate 
Ibe particular plan and to rank alternative plans in 
terms of an appropriate criterion, with the objective 
Ofselecting the "best" plan. Clearly, the criterion 
used should reflect the farmer's objectives. However, 
because a farmer's objectives are usually complex 
and difficult to elicit, it is common to rank plans 

interms of some readily evaluated criterion such as 

net farm earnings. Provided adequate cognizance 
taken of 	the farmer's views in specifyinghas been 

Planning constraints, net farm earnings may be a 
for his actual but unspecifiedreasonable surrogate 

objectives. 
In some farm planning methods, the three steps 

InOutlined above must be taken one at a time. 
budgeting methods, alternative plans are usually 
developed intuitively, perhaps as modifications of 
the existing system or as adaptations of systems de-
veloped on other successful farms or in experimental 

must then be tested for feasi-Work. These plans 
bility and, if necessary, modified further before they 

"an be evaluated. However, in other methods the 
three planning steps are combined. Most linear 

are designed toProgramming and related procedures 
generate a farm plan that is at once feasible in terms 
of specified constraints, and optimal according to 
adefined criterion. Such farm programming methods 
are reviewed in Section 4.5 below. However, atten-

tio0 is first directed to the construction of activity 

useful in whole-farm planningarebudgets 	 which 
or 	 non-programmingusing either programming


methods.
 

4.3 Activity budgets 

Activity budgets are important because they form 
in all the farm planningthe 	 building blocks used 

They constitute atechniques to be described later. 
of relevant planning informationsystematic listing 

about nominated production technologies. The in­

formation used may have been gleaned from farm 

surveys, farm records, experienced extension work-
An activity budget isers, 	 experimental work, etc. 

a convenient means of summarizing such data re­
gardless of its origin. 

In discussing activity budgets it is first necessary 
to distinguish between an enterprise and an activity. 
A farm enterprise is defined as the production of a 

particular commodity or group of related commod­
ities for sale or domestic consumption. Thus the 
term 'rice enterprise' implies the production of rice 
(and perhaps rice straw) for sale or domestic use, 
without specifying the method of production em­
ployed. An activity, on the other hand, is a speci­
fled method of producing a crop or operating a 
livestock enterprise. For example, dryland and ir­
rigated rice are different activities but are part of 
the same enterprise. 

The significance of the distinction between enter­
prises and activities lies in the fact that the whole­
farm planning problem involves deciding not only 
what to produce but also how to produce it. That 
is, it involves selecting an appropriate mix of activ­
ities rather than merely a combination of enter­

prises. Of course, in principle, it would be possible 

to define an infinite number of activities representing 
all possible ways of producing various products. In 

practice, however, it is usually possible to define a 
relatively small number of activities which, individ­

ually or in combination, adequately span the range 

of production opportunities available to, and worthy 
of consideration by, a particular farmer. The 
planning problem then reduces to selecting a mix of 
these activities that is at once feasible and optimal. 
In this context, an activity budget is a formal state­
ment of the economic and technical characteristics 
of a particular activity, presented in a way that al­
lows planning to proceed. 

An activity budget comprises some or all of the 
following components: 

(a) 	a brief but adequate definition of the activity, 
stating what is produced and how; 

(b) 	 a list of the demands placed on farm re­
sources (e.g., land, labour requirements) per 
unit level of the activity; 
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(c) 	 quantification of any inter-relationships be-
tween the specified activity and other possible 

activities (e.g., grazing requirements of live­
rotational attributes of crops);stock or 

(d) 	 a listing of any non-resource constraints on 
the level of the activity either alone or in 
combination with other activities (e.g., mar-

keting constraints or constraints reflecting the 

personal preferences of twe farmer); 
(e) 	a listing of variable costs per unit level of 

the activity; 
per 	unit(I) 	 a statement of the output produced 

level 	of the activity and, if the output is sold, 

net price received.an 	estimate of the 

By way of in example, an activity budget for 

sweet potatoes in Tonga in the South Pacific is 

provided in Table 4.1. 

4.4 Planning farm resource use 

This section is concerned with the stage in farm 
planning rltntoetbihn thethfesblyofabefeasibility of arelating to establishing 	 bethis 	will prove to 

farm plan. Oftenparticular 
athe most important stage of a planning study of 

Farm plans, defined in terms of activitysmall farm. 
be strongly indicated by technicallevels, may often 

considerations. Thus the planner's main task is one 

of establishing that a proposed plan is indeed techni-

cally and economically feasible. The question of 

the merits of the proposed plan vis-h-vis alternatives 
either may not arise or may be a secondary issue to 
the question of feasibility. 

The first requirement in planning farm resource 
use 	 is for the planner to make an inventory of the 
farm resources available and of the constraints 
bearing on the choice of an activity mix. It is usually 
convenient to review farm resource and planning 

constraints under the following headings: 

-	 land and rotations, 
-	 irrigation, 

-	 labour, 
-	 draught animals and machinery, 
-	 livestock feed, 
-	 working capital and credit, 
-	 family food needs, 

and 	 personal- institutional, social, cultural 

constraints. 


In 	drawing up an inventory of these resource and 

planning constraints, the resource stocks or con-
straint levels should be quantified as accurately as 
possible. 

A review is now provided of the quantitative in-
formation needed under each of the above headings 

Table 4.1 AcrnvrrY BUDOUE FOR SWE.r PTATOES INTON 
IN1974 

1. 	 Definition 
Local name: kumala 
Scientific name: Iponoea batatas 
Grown as a staple using "traditional" technology 

Local varieties 

2. 	 Seasonality 
(a)Planting dates: 

between March and October,Normally planted 

(b) Growth period: 

Four to seven months according to weather cor 

tions, etc., typically five months. $(r) 	 In-ground storage: 
Harvest can be d-,layed for up to two months wi 
appreciable yield loss. 

3. 	 Rotational considerations 

(a) Crop sequences: 
Commonly grown after yams or taro, or as a 
crop after fallow on less fertile land. Usually 
lowed by cassavasame fallow.in succession,Not recommendedgrown on orarea 

(b) lntercropping: 

May be grown as an intercrop in young b 
(effective area 33 percent). 

(c) Soil fertility considerations: 

High levels of soil nitrogen may cause 
tuber production.vegetative growth and poor 

4. 	 Planting 
(a) Spacing: 

Typically planted about 1 m x I m. (Grown 
row crop under mechanization.) 

(b) Panting material: 

Grown from stem cuttings about 30 cm Iong, 
or four per hill. 0.05 ha will provide enough p1 
material for I ha. 

5. 	 Other inputs 

Feitilizers are not used. Dusting against weevil 
is recommended but seldom practised. 

6. 	 Labour requirements 
Job 	 Man-h 

Prepare planting materials 
1oo.Plant 
100Form hills 
7i.months after planting:Weeding ­

2 is 
3 is 

Harvest 	 3, 

7. 	 Yield
 
Average: 12.5 t/ha
 

52 



FOR SWEET POTATOES iN TONGA 
I BUDGET 

A (Concuded)9 7 4 

9 Yotm aspectld boit d 
waste.percent protein, 15 percent1.pY consumed1.5boiled or baked. Contains 4.2 MJ/kgA*portion, 

of 35 percent of? preferred staple - maximum 

this source.
10W intake from 


life.
so 	post-harvest storage 

wrketig 
Typclocal price in 1974 of $5.50/100 kg, net of selling 

1In 

Sna~rdlker (1975, pp. 318-322). 


planning procedures that
d of some of 	 the can 

of a farm plan with 
a-sess the feasibilityIgused to 


Rptrdl to each category of constraints, 


LA1D AND POTATIONS 

planning is 	to 
The objective of land and rotation 

is consistent with 
etblish whether a proposed plan 

the 	 need to 
k land resources available, including 

enure that the implied rotation will not deplete the 

of the soil. As we 
I-tern productive capacity

planning other resources,sllsee is the case in 
con-

establishing feasibility in regard to land involves 

supply is greater than or
krming that the resource to oereater tha po-gthatthe resourceneeded 

to operate the pro-
Ptal 	to the resource needed supply is usuallyInthe case of 	land, the resource

plan. 
rtlatively easily established by determining the farm 

Account must obviously be taken of any 

Io 	se 

Irea. 

for 	 agriculture, such as 

areas 	 that caitnot be used 
or 	 roads, canals,

lhnd 	 occupied by buildings, paths 
In many cases, it will be necessary to differen­etc. 

arable and non-
tiate various classes of land such as 

irrigated and non-irrigated, etc.'aable, 
Estimating the demand for land may at first sight 

but 	 for some small
also seem to be a simple task, 


farm systems this is not necessarily the case. Crops 

seasons

May 	vary in both the length of time and the 
occupy the 	 land. A proposedduring which they 

both annual (short-duration)Plan 	 may incorporate 
In 	 some areasand 	 Perennial (long-duration) crops. 

is only one recognizedand for some crops there 
but in other places there two or 

growing season 	 are 
In 	 some 

even 	 three cropping seasons each year. 
are 	 no marked seasonal

Parts 	 of the tropics, there 
some crops, especially rel-

variations in weather and 
such as cassava for example,

atively robust species 

at any time of the year. Indeed, in 
can 	 be planted hare Isome ie s y 

with ome other cropsesituations cassava no clearly defined growingthe property of having 

may be harvested some eight
Period. Thus 	cassava 

in favourable lo­
or 	 so after planting (lessmonths 	 orin 	 the ground for twocations) or 	 may be left 

three years or more. 
A further dimension of complexity in planning 

smallfrom the practice of many
land use arises 

eena or of rpintercroppingihaohr'farmers of planting mixed crops uha 
oeco 

asPerennial crops suchcrop with another) short-durationone may be intercropped with 
coconuts has 	ma­the 	 perennial crop 
crops, especially before simulta­
tured. Two or more crops may be grown 

etc.
neously to exploit differences in growth habit, 


planted as a previous one is ma-

One crop may be 


of mixed crops is grown.

that 	 a sequence taketuring so it is also necessary toplanning land use 

rotation and crop sequence consid­account of crop 

of crops that are


Excessive productionerations. 
can deplete 	the productive

demanding of soil fertility 

of the soil through such effects as removal
 

capacity and 	 diseases,of 	 pests
of plant nutrients, build-up
and loss of soil structure. Thus it 	may be necessary
 

rotation incorpo­proposed crop
to ensure that any 	 or fallowrates appropriate areas of legumes, pasture 

that will restore the fertility of the soil. The fre­
to soil­are 	vulnerable quency with 	which crops that 

may be grown may need to be re­
borne diseases to be given
stricted. Moreover, attention may 	need 

Crops demanding a high
to the sequence of crops. 

aearly in a legume or other "break" crop.
rotation followinglevel of fertility may need to be included 

e 	ore ak'antagop.

ro p sequn a 


may be more advantageousSome crop 	 sequences matchthan others if, for example, there is a good 

the time of harvest of the preceding crop
between 
and the appropriate planting date for the succeeding 

crop. 
All this can make the farm planner's task difficult. 

for the moment the possibility of inter-
Ignoring 

planning involves:cropping, land use 

activity
(1) establishing the areas of each crop 

to 	be planted each year; 
the planting dates and durations

(2) 	 establishing 

of these crops; and
 

which the crops
(3) 	 specifying the sequence in 


are to be grown.
 

use 	 is illustrated
A framework for planning land 

Across the top of the figure the crop
in Figure 4.1. 

year is divided into appropriate "seasons". In this
 

used. The cropping
case, six two-month seasons are 

in the body of the figure
sequence is 	 represented 

ro­
which shows the crops grown, their order in the 

tation, and the period of time each occupies the land. 

The 	 terminology of multiple cropping systems is confused 
in TAC (1978).

but 	 some consistent definitions are given and Stelly et al.See 	 also, for example, Dalrymple (1971) 

(1976). 
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Figure 4.1. Representation of a crop rotation, 

In the case illustrated the first crop planted is yams 
which occupy the land for about 10 months. The 
first yam crop is immediately followed by a second 

(taking 8 months) which is followed in turn by taro. 

Taro occupies the land for approximately 10 months 
and is followed in turn by sweet potatoes with a 

growing period of about 8 months. The rotation is 

completed by a 12-month fallow, 
The area allocated to each crop in a rotation is 

called the "break". If the break for the rotation 
the areas ofillustrated ;n Figure 4.1 was 0.25 ha, 

crops planted in a "steady state" situation, in which 

0.25 ha of first-crop yams were established annually, 
would be: 

ha 
Yams 0.50 
Taro 0.25 
Sweet potato 0.25 
Fallow 0.25 

This adds up to 1.25 ha, but in fact the total area 

required is only 1.00 ha since, as Figure 4.1 shows, 

the rotation can be established on four plots of 

0.25 	ha, one for each "year" of the rotation. 
The method illustrated can be extended to deal 

with relay intercropping. The rotation considered 
above can be modified to account for the fact that 
the second crop of yams can be interplanted with 
taro. Further, taro in turn can be interplanted with 
cassava which may then be followed by a crop of 

sweet potatoes. A rotation accounting for these relay 
intercropping possibilities is illustrated in Figure 4.2. 

In the steady state, the new rotation comprises: 

ha 
Yams 0.50 

0.25Taro 
Cassava 0.25 
Sweet potato 0.25 
Fallow 0.25 

The areas planted to the various crops are as bef6r,F 
except that 0.25 ha cassava has been added. Yeq 

because opportunities for relay intercropping have 
been exploited, the total land area occupied by the 

rotation in the steady state with a 0.25 ha brea 
remains at 1.00 ha. Of course, the effect on overall 
farm performance of changing to a more intensive 

rotation in the manner illustrated will depend, inter 
alia, on the effect of relay intercropping on crop 
yields. 

A rather different land-use planning problem arise, 
in relation to intercropping of perennial crops. Dur. 
ing the establishment phase of crops such as oil palz 

and coconuts, the young trees are sufficiently small to 
permit cash or subsistence crops to be grown b4 

tween the rows. This practice not only provides 1 

source of cash and/or food for the plantation owner 
and his family, but can be valuable in controlling 
weeds that might otherwise compete with the young 
trees. Land-use planning in this case devolves to 

the amount of land available betwee,estimating 
the trees. Clearly, this tends to decline as the tret4 
grow until, when the overhead canopies of adjacent 
rows of trees meet, intercropping may cease to N 

as the degree of groundpracticable. Moreover, 
to select fcxshade increases, it may be necessary 

intercropping only those plants that thrive unde 
shady conditions. 

To illustrate, if young coconuts are planted 
10 m x 10 m and if it is deemed that, to avoid root 
damage to the trees, intercropping should not imi 

areapinge within 2 m of each tree, the of lan 

available for cultivation varies according to tl 
planting system used for the intercrop, as illustrated 
in Figure 4.3. 

It should, of course, be recognized that this so& 

what theoretical approach gives only an approximau 
estimate of the potential for intercropping of tm 

crops. The approach hinges on making a go0 

estimate of the root zone around each tree whid 

I Apr-mj .... huq-Set N.V D-1.e-Jly 	 ...­
, , 

YAM 'I , 
, 

Year I 


CASSAVA2 	 -

Year 2 

T , 

PF' TgSYer3 CSSAVA, 	 SW£ELT 

_ _'_'_ 	 _-_ 

' 
4 '.Yea 


Figure 4.2. Representation of a crop rotation with 

tercropping. 
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problem - feasibility and profitability. The planner 
must establish, as conclusively as possible, that the 
farm irrigation resources are adequate to meet the 

.demands imposed on them by the intended farm 
plan. He must also consider the profitability of the!proposed utilization of the irrigation resources. 

In regard to the feasibility qucstion, the essential 
plated farm plan, irrigation supply is equal to (or 

. - greater than) irrigation requirement. However, in 
- 1 seeking to apply this test it is necessary to consider 

more than just the overall quantity of water. For 
- - - . . _example, it is necessary to consider the area of the 

- farm that can be irrigated. Water may be available 
in abundance yet it may be impossible to irrigate 
some areas because of unsuitable topography, un­
suitable soil type for irrigation or lack of an appro-

Tree spacing 10 m X 10 m, i.e., 100/ha. priate water delivery and control system. 
,9 Area occupied by circular root zones of 2 m radii = Seasonality of water supply and requirements must 

100(2F-. = 1257 m" = 0.126 ha. also be considered. Rivers generally have: periods of
Hence area available for intercropping using a non­
linear planting system for the intercrop = 1.0 - 0.126 = high and low discharge rates, and irrigation farming 
0.874 ha. has 	 to be adapted to the seasonal availability of

h; Area occupied by square root zones of 4 m x 4 m = water. On the demand side, the appropriate timings
100(4)" = 1600 m- = 0.16 ha. 
Hence area available for two-way row cropping of in- of waterings will generally depend on the crops
tercrop = 1.0-0.16 = 0.84 ha. grown, planting dates, and perhaps on cultural prac-Area occupied by rectangular root zones of 4 m t210 m= 100(4)10 = 4 000 m = 0.4 ha. rices followed (e.g., direct sowing or transplanting). 
Hence area available for one-way row cropping of in- Similarly, in areas where crops are partly rain-ted, 
tercrop = 1.0 - 0.4 = 0.6 ha. seasonal differences in rainfall lead to seasonal vari-

Figure 4.3. Intercropping possibilities for a young tree crop. ations in supplementary irrigation needs. 
In the simplest case, farm planning for irrigation 

involves budgeting water demand for a given com­
should not be planted with an intercrop. Even if bination of crop activities and comparing this esti­a reliable estimate of this area is available, the mated demand to the estimated supply from the lift 
method provides no allowance for any competition pump, tubewell, waterway system, etc. It is, of 
between the two crops for light, soil moisture, soil course, necessary to account for seasonality in such 
nutrients, etc. Thus, the approach must be used calculations, as indicated above, and to allow for 
with discretion, supplemented, whenever possible, the fact that, with some watering methods, the min­
with local data on crop yields under intercropping. imum amount of water that can be applied at any 

Mixed intercropping can be handled in one of two one occasion may be more than the optimal amount. 
ways in land-use planning. First, the fact of mixed Methods of water balance budgeting have been de­
intercropping may be ignored. If 0.5 ha is to be veloped (Thornthwaite and Mather, 1955; Flemming,
Planted with a mixture of maize and beans, it may 1964; Baier and Robertson, 1906) which, if the nec-
Suffice for planning purposes to treat this as, say, essary basic data are available, permit the irrigation
0.25 ha maize and 0.25 ha beans or some other pro-	 water requirement for a given crop activity to be 
Portionate sole-crop equivalents. If such an approach determined. A water balance calculation for the land
is not practicable, perhaps because of complemen- preparation pe iod only in Luzon, Philippines, is
tarities between the two crops in, say, labour use, illustrated in Table 4.2. The data in this table are 
the second alternative is to define a new crop activ- project-level averages and do not reveal the wide 
ity as mixed maize and beans. The production site-to-site variation that would have to be taken 
Characteristics input use, etc. of this activity would into account in planning individual farms. However,
then need to be specified as for single crop activities, given such detailed data, a seasonal profile of total 

water needs can be found by adding up, on a seasonal 
[RRIGATION 	 basis, the calculated needs of all irrigated crop activ­

ities in the farm plan. The total profile obtained
Irrigation is an important resource in whole-farm can then be related to the seasonal pattern of water 

planning for many farms. As with other resources, availability, as dictated by such factors as pump ca­
here are two related aspects of the irrigation planning pacity, flow in waterways, or institutional constraints 
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OF WATER BALANCE COMPONENTSTable 4.2 MEAN VALUES 

FOR THE LAND ePP.RAtIoN PERIOD, LUZON, 
PHU.IPPINES, 1969-70 

sesItem Firssit-o sirs 

(mM) (mM) 
500 171Crop water requirement 
223 198Evaporation losses 

Drainage 417 339 

1 140 708Total 	requirement 
289 182

Less rainfall 

Irrigation requirement 851 526 

Source: Wickham (1973). 

shows a water requirement profile de-Figure 4.4 

veloped for a rice production system planned for the 


Angat River Irrigation System, Bulacan, Philippines. 

Methods of budgeting water need using the soil-

are usually based on technical, ratherwater balance 
than economic, considerations. For example, it is 

usual to assume that, so far as practicable, each 

crop 	should be watered as soon as the soil moisture 
to a level at which the crop begins to exhibitfalls 

moisture stress. If the marginal cost of water is not 
it will pay to trade off a zero, as is often the case, 

saving in irrigation costs against some yield loss by 

reducing the amount or frequency of irrigation. Sim-
is limited, it will generally be prof-ilarly, if water 

itable to trade off some reduction in yield per hect-

are arising from a degree of crop moisture stress 

Water 3
(m


requirement 


100 

60 

60
 

40
 

20 

0o Aug.

May June July 


Farm 	 irrigation water requirement Agat
Figure 4.4. 

for the opportunity to grow a greater area of irri. 

gated crop. Finding the optimal rate of water appl 
cation in such situations is akin to planning the o1l 

fertilizer.other inputs such as 
timal use of 
principle, the methods of partial budgeting and ar 

in Chapters 5 and 7, c.
ysis of response, discussed 

be applied for all such planning problems. However,
 

in the case of irrigation there is a dynamic dimensioi
 

not usually present for other inputs, i.e., the respon,;
 

of a crop to a particular application of water ma, .
 

depend on the amounts of water applied at earlie 
in the life of the crop. Methods qor later stages 

planning optimal water use recognizing the tint 
dependent nature of the response function have be4 

developed (Flinn and Musgrave, 1967; Hall aW 
Butcher, 1968; Mapp et al., 1975: Windsor aA
 

Chow, 1971). However, in many real farm situati0?
 
there may be a relatively small number of prai,
 

that choice i
cable alternatives to be considered, so 


simplified. For example, the choice may be betweq
 
one, two or three applications of water to a gio
 
crop, and relatively simple budgets may reveal wh4
 

is best.
 
Considerations of reliability are often import4g
 

in planning farm irrigation. Water supplies obtair4,
 
from 	the natural flow of streams, or by impound 

water in dams, tanks or paddies, will vary from ytt 

to year. The supply of pumped water may be r~i 

certain, for example, if power supplies for the paq; 
where water is distribuware not assured. In areas 


via a canal system, farmers on the network disM:
 
from the source may find themselves short of wi*
 

if total water available is less than required or it i*1
 

Jan.
Dec.

Sept. Oct. Nov. 


month 

Philippines (Julian.
River 	 Irrigation System, Bulacan, 
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on procedures are inappropriate or incorrectly 

On the demand side, if irrigation is a sup-
of water neededt to rainfall, the amount 


uncertain, depending on variable rainfall, 

can be as much a 

some areas, too much water 
mea-as too little. Inadequate flood control m 


poor layout of paddies, etc. 
poor drainage or 

too deep or too slow to
ksult in water that is 

away for optimal crop production. Improved, 
of paddy, for example, may-:ai.strawedvarieties 

to grow in areas where there is poor control
hliriskv 


"lwater depth during flood irrigation,
which takes account of the

Irrigation planning 
p&ility of supply or variability of demand is much 

.ae difficult than planning in a more certain en-

The methods of accounting for risk,
'*onment. appropriate. For the.1 cribed in Chapter 8,are 

that accounting for 
.ament it is sufficient to note 

less intensivetk will generally lead to a somewhat 

w of irrigation, since the penalties incurred when 
are generally quite"ter supplies fall short of needs 

to ir-mvere. For this reason, a practical approach 
is to plan using con-iption planning under risk 

of water availability and needs.wrvative estimates 
on a "dry" year, ratherThus, one might base plans 

year. By this means, the
in on an "average" 

serious shortfall in irrigation water sup-dnce of a 
be reduced to an arbitrarily low level,pies can 

LAOUR 

As with other resources, the primary objective in 

planning is to establish that the supply ofkbour 
at least equal toh],ur available to the farm will he 

th demands imposed by a given farm plan. If a 

kbour surplus is found, planning may then centre 
opportu-01, finding further productive employment 

a labour shortage signalsuities. On the other hand, 

aneed to plan an optimal strategy for making good 


th deficit. 

choice of aEffective labour planning hinges on 

11it (or units) of measurement whereby the labour 

requirement of a particular farm plan can be assessed 

inrelation to the potential supply of labour provided 

by the farmer and his family, together with any 

For most purposes, the use of la-eDmployed labour. 
hour hour or labour day units has been found sat-

It is usual to assume,- regardless of actualisfactory. 
Work habits, that eight labour hours are equal to 

One labour day. The limitations of such a unit of 

are apparent. Workers varymeasurement, however, 
Skill, strength and application while jobs to be 

done in farm production also vary in the demands 

they impose on workers. The practice is sometimes 

adopted of measuring labour on a man-hour or man-
factors of, say,day equivalent, applying conversion 

0.8 and 0.5 to labour time supplied by women and 

The weakness of this approach.children respectively. 
or childtasks a womanhowever, is that for some 

as a man and it -would
might be at least as effective 
only be for tasks involving physical strength or 

endurance that such conversion factors would apply. 

In other words, conversion factors strictly need to 

task by task basis, and this is 
be worked out on a 

If it is not, it may be reason­
not always practicable. as­

either on a conventional basis orable to assume that workers will ordinarily be 

signed to jobs 
they do best. It is then

according to what work 
single uniform measure for 

to use areasonable 
labour measurement. 

be paid to cases in whichSpecial attention must 
cultural or other constraints dictate that only certain 

In such cases
workers can perform particular tasks. 
it is necessary to consider not only overall labour 

supply of and demands on
utilization but also the 

Thus, if the custom is
particular labour categories. 

and if it is taboo for
that females transplant rice 

rice area maymales to assist with this work, the 
labourwell be constrained by the available female 

strenuous natureforce. Similarly, if, because of the 


of the work, land preparation must be done by men,
 
to be accountedthe time of adult males may need 


for separately.
 
livestocka particular crop orLabour needs for 

activity can be established knowing the sequence of 

tasks to be performed and the labour needed for 

are usually collected by field
each task. Such data 

recording or time 
survey involving either regular 
studies. With such information, seasonal labour pro­

for defined farm activities.files can be constructed 
sweet potatoThe data on labour utilization for the 
of the formactivity, presented in Table 4.1, are 

A further example,needed to construct such a profile. 

developed from a survey of about 50 paddy rice farms
 

in Taiwan province, China, is shown in Table 4.3.
 
are based on division ofSeasonal labour profiles 

the year into planning periods that may be chosen 
such as calendar months, or toeither conventionally, 

with the biological timetable of oper­correspond 
areations. Although conventional planning periods 

often used, the latter approach is generally to be 

preferred. For example, if planting of a major crop 

must ordinarily be completed between early February 
clearly be appropriate toand mid-March, it would 

adopt these dates as the limits of a labour planning 

period, rather than to use calendar months. When 

using labour charts, as described below, the need to 

define specific planning periods is avoided. 

Once seasonal labour needs for all the activities to 

be included in a particular farm plan have been 
must be directed to estimatingestimated, attention 

labour supply. In principle, this is quite straight­

total labour time available in anyforward. The 
period is found by adding for each available worker 
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1. 
2. 
3. 
4. 
5. 

6. 

7. 
8. 

9. 

IN TAIWAN PROVINCE, CHINA 
PADDY RICE FIELD-OPERATINO SCHEDULESTable 4.3 

FamusnMa Starting day practicereferred to 
hrs/ha transplantingMen in team DaysOperation 

1 

First ploughing 2 


manure 

Harrowing and puddling 
Application of 

7 

Transplanting 

1
1st additional fertilizer 
5 


1st cultivation 
1


2nd additional fertilizer 
4 


2nd cultivation 
1 


1st disease control 
1
3rd additional fertilizer 
4 


3rd cultivation 
2 


Removing harnyard grass 
1 


disease control
10. 2nd 8 

11. 	 Harvesting 

transporting12. Cleaning, drying and 	
2 


Source: Chen-Chang (1963).
 
Based on 10 hours per day per man.
 

the time he or she can allocate to farm work in that 

period. In practice, however, while it is usually easy 

the number of workers available, esti-
to determine 

of each can present some
mating the labour time 

difficulties. 


Since most farming operations cannot be performed 

time is first of all

in the dark, availabie working 
Further deductionsconstrained to the daylight hours. 

mealtimes,must be made for personal needs such as 
Time may need to be 	deducted

rest and recreation. 

for social activities, such festivals, weddings and
as 

funerals, and visits to relatives, etc. Allowance may 
as domesticbe made for other work suchhave to 

tasks, work for the village, local government agency 
of schoolchildren, for 

or church and, in the case 

school work. Commonly, some time is lost through 
illness, although obviously budgeting for this in ad-

vance is difficult. 
Once available working times have been estimated, 

further deductions to
it may be necessary to make 


account for environmental constraints on labour use. 


Many jobs require suitable weather conditions, so 
for bad 

that a deduction must usually be made 

The extent of such deductions will usually
weather. 
vary from one season 	 to another and may also be 

For example,
related to the kind of work to be done. 


harvesting usually requires dry weather, while planting 

and dry conditions.might be possible in both wet 	

soil some jobs require suitable crop or
Relatedly, 	 ex-can undertaken. For
conditions before they be 

may be possible only within a 
ample, ploughing 

be put
certain soil moisture range, and grain may 

itto store only when it is dry enough. 

100
-2544
4.4 
20
-1644
2.2 

14 140100
 
0 100
1.7 119 


52
1.3 13 10 

85
1.7 

63
1.3 13 22 

2 
 80
 

91
30
12
1.2 

35 54
1.3 13 

84
 

Cult. season 

2.1 

91
30
1.5 
50 83
13 


100 

1.3 

100
232 

103 


2.9 
100
100
5 


It should be evident from the above that estimaJ 
Moreover, becau

labour availability is not simple. 
above vary according 	 to

the factors discussed 
cumstances, no generally applicable standards can 

must therefore be madeprovided. Estimates 
It is, howe

each location, type of 	 farming, etc. 
that in village societies whereworth noting 

s

distinction between work and leisure is often 

to overestimate the
what blurred, it is easy 

that people can allocate to farm work.
 

Once the data for both sides of the labour pla 
it is a relatibeen assembled,relationship have 

straightforward task to construct a budget of se 

labour requirements compared with availability. 

a budget can be constructed in the form of a 

with a column for each 	labour period. Require
obtained by multiplying the

in each period are 
per unit labour needs of eacn farm act1 

mated 
by the scale of that activity, followed by ad 

of the products. Comparison with the labour s 

period will reveal the extent of any Ia
in each 
surplus or deficit. Figure 4.5 indicates in dia 

a labour bugtt
matic form the results of such 

If the labour budget reveals a deficit of la 

some period or periods, it must be established w 
be hired to the

casual or contract labour can 
the shortage. Alternarequired to make good 

the farm plan might be modified to reduce 114
 

bour requirement by including less of the lab* 

tensive activity or activities. Partial budgetdll8 
be used to establish which

Chapter 5) could 

profitable.
native would be the more 

surplus IniIn a related manner, a labour 
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Firure 4.5. Family labour supply and seasonal labour 
demanl on a Tongan farm (Hardaker, 1975, p. 217). 

dicate an opportunity to change to a more labour in-
Lensive farm plan, if this is judged desirable, or for 
some members of the farm work-force to find off-
farm employment, 

An alternative, more flexible way of constructing 
a seasonal labour budget is by means of a labour 
chart. This is a figure with a calendar of working 
days recorded on the horizontal axis and with 
number of workers recorded on the vertical axis. An 
example is shown in Figure 4.6. Note that the 
numbers of working days on the horizontal axis are 
net of all lost time. The labour chart is completed, 
Isillustrated in the example, by marking the number 
of workers assigned to each task and the duration 
Ofthat task. A direct visual assessment can then 
be made of the adequacy of the labour supply avail-
aile at any particular point in time in relation to 
leeds at that time. 

Labour charts of the type illustrated in Figure 4.6 
have two main advantages over the tabular layout of 
labour budgets. First, the need to divide the year 
into discrete planning periods is avoided. Each task 
Isrepresented on the chart in the period during which 
itis performed. Second, if some tasks demand teams 
of two or more workers, the chart will reveal the 
feasibility or otherwise of the plan in terms of the 
number of workers available, rather than solely in 
terms of total labour time, as with tabular budgets 
(lHardaker, 1967). 

1)RAUGiT ANIMALS AND MACHINERY 

In some circumstances farm plans may be con-
8trained by the availability of draught animals or 

items of machinery or equipment, such as 
tractors, ploughs, harvesters or stores. Methods of 
planning the use of such constraining resources are 
exactly parallel to the methods described above for 

budgeting, i.e., the demands on the resource 
for a given farm plan must be estimated and 
matched against the estimated supply. For draught 
animals and items of field equipment, demand and 
supply can be measured in hours, while for such 
items as grain stores or livestock pens, other units 
of capacity, such as volume or floor area, will be 
appropriate. Again, as for labour budgeting, sea­
sonality may need to be considered, and if surplus 

or deficit capacity is identified, partial budgeting pro­
cedures may be applied to determine what adjust­

to the farm plan might profitably be made. 

LIVESTOCK FEED
 

On livestock farms, two related planning problems 
must be resolved simultaneously. It is necessary to 
decide what number of the different classes of live­

stock should be kept, and it is also necessary to 
decide what steps should be taken to provide feed for 
the stock. The latter question involves such issues 
as what fodder crops to grow, what feed conservation 
measures to adopt and what feed supplies to buy. 

As with other resources, livestock feed budgeting 
involves matching supply and demand, again ac­
counting for seasonality as appropriate. The dif­
ference in this case is that supply may not usually 
be regarded as fixed. Both feed requirements and 
feed availab-lity depend on the levels of activities in 
the farm plan. Thus, for example. a feed deficit can 
be made good either by reducing the level of some 
livestock activity, or by increasing the level of some 
feed producing activity. However, bearing this dis­
tinction in mind, the same budgeting procedures can 
be applied in feed budgeting as in budgeting other 
resources. 

A number of alternatives exist in the choice of 
units of measurement for feed budgeting. For grazing 
livestock, when the range of options in regard to feed 
sources is limited, planning can be based on phys­
ical quantities of the main feedstuffs, i.e., hectares of 
grazing, tons of hay, etc. However, if alternative 
feeding regimes are to be considered, some common 
unit of measurement is needed. Unfortunately, nu­
tritional requirements of livestock are complex, in­
volving several different nutrients, so that no one unit 
can be wholly satisfactory. Nevertheless, experience 
shows that adequate feed budgets can generally be 
constructed using metabolizable energy (ME) as the 
common denominator. Feeding standards are avail­

able from which the ME requirements of stock can 
be calculated (Rickards and Passmore, 1971; ARC, 
1975). These standards attempt to take account of 
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for a mixed cropping farm (Wallace and Burr, 1963). 
Figure 4.6. An example of a 	 labour chart 

trients are available (e.g., ARC, 1975) and. 
of growth, level of

the size of the animals, their rate 	 one of selecting a mix
avail- planning task becomes 

production, etc. Similarly, 	published data are 
the range available so as to 

ME content of commonly 	 available ingredients from 
able giving the 	 While trithe recommendations at least cost. 
stock feeds. Applying such data to information on 	

be used for this p
of feed error budgeting methods can 

or quantitiesthe yields of grazed crops 	
the problem of selecting least-cost diets is well 

supply to be calculated to 	a
provided allows the ME 	

to solution by linear programming (LP). Ts 
level of approximation. 	 brieflygenerally adequate 	 of LP for farm planning is discussed 

such as calories or joulesBecause units of energy 	
in this chapter. For a discussion of the appi 

farmers and their advisers, it is 
are not familiar to 	

of the method to least-cost diet formulati
ME measuressometimes found convenient to convert 

Dent and Casey (1964).
 
into "stock equivalents". For example, a cow equiv-


would be the amount of 	 ME required by a
alent 

a given WORKING CAPITAL AND CREDIT 
cow at a defined level of -roduction over 


The type of animal chosen the basis of
asperiod. 	 As agriculture is transformed from a su 
can be varied accordingthe stock equivalent system 

to a commercial orientation, capital constrain
The 

to the predominating class -f stock in a region. 
increasingly important. Planning 

of estimates of stock carrying to become 
system facilitates use 	 to the seasonal patterns of ca­regard relatesand fodder crops expressed in 	 to establicapacities of pastures 	 ments and receipts. It is necessary 
animals per unit area, e.g., 	6 cows/ha. as and when reqbe available 

With livestock such as pigs and poultry, when the cash will 
expenses and to purchase the 

kept under an intensive system and are family living
animals are required for the implementation of a given 1 0 

feed requirements cannot
not permitted to forage, 	 the farrn.

of ME alone. If payments cannot be met from 
be adequately represented in terms 	 needed. PIvious income, credit will be 

as essential amino acids, min-
Other nutrients, such 	 involves establishing that credit needs are wi 

be conside red. Rec-	 orerals and vitamins, must also 	 limits imposed by lenders 
nu- borrowing

ommended standards for the provision of these 
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Table 4.4 EXAMPLE OF A SHORT-TERM CASH FLOW BUDGET 

Period 

Item 

Feb-Mar Apr-May June-Jly IAug-Sept Oct-Nov Dec-Jan 

0I) 

AxeiptS 
221 279256 155 116 139

Banana sales 
- 117 212 128--CssMva sales 

16 	 24 2111 6 	 27Copra sales 


457 428
 
Total receipts (A) 	 267 161 132 283 

payments 
- 24 ­- 2436Fertilizers 12 1212 1212 12Sprays - 10 ­-16 5 

contract services 
- 23 35-180 48Paid labour 

4712 69244 65 36Total payments (B) 

96 271 388
Farm net cash flow (A-B) 23 96 381 

97 135106 106 113 93
Lss household payments 

-17 +178 4291 +246-83 -10Surplus (+) or deficit (-) 

Finance budget 

0 - .83 -95 -114 +62 +353 
Opening balance 

0 -2 -2 -2 0 0 
Less interest accrued 

Less deficit brought down -83 -10 -17 0 0 0
 

-83 -95 -114 -116 +62 +353
Subtotal 

0 0 +178 291 +246
Plus surplus brought down 	 0 

Closing loan balance 	 -83 -95 -114 +62 +353 +599 

to a finance budget, wherein the level of indebtednessfarmer's own attitude to debt, and that interest and 


principal payments on borrowings can be met from is computed on a period by period basis.
 
Me lium-term cash flow budgets are constructedprojected income flows. 

in an exactly similar format to short-term budgets,
The main planning tool used to account for capital 

but extend over a planning horizon ofand credit constraints is the cash flow budget. This normally 
receipts about three or four years, with divisions into perhapsisa statement of projected payments and 

associated with a particular farm plan. It is normally 	 quarterly or half-yearly periods. Medium-term bud­
gets are appropriate when some change in farm or-Constructed on a period by period basis "-ith cash 

yearsbalance being accumulated over the whole period of 	 ganization or method which will take a few 
to be fully implemented is contemplated. Such bud­the budget. The planning horizon used and the 

that hurizon gets are also relevant when a farm loan is advancedlength of the periods considered within 
that will be repaid over the period of a few years.Vary according to the purpose of the budgetary 

Long-term cash flow budgets relate to a planninganalysis. 
Again, the bud­

Short-term cash flow budgets are normally con- horizon of about ten years or more. 
get format is as for short-term budgets, with totalsStructed over a twelve-month planning horizon with 

annual periods. The mainthe intermediate cash balance computed at monthly being accumulated for 

Or bimonthly intervals. Such budgets are useful role of long-term cash flow budgets is in planning 

for analysing the seasonal use of cash and credit. An farm development, as described in Section 4.7 below. 

erraple of a short-term cash flow budget on a bi­
rllthlyperiod basis is provided in Table 4.A. As FAMILY FOOD NEEDS 

the table shows, net cash surplus or deficit is cal­
farms are generally (but not universally)culated for each period. Then, in this case, since Small 


borrowing is necessary, the cash surplus is transferred characterized by a strong subsistence orientation.
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Commonly, a significant proportion of family food 
on the farm. Thus the generalneeds is produced 

level of health and welfare of the members of the 

farm family may be strongly dependent on the degree 

of success achieved in farm food production. Often, 

rural deviopment programmes, of which farm man­

a part. have among theiragement studies may form 
objectives the goal of raising the standard of nutrition 

kinds of reasons, anyof rural people. For these 
farm management analysis dealing with small farms 

needs to give very careful consideration to the na-

ture and extent of crop and livestock production for 

domestic use. 
In principle, the nutritional aspects of planning 

very similar to the consider-family food needs are 
ations discussed above in relation to planning feed 

supplies for farm animals, and the same planning 
Thus it might be possible tomethods can be used. 

needs either directly, in termsspecify family food 
of so many tons of rice, kilograms of beans, 

litres of milk, etc. Alternatively, food needs may 

be specified indirectly using recommended nutritional 
Family food in-standards (Passmore et al., 	 1974). 

take can then be planned using the quantities of the 

consumed and the compositiondifferent foodstuffs 
of each in terms of essential nutrients. In per-

forming such calculations it is, of course, necessary 

to consider losses of nutrients in storage, preparation 

and cooking. It may also 	be necessary to consider 
among the members ofthe distribution of foods 

young children needthe household. For example, 
than adults anddiets with a highe.: protein content 

the fact that there is eno,,gh protein available in 
of the household does notaggregate for all membe:-

necessarily ensure the allocation of enough high 

protein foods to the children. A programme of nu-
be an essential co-requisitetritional education may 

of any scheme to improve the availability and qual-

ity of food supplies to farm families, 

An important difference between planning human 
nutrition is that fornutrition and planning animal 

people it is necessary to take account of dietary 
For example, if rice is thepreferences and customs. 

onstrongly preferred staple, 	 a farm plan based 
ac-as the main energy source will not bewheat 

ceptable. Similarly, most people look for a degree 
aspect mustof diversity in their meals, so that this 

ofalso be allowed for in planning. Some degree 
be achieved by the purchasediversity of diets may 

food items that it is not possible orof certain 
In relatively fewprofitable to produce on the farm. 

parts of the world do small farmers nowadays achieve 
Thus in evaluatingtotal self-sufficiency in foodstuffs. 

in terms of its
the adequacy of a given farm plan 

food needs, it will usuallycapacity to meet family 
to also consider the availability of cash

be necessary 
This aspect has already beenfor food purchases. 

Best Available Documnenit 

reviewed above in relation to working capital 

credit constraints. 

INSTITUTIONAL, SOCIAL, CULTURAL 

AND PERSONAL CONSTRAINTS 

arePlanning constraints falling into this class 
varied that it is difficult to say much that is 

cific about them. 
Institutional constraints include such things as
 

duction or marketing quotas, which must ob'i
 

be taken into account in farm planning. Simil
 

there may be institutional restrictions on the a 

ability of certain inputs such as fertilizer, which 

will have an important impact on planning, In 
cumstances where a farmer or group of farn 

supplying a very small market, there may be 
sales, but the price receivedquota limiting 


amount of production mar
depend upon the 
Planning must then account for the change in 

as the volume sold is varied.to be expected 
it isof the estimational difficulties involved, 


nate that such situations are rarely encounte
 
small farming.
 

Social, cultural and personal constraints are 

less clearly defined than are institutional cons 

Group pressures, cultural or religious taboos or 

gations, and the personal attributes, beliefs and 
decision maker canerences of the farm 

important influences on choice of farm org 
In so far as farm p ­and production methods. 

some confrontatilis concerned with change, 
traditional views about farming is almost me 

The difficult task that the planner faces isto 

which of the constraints in this class can be 

and which must be accommodated. It is 

truism that, if all existing constraints, real or 

ined, are accepted in farm planning, the 

that can be found will be no different 

existing one. Progress can be made in plan 
can be found of convincingif the means 

inhibited cthat factors that have until now 
1- circumvented or overcome. On the o 

farm plans, however technically and ec 
of thesound, that require radical reform 

system may well be totally unacceptable 
farmers who are expected to adopt them. 

The key to the solution of the planner's 
lies, first, in a carefuldescribed above 

all relevant aspects of the farming system, 

by an education programme. By careful 

and analysis of data, the planner must 

isfy himself that an improved system CI 
veloped that is feasiole and that will rais 

dard of living of the farm family. Then" 
his client farmer, ofeither directly with 

convince tMthe extension service, he must 
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of the proposedand advantagesof the practicability 
the planner must always keep

changes. However, 
i in mind that, ultimately, the decision to change, 

It is farmers 
or not to change, rests with the farmer. 

and their families, not the planner, who must bear 

of any decisions. Hence, nobody
the consequences 
else can, or 	 should, make such decisions for them. 

and systems simulation4.5 Farm programming 

to fcrm
The so-called "programming approach" 

the selection and com-
planning is directed toward 


livestock activities into a farm

bination of crop and 

plan that is at once optimal, in the sense that it maxi-


a defined objective, and also is consistent with

mizes 

kinds discussed in
the relevant constraints of the 


The objective usually consid-
the preceding pages. 
ered is total 	gross margin (TGM). The programming 

approach constitutes a particular type of farm system 

may also be conductedsimulation which, however, 


in other ways. 

have been 	 developed to

A number of methods 
They can

implement the programming approach. 
to their degree of formality.be classified 	 according 

of the scale lie the almost wholly in-
At one end 

at the
tuitive gross margin budgeting methods, while 

other extreme are the computer-based methods such 

Various simplified pro-as linear programming. 
gramming approaches are located in the middle, 

element of
combining formal rules with a large 

a con-judgement. Simplified programming provides 

to illustrate the programming ap-venient vehicle 

proach. 


SISIPLIFiED PROGRAMMING 

(sa), also 	 called pro-Simplified programming 
gramme planning, is a method of selecting a farm 

Table 4.5 INITIAL TABLE FOR 

Gross Cereal
limitmarginActivity 

($/ha) (ha) (ha) 

- 15450Cotton 
- 4Tomatoes 540 1 

1-- 1Beans 160 
1 	 1Y,Wheat 320 

Barley 230 1 1 A 
1 1 2"-Rye 200 

Available 
30.0 22.5 134

resource: 

a The data shown are imaginary. 

plan in which the required calculations are per­

the aid of a calcu­
formed by hand (perhaps with 

For this reason, the application of the methodlator). 
is confined to relatively simple planning problems, 

a few activities and constraints. If
involving only 

problem involves many activities
the real planning 

plannerand constraints, as is usually the case, the 
all buit a few 

must use his judgement to eliminate 
to restrict the constraints to be

of the activities and 
involvescrucial ones. If thisconsidered to a few 

too great an abridgement of reality. sp may have 

to give way to the computer-based technique of linear 

to be described later.programming 
and incorporatedIn sp, the activities are selected 

into trial farm plans according to certain rules. 

of the method involving
There are several variants 

(see, e.g., Clarke, 1962, McFarquhar,different rules 
1964: Rickards and McConnell,1962: Weathers, 

rules ordinarily used can be
1967). None of the 

that is optimal in the
guaranteed 	 to yield a plan 

of earning the highest possible TGM. It
strict sense 
follows that all sP methods require the planner to 

apply the selection rules with judgement, varying 

them as seems desirable. 
an

The starting point for the application of sp is 

showing the activities to be considered,initial table 
per unit of these activities, the

the gross margins 
the 

resource constraints to be accounted for, and 

on these resources per unit level of
demands placed 

and'or minima will
each activity. Activity maxima 

also be noted. An initial table for an example 
4.5.problem is illustrated in Table 

Table 4.5 comprises the initial table for a 30 ha 

mixed cropping farm. The activities considered are 
and rye.

cotton, tomatoes, beans, wheat, burley 

Constraints are land, rotational constraints restricting 

(i.e., wheat, barley and rye) to 22.5 ha and
cereals 

15 ha. and labour in five seasonal periods.wheat to 
Cotton is limited to 3 ha by a production quota and 

EXAMPLE'SIMPLIFIED PROGRAMMING 

Labour
 Manimum activity levelaxImum 

(man-days) 

35 Quota: 3.0 ha4 1AY 
- 15'. Labour 11: 3.0 ha39 Y2 


- Market: 6.0 ha
 
YA 6'Y 3Y2 

2 4 Rotation: 15.0 haI -
Cereal limit: 	 22.5 ha1 - 2 3 

2'Y 3 Cereal limit: 22.5 ha1-

156124116 100 
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beans are limited by restricted localtomatoes and 
markets to 4 ha and 5 ha respectively. The bottom 

line of the table shows the amounts available of land 
and labour in the five periods, while the columns 
above these resource supplies show the requirement 
of each resource type per hectare of each activity. 

step in the particular sP method to be 
The first 

the maximum feasibleillustrated is to determine 
level for each activity. These max-ma are shown 

on the righ-hand side of the table. The values shown 

are determired for each activity as the minimum of 
limit and the most limitingthe individual activity 

resource constraint for that activity. For example, 

in the case of tomatoes, the marketing limit is 4 ha 
the labour constraint

but the activity is limited by 

in period II to 116/39 = 3.0 ha. The latter therefore 

becomes the effective maximum for the tomato activ­

ity. The sources of the maxima for the other activ­

ities are reasonably obvious. 
The next step in the se method is an important 

one since it can lead to a considerable saving in 
activities and constraints shouldarithmetic. The 

can be eliminated,be examined to see whether any 
For example, study of Table 4.5 reveals that barley 

will always be preferred to rye since it has a higher 
gross margin per hectare and imposes the same or 

smaller demands on farm resources. Thus, rye is 
safely be omitted"dominated" by barley and can 

from further consideration. 
can be shownIn a somewhat similar manner, it 

that some of the constraints can be dropped. For 
possibleexample, in labour period I,the maximum 

can be calculated by selectingutilization of labour 
the most labour-demanding activities in turn to their 

maximum levels. The period I labour required under 
such an extreme farm plan is calculated as: cotton, 

3 x 15 maii-days; plus tomatoe3, 3 X 4 man-days; 

plus barley, 22.5 x 22 man-days; plus beans, 

1 X× 1.man-days; or under 115 man-days in total, 
compared with 134 man-days available. In other 

words, labour in period I can never be limiting and 
Similar considerationsthe constraint is redundant. 


reveal that the labour constraints in periods III and 

IV are also redundant. 


The next step in the st, method is to rank the 
to the gross marginundominated activities according 

of each per unit requirement of each resource. The 
a basis for purpose of this ranking is to provide 


subsequent selection of activities during the plannir; 


The ranks for the reduced example problemphase. 
Thus, tomatoes exhibit the are shown in Table 4.6. 

so are rankedhighest gross margin per hectare and 

first in relation to this resource, followed by cotton, 

In regard to the labour constraints, grossand so on. 
man-day are found by dividing themargins, per 

hectare by the correspondinggross margins per 

man-day labour requirements per hectare. 


GROSS MARGINS PER UP ,TABLE OF RANKED IN SMPLIFIEDTable 4.6 RSOURCE REQuIRE.BrsEXAMPLEGRAMMINO 

_,
 

Gross margin per unit4 

Activity
 
Land cereal Labour 1 Labour V

limit 

Cotton 
romatoes 
Beans 
Wheat 
Barley 

450(2) 
540(1) 
160(5) 
320(3) 
230(4) 

0o0b (1=) 113 (4) 
(I=) 14(5) 

oo (1=) 320(1l=) 
320(2) 320(1=) 
230(5) 230(3) 

13(5) 
36(4) 
m (1) 
80(2) 
77(3) 

- -s 

b Infinitv. 

Activity selection is now carried out by choosing 
one of the resources as a key constraint. Activitiel. 
are then selected and included in the trial plaal 

according to the rank of their gross margin per unit 

of this constraint. It does not matter very much 

whether the resource initially selected as a key 

constraint is in fact limiting, since subsequent anal. 
ysis will reveal whether or not this is so. Moreover, 

for there to be only one limiting re.it is unusual 
source, so that it is sensible to repeat the activity. 

selection procedure using different assumptions abolu 
as the key one.which constraint may be regarded 

In our example, we will begin by assuming th4 

land is the key limiting constraint. Table 4.6 sho0 
to land pr 4that tomatoes are ranked first in regard 

ductivity. This activity is therefore incorporate 

into the trial farm plan to the maximum extent pj 
The effects of this selection onsible, i.e., 3.0 ha. 

TGM and on the resource balances are calculated," 
Section A of Table 4.7. Inspection of the table aft 

into the first trial plan shoinclusion of tomatoes 
that all the period 11 labour is used up. (In f'a* 

there is a small deficit of I man-day.) As can 

seen from Table 4.5, there is no activity with z*. 

labour needs in period II, so that further seleci. 
are not possible. 1he trial plan including only 

matoes is designated "Plan A" in Table 4.7. 

The activity selection procedure can now be 

peated using a different constraint as the basis 

Since labour in period II proved l.mselection. 
in Plan A. selection according to this const 

seems sensible. Table 4.6 shows that beans 

wheat tie for first place in terins of gross margin 
labour. Both activitiesman-day of period II 

plan tobe iucorporated into the second trial 

maximum levels. Section B of Table 4.7 shows 

no constraints are yet limiting, and activity sele 
the thirdrankedcan proceed down the list to 

ity which is barley. Barley can be included in 
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FOR SIMPLIFIED PROGRAMMINGAcTIVrrY SELECTIONTable 4.7 EXAMPLE 

Selection 

.. 	Select by GMha 

I, Tomatoes to ]a-
bour II 
limit: 3.0 ha 

PLAN A 

B 	Select by GM/man-
day of labour It 

1. Wheat to rota-

limit: ha 

2. 	 Beans to mar-
ket 
limit: 6.0 ha 

3. 	 Barley to cereal 
limit: 7.5 ha 

4. 	 Cotton to land 
limit: 1.5 ha 

cer- Labour Labour 

TGM land limit 11 v 
Imi -

(ha) 

30.0 

1620 3.0 

1620 27.0 

30.0 

4800 15.0 
.-

4800 15.0 

960 6.0 

5 760 9.0 

1725 7.5 

7485 1.5 

675 1.5 
160 0.PLAN B. a 

PLAN B 8 160 0.0 

(h (man- (man-
a) days) days) 

22.5 116 156 

0.0 117 45 

22.5 -l 111 

22.5 116 156 

15.0 15 60 

7.5 101 96 

0.0 3 0 

7.5 98 96 

7.5 7.5 22.5 

0.0 90.5 73.5 

0.0 6.0 52.5 
0.0 84.5 2.0 
0.0 84.5 21.0 

trial plan to the limit of the cereal cropping constraint, 
leaving enough of the other resources to permit 1.5 ha 

cotton, which is next in rank order, to be included.Of 
all 	the land is usedThe result is Plan B in which 

and the cereal cropping limit reached, but with 
V.surplus labour remaining in 	periods II and 

be developed selectingFurther trial plans could 
on the basis of gross margins per unit of the cereal 

However, 	period Vdays)limit or of labour in period 	V. 
labour has not proved limiting in the analyses so 

far, so that it seems unlikely that selecting on this 
be very rewarding. The cereal limit is

basis will 

Only relevant for wheat and barley and Plan B al-

ready includes both these crops, with priority having 

been given to wheat which is ranked the higher of 

the two in terms of the cereal constraint. For these 
based on 	 returns to the. 

reasons, further selections 
not seem to be appropriate.Other constraints do 

Of the two plans so far developed, Plan B with a 

TM of $8 160 is clearly superior to Plan A which 

has a TGM of only $1620. However, before Plan B 
be 	foune., it is nec-

Isaccepted as the best that can 

esSary to review the opportunities for substitution 

Land andof 	 activities at the margin of this plan. 
the cereal limit are the two constraints that are oper­

that tomatoesin 	Plan B. Table 4.6 showsational 
rank first in terms of return 	to these two constraints. 

The activity in Plan B ranked lowest in regard to the 

same two constraints is beans, and it is evident that 
more profit could be made by reducing the area 

The 
to beans, substituting tomatoes.

committed 
extent of the possible 	 substitution is restricted to 

1.5 	 ha, at which stage all available labour in period 
The effects of making this

V 	 would be used up. 
in 	Table 4.8 in the shape ofsubstitution are shown 

Plan C. 
to that used to justify re-By similar reasoning 

placing beans with tomatoes, it can be shown that 

Plan C can also be improved by substituting tomatoes 
for cotton. Substitution to the extent of 0.75 ha is 

possible. when period II labour becomes limiting. The 
$8 797, and

result is Plan D, showing a TGM of 


comprising:
 

ha 

Wheat 15.0
 
Beans 4.5
 

7.5Barley 
0.75Cotton 


Tomatoes 
 2.25 

30.00Total 

While Plan D cannot be said to be optimal (and in 

no obvious opportunities for
fact is not), there are 
further marginal substitution of activities to increase 

the TGm. This plan is therefore adopted as the 

end-point of the sP procedure. 

Table 4.8 	 MARGINAL SUBSTITUTION INTIHE SIMPLIFIED PRO-
GRAMMING EXAMPLE 

S uG 	 l lboUr Labour 
vTGM LindSubstitutio 

1 1 

PLAN B 

Remove 1.5 ha beans: 

(4.5 ha remaining) 

Add 1.5 ha tomatoes 

PLAN C 
P C 

Remove 0.75 ha cotton: 

(0.75 ha remaining) 

Add 0.75 ha tomatoes 

(total 2.25 ha) 

PLAN D 

($) (ha) (ha) (man- (man­
days) 

8 160 0.0 - 84.5 21.0 

-240 + 1.5 - +0.8 0.0 

7920 + 1.5 - 85.3 21.0 
+810 -1.5 - 59.5 22.5 

F730 0.0 - 25.8 -1.5 

-338 
-

+0.75. 
--- I 

+3.0 
288 

+ 105
1. 

8392 0.75- 28.8 103.5 

405 0.75 29.3 11.3 

8797 0 -0.5 92.2 
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As already noted, the particular sp procedure 
described and illustrated above is but one of many 
variants of the method. For example, the criterion 
used to select the activity to be included in the trial 
plan at any stage may be varied. One alternative is 
to select not the activity showing the highest gross 
margin per unit of a key constraint, but rather the 
activity which, when included in the trial plan, 
yields the greatest absolute increment in TGM. 

Other variants of the sP method place more em-
phasis on intuitive procedures, with the planner using 
his judgement about the order of selection of activi-
ties, and also about the extent to which a particular 
activity should be introduced into the plan. 

A particularly simple version of sP is known as 
gross margins planning. In this method, activity se-
lection proceeds on the basis of one key constraint, 
usually land. However, the feasibility of the plan in 
terms of other constraints is evaluated only subjec-
tively as the plan is developed. Thus, resource bal-
ances for these other constraints are not calculated 
at each stage. However, when a tentative farm plan 
has been arrived at, its feasibility in terms of other 
constraints may be checked by doing the necessary 
extra calculations. If the plan proves not to be practi-
cable, it would then be modified as necessary. 

One advantage of sP, compared with some other 
programming methods discussed below, is that no 
computer is required. Moreover. within the limita-
tions of the small numbers of activities and con-
straints that can be considered, the method can 
usually be guaranteed to give a plan that is at least 
close to the-optimum. Formal rules are available 
to guide the inexperienced planner, while the more 
skilled analyst can use his judgement to ensure that a 
satisfactory plan is quickly determined, 

The disadvantages of the sP method are that it is 
relatively time-consuming to perform all the required 
calculations, while - at least in theory - the plan 
obtained may be far from the true optimum. Be-
cause of the tedious arithmetic involved, the num-
bers of activities and constraints that can be accom-
modated are strictly limited. In consequence, the 
sp planning model may be a very poor representation 
of the real farm situation. Moreover. in sP, it is 
quite difficult to take account of interrelationships 
between activities, such as between pasture and live-
stock activities. By contrast, these types of rela-
tionships can be handled formally within the frame-
work of computer-based programming approaches. 

LINEAR PROGRAMMING 

Linear programming (LP) is a computer-based 
procedure that can be used for farm planning. With-
in certain limitations to be described below, LP leads 

to the selection of that mix of activities which mar4. 
imizes TGM. 

The initial information required for the applicati0, 
of LP is a table or matrix somewhat similar to that 
shown in Table 4.5 for the sp method. That is to 
say, the initial matrix will include all the available 
activities with their gross margins per unit and all th, 
constraints on these activities. For each constraint 
the level of the constraint will be shown, as will tli 
per unit requirements of (or contributions to) that 
constraint for each activity. 

Because the calculations are performed by c04 
puter. it is usually possible to include as many activ. 
ities and constraints as seem appropriate to ren 

resent a given farm situation. Thus. initial matrir 
of the order of 50 or 60 activities and a similar 
number of constraints are quite common and njucj 
bigger matrices, involving even hundreds of c0 
straints and activities, are not unusual. 

The data for the initial matrix are fed into a c04 
puter that is programmed to perform the required caj 
culations leading to the op.imal activity mix. ml4 
method of calculation employed is somewhat similt 
to that illustrated for sP, exceot that the procedur 
for marginal substitution of activities are appreciabb 
enhanced. A hiodern. hieh-speed computer C4 
usually complete the calculations for a realistic pra 
lem in a few minutes. It would be virtually impt 
sible to perform tle same amount of arithmetic usi. 
an ordinary calculator in a reasonable time. MMr 
over, if the calculations were to be done by har4 
the risk of error would be considerable. In c% 
trast, a computer can be regarded as almost who& 
reliable provided (a) that it has been correctly pri 
grammed and (b) that the correct data are providd 
as input. 

It is not possible in this manual to give a comli 
hensive treatment of the use of linear programmiq 
for whole-farm planning. The topic is extensiY 
treated elsewhere (e.g., Heady and Candler, 19A 
Hardaker, 1978; Young and Rickards. 1978). TA 
treatment here is therefore confined mainly to I 
discussion of the advantages and disadvantages d 
LP and related techniques for farm management it 
search purposc:. 

The main advantage of LP for farm managenO 
research stems from the great power of modern 0 
puters to process large amounts of data efficien* 
While the optimizing characteristic of LP is an 
portant advantage over sP. a much more imPor0 

model can be made'consideration is that the LP 

large as seems appropriate, without worrying a0 
the resulting computational burden. Moreover.10 

LP computer programmes provide facilities for 
cient processing of variants of the basic model. 110 

means that the effects on the optimal plan of cOl 
ing key assumptions about prices. yields, or 
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.. prormance can be speedily investigated. 
packages incorporate parametric routines 

ted coefficients m, the initial matrix may 
. continuously over some chosen range and 

solutions in that range printed out. 

-_ generates additional useful economic in­
about the optimal solution. For example, 

value product of each scarce resource is 
This information is often useful in in-

_ where effort should be directed to relax 
constraints. Similarly, the marginal op-

cost of each activity excluded from the 
Solution is generated by LP. This measure 

the extent of improvement needed in the 

I 
mrgin of each excluded activity before it 
ompete for a place in the optimal solution. 
important policy implications may sometimes 

from such information. 
way of a simple illustration, the LP solution to
 

bu problem set out in Table 4.5 is shown in 

,1*4.9. It can be seen that the total gross margin 

I6e optimal solution is somewhat better than 


I 1 obtained by sp (viz., $8 904 as compared to 

DW from Plan D of Table 4.8), illustrating the ad-


of the optimizing nature of LP. Moreover, 
in Table 4.9, some supplementary infor-

is provided in the LP solution - e.g., the 
output on the ranges of the gross margins 

individual activities for which, other things 
g unchanged, the optimal plan remains con-

Such information is useful in assessing the 
of the solution in the face of possible 

in costs or prices. These ranges are given 
the activities in the solution (i.e., the basic 
and for the activities excluded from the 

i plan (i.e., the non-basic variables). Thus,
 
things remaining constant, the gross margin
 
tton (currently $450/ha) could vary between 

/ha and $974.7ha without its optimal level 

respectively to something less than or more 


1146 ha. Conversely, other things remaining 

ged, rye would need a gross margin of 


Tha (compared to its current level of $200/ha) 

it would enter the optimal plan. The impor-


- of the constraints binding the solution can 

be assessed from the information on marginal 
Products. These results show the gain in TGM 
obtained from a marginal unit addition to the 
Of each individual constraint, again other fac-

I remaining unchanged. Such information may 
*Wuable in evaluating the feasibility and profit-

of relaxing particular constraints,
Ike chief disadvantage of LP is the need for access 
i cOraputer. Often, a computer will not be avail-

lose at had. Long delays and frustrations are 

if data must be sent away for processing. 

ver, self-evidently, a computer can only process 
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Table 4.9 LP SOLUTION TO SP PROBLEM OF TABLE 4.5 

GM range over which 
_ rem_ nbasicBasic varables Level b 

Lower limit Upper limit 

(Il) (S/ha) (S/ha) 
Cotton 1146 194.54 974.72 
Tomatoes 2227 284.29 3 350.00 
Beans 4 127 4.65 208.02 
Wheat 15000 237.59 open 
Barley 7 500 200.00 312.40 

Non-basic variables 

Rye 

Binding constraints 

Land 

Cereal limit 
Labour II 
Labour V 
Rotation 

Non-binding constraints 

Labour 1 
Labour 111 
Labour IV 
Market 
Cotton quota 

GM to enter 

$230.00/ha 

I Marginal value product 

$156.54/ha 
$43.76/ha 

$6.91/man-day 
$7.59/man-day 

$82.40/ha 

Surplus units 

62.53 man-days 
70.34 man-days 
64.55 man-days 

1.87 ha 
1.85 ha 

aBasic variables in the LP solution are those activities which 
enter the optimal farm plan. 

b These activity levels taken at the respective gross margins of 
Table 4.5 indicate the optimal plan has a TGM of 58 904. 

the data presented to it. If the input data are in­
correct or inappropriate, the answers obtained will 
also be wrong. It is easy to underestimate the consid­
erable amount of work involved in constructing a 
medium-sized LP matrix and in transcribing the data 
for computer processing. 

The utility of LP for farm management research 
may be limited in some circumstances by the as­
sumptions on which the technique is based (though 
it must be noted that the same assumptions gener­
ally apply to sp). As its name implies, LP embodies 
an assumption of linearity in the calculation of 
TGM and total requirement of any resource for a 
given plan. One implication is that constant returns 
to scale are assumed to apply for each activity, which 
may not always be a reasonable assumption. How­
ever, where non-linearities are held to exist, it may 
be possilAe to represent these adequately as a number 
of linked linear segments. For a more comprehen­
sive review of this topic, see Hardaker (1978). 



A more serious consequence of the linear character 
of LP is the implication that all activities and re-
sources are infinitely divisible. This aspect of LP 

can lead to some unsatisfactory features in optimal 
solutions. There may be no difficulty in suggesting 
to a farmer that he should sow 1.53 ha of wheat, 

risk programming. In this method a matrix 
assembled representing the v. lances and co-v 
ances of the activity gross margins. This vari 

co-variance matrix is then attached to an initial f 

programming matrix as would be used for LP, 

the augmented problem is solved by quadratic p 

but it is obviously not sensible to suggest that he 
should keep 1.53 cows or buy 1.53 tractors. Usually 
these dilraculties in LP solutions can be overcome by 
additional computing. For example, it would be 
possible to test the relative profitability of a farm 
plan with either one or two cows, or one or two 
tractors, but these additional calculations increase 
the cost and the amount of work involved in using 
LP. Although special integer programming methods 
have been developed to handle these difficulties di-

are less widelyrectly, integer programming routines 

available than those for LP and are more difficult 
and expensive to use. 

A further major limitation of the LP method is 
that it is based on the assumptiou that all planning 
coefficients are single-valued, implying that, at least 
in ordinary use, no account is taken of risk. If risk 
is important, which is usually the case in small farm 
production, this limitation is serious. However, as 
outlined in the next section, various programming 
methods have been developed to take some account 
of risk in farm planning. 

RISK PROGRAMMING 

As in the case of LP, a comprehensive review of 
risk programming methods in agriculture is outside 
the scope of this manual. For a more complete 
discussion of some of the methols outlined below 
and for an introduction to the li,erature, see An-
derson, Dillon and Hardaker (1977, Ch. 7). 

Risk programming methods may be appropriate 
for farm planning when yields, prices or other 
planning coefficients are appreciably uncertain, The 
importance of such uncertainty is enhanced in small­
farm planning by the generally accepted fact that 
most small farmers are risk averse. Thus their choice 
of a farm programme is likely to be strongly in­
fluenced by uncertainties in their planning environ­
ment, particularly since they are generally poor and 
have no reserves of wealth to fall back on. 

A variety of risk programming methods have been 
used in agriculture. These methods can be distin­
guished in several ways. An important distinction 
is between those methods that account for risk in 
the activity gross margins, and those that account 
for risk in other planning coefficients. Methods of 
the first type are better developed and more widely 
applied than are methods of the second type. 

The most comprehensive method of accounting for 
risk in activity gross margins is by use of quadratic 

gramming. This is a computer-based proce
which allows the variance of the total gross mar_ 
to be minimized subject to the usual farm constraiN 
and also to a constraint on the average or expecS: 

value of the TGM. The latter constraint can 4 
varied over its feasible range so that quadratic ri4 
programming leads to the generation of the compl 
set of solutions, each of which represents a poiaty 
minimum variance of TGM for a given level of 
pected TGM. that application of tIt follows from the above 

quadratic risk programming method is based on 
reasonable assumption that farmers are generally rW 
aver-se. The optimal plan for a particular fari4 
can be selected from the set of solutions in the, 
called mean-variance or (E, V)-efficient set of fM 
plans, generated as indicated, according to the , 

dividual farmer's attitude to risk (Anderson, Dilu 
and Hardaker, 1977, Ch. 7). 4 

An example of an (E, V)-efficie:xt set is show i 
Figure 4.7. For each point on the curve, the 
lution procedure would indicate the farm plan tok 
followed. Three points on the set are indicated s 
responding to the plans that might be preierrtdb 
three farmers with different attitudes to risk. , 

Computer routines for quadratic risk program* 
are not widely available and are less highly develoo 
than are those for LP. Mainly for that reasonk 
eral attempts have been made to use LP approxo 
tions to the quadratic risk programming apprm 
to farm planning with risky activity gross ma* 
(Anderson, Dillon and Hardaker, 1977, Ch. 7). It 
haps the best adapted of these methods for plah 

IVA 

, k -ti , 

Figure 4.7. An example of an (EV)-eficicnt 9, d 
plans generated by quadratic risk programmiS ' 
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small farms is MOTAD programming. MOTAD is an 
acronym for minimization of total absolute devia-
tion. Additional constraints are added to an ordi-
nary LP matrix to estimate the absolute deviation of 
the TGM of any selected plan (Hazell, 1971). This 
measure of ris'k is then minimized subject to the 
usual constraints and to a constraint on expected 
TGM that is varied parametrically over its feasible 
range. By this means a set of solutions is generated 
that approximates the (E,V)-efficient set. An ex-
ample of the application of MOTAD to planning small 
farms in India is to be found in Schluter and Mount 
(1976). 

The second type of risk programming problem 
distinguished above embraces those problems in 
which resource stocks or resource requirements per 
unit level of the activities are risky. Problems of 
this kind are inherently much more difficult to solve 
because an optimal farm plan cannot usually be spec-
ified unconditionally. The levels of at least some 
farm activities must usually be specified as functions 
of risky planning coefficients whose actual values do 
not become known until after some initial decisions 
have been made and some resources committed. 
Methods of stochastic programming, including 
chance-constrained programming, have been ad-
vanced as means of at least approaching problems of 
this kind. The approach known as discrete stochastic 
programming (Cocks, 1968; Rae, 1971a, b) is prob-
ably the best method so far developed but has the 
disadvantage of requiring a very large initial matrix 
to give even an approximate solution, so that it is 
expensive to apply. This and some alternative pro-
gramming methods to deal with risky resource con-
straints are reviewed in Anderson, Dillon and Har-
daker (1977, Ch. 7), and, because of their complexity, 
will not be discussed further here. It may be said, 
however, that farm planning problems with risky 
constraints are still largely beyond the scope of the 
available methods. 

The problem of planning real farms with risky re-
Source constraints cannot be ignored simply because 
Wholly satisfactory methods of analysis are not yet 
available. Instead, the planner must do the best he 
Can within the limitations of existing methods. For 
example, in both farm programming and farm bud-
geting studies, a common approach to risky resource 
Constraints is the use of "fat" and "thin" coefficients. 
To illustrate, if the amount of irrigation water avail-
able from a waterway system to a small farmer in a 
Particular season is uncertain, farm planning might
Proceed by setting the availability not at the average 
or expected amount of water, but at some lower, 
InOre conservative level, such that there is a good
Chance that the actual availability will exceed the 
Planned level. In consequence, the plan arrived at 
Should prove feasible under all but the most adverse 

water supply conditions. A planning coefficient that 
is reduced in this manner is called a "thin" coef­
ficient. Similarly, if the labour required for weeding 
crops is risky, depending upon rainfall, planning 
might proceed using coefficients of labour requirement 
that are "fat" in the sense that they represent the 
amount of labour needed in a wet year. Again, the 
resulting farm plan should prove feasible in all but 
the wettest years. 

The difficulty with the use of fat and thin planning 
coefficients in this way is that there is usually no 
means of knowing how large should be the "in­
surance factor" built into a particular coefficient. If 
the factor is too great, farm plans will be unneces­
sarily restricted and opportunities for making good 
profits in better than average years will be missed. 
If the insurance factor is too small, on the other hand, 
the plans developed could prove disastrously im­
practical in an unfavourale year. 

SYSTEMS SIMULATIONS 

By farm system simulation is meant the mimicking
of the farm operation via some type of model. The 
models used may vary from simple generalized bud­
gets to detailed computerized one-off representations 
of the complex interrelated biological, economic and 
social processes making up a farm. As already 
noted, farm programming procedures constitute a 
particular mode of simulating farm performance so 
as to decide on an appropriate farm plan. 

Another simulation approach is that of Monte 
Carlo programming (Carlsson, Hovmark and Lind­
gren, 1969). This is essentially a budgeting proce­
dure. It has several advantages in the context of 
small farm planning. First, it permits the ready use 
of a complex objective function embodying several 
dimensions (e.g., cash income and subsistence food 
production). Second, integer constraints can be easily 
included. Third, it can incorporate risk considera­
tions (Anderson, 1975). An application of the method 
to small farm planning is provided by Wardhani 
(1976) and the availability of packaged computer 
programmes (e.g., Donaldson and Webster, 1968; 
Thompson, 1970; Anderson, 1976) makes it rela­
tively convenient to use. 

As outlined by Anderson (1974), farm systems 
simulation may also be carried out in many other 
ways. Applications to small farm situations are 
presented by Low (1975) and Zuckerman (1977). 

4.6 Whole-farm budgets 

Whole-farm budgets are drawn up to show the 
anticipated consequences, in terms of selected mea­
sures of performance, of some proposed farm plan. 
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The plan may have been generated by SP, LP, Monte 
by some more intuitiveCarlo programming or 

method, perhaps as a simple adaptation of an 
exisitng system on the particular farm or on some 
other farm. ohrfr.Activity 

The budget is constructed on a whole-farm basis 
to allow calculation of overall performance mea-
sures. It is usually measures of profitability that are 
of concern, such as net farm earnings, although cash 
flow measures may also sometimes be calculated. 

Whole-farm profit budgets are usually best pre-
pared in gross margin terms. Thus, the levels of 
the farm activities and the gross margins per unit 
level of each are used to calculate the TGM. Then 
fixed expenses (including interest) can be deducted 
from the TGM to show the net farm earnings. This 
last step is important since it is usually the maxi-
mization of net farm earnings that is the goal in 
planning. Many farm planning procedures, including 
most of the programming methods, are concerned 
with maximizing TGM, within fixed resource con-
straints. Often it will be worthwhile to seek means 

found to be limitingof relaxing constraints that are 

the choice of a profitable mix of activities. For 
example, a limiting labour constraint can be re­
laxed by hiring another worker, but this policy will 
obviously increase fixed expenses. A whole-farm 
budget can be used to test whether the increase in 
TGM which the extra worker makes possible is suf-
ficient to more than offset the increased fixed ex-
penses. 

In fact, there are four routes to increased net farm 
earnings: 

1. 	 changing the activity mix to increase TGM 

with fixed expenses constant; 
2. 	 changing the activity mix to increase TGM 

with a lesser increase in fixed expenses; 
3. 	 reallocating resources so that fixed expenses 

can be reduced with no reduction in TGM; 

4. 	 reallocating resources so that fixed expenses 
can be reduced with a lesser reduction in 
TGM. 

The 	first two methods imply a move to a more in-
tensive system, while the third and fourth methods 
represent a shift toward a less intensive system of 
production. Under most circumstances, increased 
farm profitability is usually most easily achieved by 
intensif.cation. However, when farm costs increase 
or product prices decline, a reduction in intensity may 
be indicated. 

An 	example of a whole-farm profit budget, drawn 
up for the best farm plan found for the example 
farm in the sp procedure of Section 4.5 above, is 
illustrated in Table 4.10. The whole-farm budget 
would be supplemented by activity budgets for the 

Table 4.10 AN EXAMPLE OF A WHOLE-FARM BUDGET FORl 
BEST 	 FARM PLAN FOUND BY SP 

m rixpess[GrossArea 
Area Gross Variable Gross Total grol 

grown Income expenses margin marm,~ 

(ha) (S/ha) ($/ha) (S/ha) (5) 

Tomatoes 2.25 825 285 540 1215 

Cotton 0.75 610 160 450 338 
Wheat 15.00 400 80 320 4800 
Barley 7.50 300 70 230 1725 

Beans 4.50 215 55 160 720 

Total 8798 

-___ 
Fixed expenses ($) 

2 533 
Labour 	 1 810 

Rent 	 1c10 
General overheads 	 735 
Interest 	 40 

Total 
5708 

N 
_1_1_$3_090
Net_ farmearnings 

crops included, showing the assumed yields, price4 
and detailed variable expenses that make up the 
calculated gross margins per unit of each crop. 

If appropriate, the whole-farm budget can be ex. 
tended to calculate other measures of farm profita. 
bility, such as return on total capital. Similarly, if 
required, cash flow measures, such as farm net cash 
flow, can be calculated. The calculations necessa 
to arrive at these measures have already been de. 
scribed and illustrated in Chapter 3 and so will not 
be considered further here. 

4.7 Farm development budgeting 

Development budgeting is appropriate when a 
change in farm organization or methods is being 
contemplated that will take some considerable time 
to implement. For exampl, development budgetin 
is appropriate when planning for the establishmern 
of long-term crops, such as oil palm or rubber, or 
when planning to increase livestock production 
through a stock breeding programme and pasture ir 
provement. Development programmes of these kindi 
usually generate relatively little cash during the early 
stages of the programme. Consequently, budgeting 
may be important to establish the amount of capitd 
or credit needed for it to be feasible for the prL, 
gramme to be implemented. It may also be necesl 
sary 	to assess the overall profitability of a particular 
development scheme and to compare the costs ard 
benefits of alternative methods of implementati0l 
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,,velopment budgets can be used to make such level of production. Similarly, priorities are often 
,,.luations. unambiguously determined by technical considera­iDevelopment budgeting, almost by definition, in- tions. For instance, it is clearly impossible for a new 

,Ives long-run planning, which is more difficult than 
oort.run planning because of the increased uncer-
unties about prices, costs and rates of performance 
nthe more distant future. Plans laid now relating 
1,actions to be taken several years ahead are un-
gely to be implemented in exactly the way, and 
,1th exactly the results, presently foreseen. Rather, 
planning is better regarded as an adaptive process, 
%herein current plans are used to guide current de-
isions, but where longer-run decisions are made 
ientatively, and only in the degree of detail necessary 
toallow present decisions to be made. For this 
reason, very detailed long-term development budgets 
are generally not appropriate. Instead, such budgets 
should be seen as a means of setting out, in a system-
atic way, an overview of the main technical and 
economic features of the proposed development pro-
mme, as currently foreseen. 
The first step in development budgeting is to 

establish a development target, i.e., to indicate what 
it is expected will have been achieved at the end of 
the planning period currently being considered. This 
target need not necessarily correspond to the position 
foreseen as the ultimate end-point of the farm de-
velopment process. Instead, it may represent a con-
venient goal, adopted for the purpose of the analysis. 
Once this goal is attained, new plans could be laid 
for the next development study. By this means, 
unnecessary time and effort are not wasted in the 
preparation of detailed budgets for highly tentative 
plans relating to the mom-distant future. 

Usually a useful step, once a target position has 
been established, is to draw up a rough and ready 
budget to make an estimate of the profitability of 
the target farm plan compared with the current 
farm system and to relate any increase to profit to 
the estimated amount of capital that must be invested 
to achieve the target position. In the event that the 
proposed development can be shown by this means 
to be quite unprofitable, the programme might be 
Scrapped, or heavily revised, so that further efforts 
are not wasted in drawing up a detailed development 
burtet for a venture that is unlikely to be adopted. 

In development planning, there will usually be a 
number of technical questions to be resolved about 
how the programme is to be implemented. The 
methods to be followed, the priorities to be adopted 
and the rate at which development is to be attempted 
must all be decided before the detailed budget can 
be drawn up. Usually, many of these questions can 
be resolved on wholly technical grounds. For ex-
ample, some methods may be clearly superior to 
Others, either in yielding more output for the same 
inputs or in requiring less input to obtain a given 

crop to be planted until after the land has been 
cleared and prepared. If important choices about the 
procedures to be followed remain unresolved, then, 
as already indicated, it may be necessary to draw 
up two or more budgets, one for each alternative, 
so that the best method can be chosen. 

The next step in development budgeting is to set 
out the technical details of the selected programme(s) 
in a reasonably comprehensive way. It is necessary 
to specify the planned schedule of work so that the 
associated payments can be estimated. Similarly, 
the development programme should include estimates 
of what is to be produced and when, so that receipts 
can be predicted. With the aid of such a detailed 
technical programme, combined with forecasts of fu­
ture prices for inputs and outputs, a cash flow bud­
get for the proposed development can be drawn up. 
The cash flow budget, which may be constructed on 
an annual, quarterly, or even a monthly, basis, will 
show, for the planning period until the target position 
is reached, the anticipated farm receipts and pay­
ments, and hence the forecast farm net cash flows. 
An example of a development budget, showing the 
development programme and associated cash flow 
budget, is shown in Tables 4.11 to 4.14. 

The example shown in the tables relates to the de­
velopment of a run-down coconut smallholding in 
Malaysia by rehabilitating part of the area, replanting 
another portion with an improved variety of coconut, 
and by planting coffee as an intercrop. 

Table 4.11 provides an outline of the planned de­
velopment programme and also indicates the antic­
ipated crop yields. These yields are converted first 
into production estimates and then into gross in­
comes in Table 4.12. The capital and operating 
costs are detailed in Table 4.13 and the cash flow 
budget, summarizing all the above data, is given in 
Table 4.14. 

As the example illustrates, a cash flow budget is 
useful to indicate the timing and amount of any cash 
deficits through the development period. Often such 
cash deficits will be made good by some form of 
credit arrangement. A finance budget can then be 
constructed, building on the results of the cash flow 
budget, to represent the extent of borrowing and the 
manner in which interest and principal payments 
on loans advanced are to be met. For the example 
introduced above, ive assume that a loan to meet the 
cash deficits is available at 8 percent interest per 
annum on the outstanding balance, the loan being 
repayable "at will", i.e., as the farmer elects. The 
associated finance budget is shown in Table 4.15. 

If development budgets are being prepared relative 
to a planning horizon within which appreciable in­
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WITH ONE ACRE REPLANTINO WITH MAWA AND 2.5 ACRES REHABILU-Table 4.11 MALAYSIAN SMALLHOLDER CocoNuT DELEVOPMENT PROJECT: FARM BUDGET OF A SIX ACRE FARM 

TATION AND UNDERPLANTED WITH COFFEE 

I i Yr.13 

Yr.1 I Yr.2 Yr.3 Yr.4 Yr.5 Yr.6 Yr.7 Yr.8 Yr.9 Yr.11 Yr.12 onward 
onward 

_____ 

Cropping pattern 

MAWA' replanting (acres) 0.5 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 

Rehabilitation (Tails) (acres) 1.0 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 

Old stand (acres) 

Underplanting ' 

- Tapioca (acres) 

- Coffee (acres) 

- Bananas (acres) 

___________ ___ 

4.5 

0.5 

1.0 

3.0 

__ 

2.5 

1.0 

2.5 

2.5 

2.5 

1.0 

2.5 

2.5 

_ 

2.5 

1.0 

2.5 

2.5 

2.5 

0.5 !-... 

2.5 

2.5I 
2.5 

2.5 

2.5 

2.5 

.. 

2.5 

2.5 

-

2.5 

.. 

2.5 

2.5 

2.5 

2.5 

2.5 

2.5 

.... 

2.5 

2.5i 
2.5 

2.5 

2.5 

2.5 

2.5 

2.5 

2.5 

2.5 

2.5 

___ 
project 

Yields' r-

MAWA (nutslacre) . . .. . 342 3700 4882 5598 6375 8023 7526 8397 9174 

Rehabilitated Tails8 (nuts/acre) - 1 148 1 148 1272 1406 1530 1545 1646 1760 1 897 1965 2007 2035 1995 

Old Tails (nutslacre) 1148 1148 1 148 148 1148 1 148 1 148 1 148 1 148 1148 1148 1 148 1 148 1 148 

Tapioca (piculsfacre) - 250 250 250 250 250 . - I -

Coffee berries (piculs/acre) -- 6.75 13.5 20.3 27.0 30.4 34.0 34.0 34.0 34.0 34.0 34.0 

Bananas (tonslacre) 0.53 0.53 0.53 0.53 0.53 0.53 0.53 0.53 0.53 0.53 0.53 0.53 0.53 0.53 

New coconut variety.
 

Acreage equivalents.
 
For coconuts and coffee, yields are shown according to years after planting. 

AA...Ut 20 percent of the stand of remabilitated Tails is new planting with Malaysian Tails. 
- One pic.t Vt3lx b or 6,.33 kgz. |iit h i H f 



Table 4.12 MA.LAYSIAN SPAL.LOLtnn COCONUT DEVELO*"rfl pI'MWr-j: PsRC(X-jt'.ll. -1n1 tJkt,... t t Ei. 

project Yr.] Yr.2 Yr.3 Yr.4 Yr.5 Yr.6 Var7 Yr.8 Yr.9 Yr.10 Yr.I1 Yr.12 Yr. l 

Production 

MAWA (nuts) - - - - - 171 2021 4291 5240 5987 7200 7775 7962 8786 9 174 
Malaysian Tails (nuts) 6888 6314 5740 5864 6 184 6509 6710 6834 7099 7407 7681 7825 7916 7918 7S58 
Tapioca (piculs) - 62.5 125 125 125 62.5 - -....... .. 
Coffee berries (piculs) - - 6.75 23.63 40.55 57.45 70.9 79.6 85.0 85.0 85.0 85.0 85.0 S5.0 
Bananas (tons) 1.59 1.59 1.33 1.33 1.33 1.33 1.33 1.33 1.33 1.33 1.33 1.33 1.33 1.23 1.33 

.............. ............................. ......... M$ .... ..................................... 
Gross income Price/unit 

(MS/unit) 
MAWA 0.14/nut - - - - -- 24 283 601 734 838 1008 1089 I 115 1 230 1 284 
Malaysian Tails 0.17/nut 1 171 I 073 976 997 1 051 I 107 1 141 I 162 I 207 1 259 I 306 I 330 I 346 1 346 336 
Tapioca 0.44/lb - 250 500 500 500 250 . . .. . . 

U) Coffee berries 15.50/picul - - 105 366 629 890 I099 1 234 1 318 I 318 I 318 1 318 1 33I 1 318 
Bananas 168/ton 267 267 223 223 223 223 223 223 223 223 223 223 223 223 223 

Total 1440 1590 1700 1 830 2 140 2230 2540 3090 3400 3640 3860 3960 4000 4 120 4 160 

http:PsRC(X-jt'.ll


- -

Table 4.13 MALAYSIAN SMALLHOLDER COCONUT DEvEOPMENT PROJECT: INVESTMENT AND OPERATING COSTS FOR A SIX-ACRE FARM 

Total IYr. Yr.2 Yr.3 Yr.4 Yr.5 Yr.6 Yr.7 Yr.8 Yr.9 Yr.10 Yr.l1 Yr.12 
YrI3 r.14 

Yr.13 Yr.14 
Yr.15 
onward 

........................... ................................. 

Investment 

Development labour 454 

105Weed eradication 

Land preparation 301 

Planting materials 

- MAWA 176 

- Malaysian Tails 25 

- Tapioca 10 

- Coffee 	 113 

744Fertilizers/lime 

Contingencies 200 

Replanting . 

Total inv;estment 21lS 

_Pre-


Annual operating costs
 

Fertilizers 
 -

Plant protection 	 15 


Harvesting
 

- MAWAb 
 -

- Malaysian Tails 276 

- Coffee' ­

4 
 36 


Subtotal 


Land tax
 

327 


Miscellaneous 
 33 


Total operating costs 	 410 

SBased ,n relacement of 4 percent of 
As L er Itt lt. ptcktng ..t~tno fur 

r.na 


--
-

---------
-

203 251 ­
--

-
--------

-
-45 60 

---

38 75 75 75 


----38 - ­

-----89 87 

. . . .
10 15 	 . . . 

5 5 	 . . . . . . . .
 

. . . . . . .	 [
45 68 	 . 
-----50 - ­127 281 186 100 

- - -.58 88 29 15 12 
-	 65-
-
-
-
-


65. .
 

I 
. .- . ­620 930 290 190 100 

_
 
_ 


_ _ 
__ 

280 280 280 280 280 280 280
 
59 127 160 250 265 280 280 280 


46 46 46 46 46 46
 
62 106 81 68 56 51 46 46 46 


351 367 367
 
- - 7 81 172 210 239 288 311 318 

--
314 314
313 317 317
273 284 296 307


253 230 235 247 260 268 

210
210 210 210 210 210 210 


- - - 100 140 175 200 
66 66 66 

-

66 66 66 66 66 66 

36 661 66 66 66 66 


750 886 1012 1086 1137 1 197 1226 1237 1270 1283 1283
 
409 529 542 631 


130 137 137

94 10s 114 113 123 124 133 


41 61 58 69 80 


1470 1470
1 170 1250 1300 1370 1400 1420 1450 

500 640 650 750 880 1030 


coffee and co-onut area each ,ear. 
M$2I t 0 fr tuskotg. spl0ttjrlg and carrying to the roadside.per 0O nuts 

La S AZSn t. In*he firt ..dd cond y . o be rting (Years 3 ad 4 respectiveJy) it is asumed that harvesting is done entirely by family labour. In 
2.2 .. . r
.... ..__. j'V,, 




7-a bic 4.14 AfNI sg SPA~tAmtnCcntrZnnohNn.POo - U.b ,4* WU44M* 

pI*tI r.IYr2I Yr3I Yr4 Y.5 Y. I I onwa 
Pre- Yr. Y.3 Yr r5 Y Yr.7 Yr.8 Yr.9 Yr.10 Yr.1I Yr.1Z Yr.13 Yr1 1Ir2 

. . ....................... M................... ........................................ 

Receipts I 

Farm sales' 1370 1520 1630 1760 2070 2160 2470 3020 3330 3570 790 3890 3930 4050 4090 4090 

Total receiptsb 1370 1520 1630 1760 2070 2160 2470 3020 3330 3570 3790 3890 3930 4050 4090 4090 

Payments 

Investment costs - 620 930 290 190 100 ... . . . . . . . . 65 

Operating costs 410 500 640 650 750 880 1 030 1 170 1 250 1 300 1 370 1 400 1 420 1 450 1 470 1 470 

Total payments 410 1 120 1570 940 940 980 1030 1 170 1250 1300 1370 1400 1420 1450 1470 1535 

Net cash flow 960 400 60 820 1 130 1 180 1440 1850 2080 2270 2420 2490 2510 2600 2620 2555 

Less household payments 960 960 960 960 960 960 960 960 960 960 960 960 960 960 960 960 

Cash surplus - -560 -900 -­ 140 +170 +220 +480 +890 +1120 +1310 +1460 +1530 +1550 +140 +1660 +1595 

S It is a:.nmed that 6 percent of total production of coconuts at pre-project situation is retained for home consumption each year.
Excluding subsidies. 



Table 4.15 MALAYSIAN SM&LLHOLDER 

Yr-.I Yr.2 Yr.3 

Cash surplusa 

Plus loa n advanced 

Less loan repayment 

Balance 

-560 

560 

-

-900 

900 

--

-­ 140 

140 

--

Loan balance: 

Ope nin g b alance 

Plus loan advanced 

Subtotal 

Plus interest at 8". 

Subtotal 

Less loan repayment 

losing balance' 

- - 6 05 

560 900 

5601 1505 

- 12U 

(11)5 1 25I 

- -

05 25 

1 62 5 

140 

1 765 

141 

9(y) 

-

I 906 

Caan e l si g 

CoCoNUT 

Yr-i I 

+-170 

170 

1 906 

-

1 906 

152 


2 0 58 

170 


I 888 

BUDGET FOR A SIX-ACRE FARMPRo-T: FINANiCEDEVELOPMENT 

Yr5 	 Ionwar 
Yr.12 Yr.13 Yr.14 IYr.15

Yr.IO Yr.II 
V Yr.7 Yr.8 Yr.9 

+1595+1550 +1640 +1660
+890 +1120 +1310 +1460 +1530

+220 +480 
_­

..--­
--
--4 O 890 	 771 ­

349 1 310 1460 15301 1 550 1640 1660 
220 

-

...

1 88 8 I I 	 1 4 85 7 14 

_.
.
 
-... --

-1 s8- ISO 	 485 714 ---

....
151 1-', 119 57 	 ... 


....
2 039 I 9f5 	 1604 771 

-
771
220 48C 890 

I 811; I 485 	 714 -­

1595 



is expected to occur, some adjustments may 
needed to the budgets to account for changes in 
value of money over time. Should it be reason-

be to assume that the various components of pay-
.0ts and receipts will be affected more or less 
oqally by inflation, cash flow budgets can be drawn 
1 interms of real (year 0) money values (i.e., in-
loon can Lx ignored). This has obvious advantages 
d simplicity and of avoiding the difficult task of 
fortcasting the future rate of inflation. However, if 
inflgtion is expected to affect the budget components
Merentially, it will be necessary to account for 
dcuges in relative costs or prices, but again cash 
J~w budgets can be drawn up in real money values. 

Itisnecessary to take explicit account of inflation 
i afinance budget drawn up to represent the man-
qement of borrowed capital. Unless the rate of in-
btion isvery high, it is usual for lenders to specify
10n servicing payments in current (inflation-affected) 
money values, rather than in real (inflation-indexed) 
vaues. The cost of inflation to a lender is usually
reflected through a higher interest rate. There are 
two alternatives the analyst can adopt to deal with 
this situation, both requiring a prediction of the rate 
of inflation. One possibility is to draw up the cash 
Bow and finance budgets in current money values, 
Alternatively, it may be simpler to draw up the cash 
low budget in real (year 0) money values and then 
10divide the cash surpluses or deficits by an index 
of inflation to convert them to current values before 
thlfinance budet is drawn up. 

In assessing the economic merit of a particular
kvelopment programme, the first question to be 
Iddressed is whether the programme is feasible, in 

th sense that any required loans can be obtained 
Ind repaid, and whether the farm family can br 
ttlpPorted at an adequate standard of living during
the development phase. A finance budget of the 
form just illustrated will provide the means of testing
the financial feasibility of the plan. However, in 
Other cases the source and/or terms of finanLe may
IAve not yet been established, and it may rather be a 
question of determining some measure of profita-
btlity of the investment. One or other of the in-
estment appraisal techniqu~s described below will 

then be relevant. 

INVESTMENT APPRAISAL 

A number of investment appraisal methods have 

ben advocated for use in agriculture. Some of the 

thipler procedures, such as payback period and rate 


return on capital, may be used to give rougha 

"dication of the merits of an investment, but these 

..thods lack theoretical justification and can give

,.Nsleading results. For these reasonls, these methods 


1*ill not be described here. 

The more rigorous investment appraisal methods 
are based on the procedure of discounting. It is 
widely recognized that a dollar paid out or received 
today is more valuable than the same sum paid or 
received in the future. This difference in value need 
have nothing to do with inflation. Instead, it reflects 
the opportunity cost of capital. Thus, a dollar avail­
able today could be invest.d at the going interest 
rate of, say, 10 percent, so that in one year from 
now it would be worth (1 + 0.1) = $1.10. In two 
years, if left invested at the same rate of interest, 
it would have grown in value to 1.10 (1 + 0.1) = 
(I + 0.1) = $1.21, and in n years the accu­
mulated value would be (I + 0.1)n. This calculation 
is known as compounding and shows how a dollar 
available today can be converted to its equivalent
value at some future time. 

In general, the value at the start of year il, Cn, of 
some present sum P invested at an interest rate of 
i is given by C,, = P(1 + i)n. By simple algebra,
this equation can be turned round to give the for­
mula for discounting. That is, the value of a sum 
C, paid or received at the start of year n can be 
expressed in present value terms, when the interest 
rate is i, using the equation P = C,, (1 + i)-n. For a 
more complete review of compound interest rate pro­
cedures, see Chisholm and Dillon (1967).

lhe merit of the discounting procedure is that it 
allows payments and receipts occurring at different 
times in the future to be converted to a common 
standard in terms of their present value. They can 
thus be summed to determine the net present value 
of a project. Net present value (Ncvp) is a measure 
of the overall profitability of a project. In the NPv 
is positive the project may be said to be profitable,
while if the NPv is negative it is not profitable.
When comparing mutually -exclusive projects, such 
as alternative ways of attaining the same develop­
ment target, the one with the highest NPV is usually

regarded as the best.
 

The NPV of the development programme illus­
trated above is calculated in Table 4.16 for two 
rates of interest. It should be noted that this appli­
cation relates to a change in the organization of an 
existing farm. Thus only the increments or decre­

ments in farm net cash flow are included in the ap­
praisal. Moreover, the increase in the productive
capacity of the farm at the end of the planning 
period must also be taken into account. This latterconsideration is included in the form of the increase 
in the anticipated terminal value of the farm. Ter­
minal v~lties may be assessed either by reference to 
projected market values, or, more plausibly, by cap­
italizing the projected income stream from that 
date onward. An income stream of A dollars per 
annum into perpetuity may be converted to a capital 
sum C using the formula C = A/i. 
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Table 4.16 MALAYSLAN SMALLHOLDER COCONUT DEVELOPMENr PRw Fcr: NEr PRESENT VALUE CALCULATION FOR A SIX-ACRE FARM 

Yr.1 Yr.2 Yr3 Yr4 Yr.5 Yr.6 Yr.7 Yr.8 Yr.9 Yr.10 Yr.ll Yr.12 Yr.13 Yr.14 o nrd 

Farm net cash flow : 

With project 40 60 820 1 130 1 180 1 140 1 850 2080 2270 2420 2490 2510 2600 2620 2555 

Without project 960 960 960 960 960 960 960 960 960 960 960 960 960 960 960 

Difference -560 -900 -140 +170. +220 +480 +890 +1120 +1310 +1460 +1530 +1550 +1640 +1660 +1595 

Discount factor (8%) 0.9259 0.8573 0.7938 0.7350 0.6806 0.6302 0.5835 0.5403 0.5002 0.4632 C.4289 0.3971 0.3677 0.3405 3.9405b 

Present value (8%) 

Discount factor (12%) 

-519 

0.8929 

-772 

0.7972 

-111 

0.7118 

+125 

0.6355 

+150 

0.5674 

+302 

0.5066 

+519 

0.4523 

+605 

0.4039 

+655 

0.3606 

+676 

0.3220 

+656 

0.2875 

+616 

0.2567 

+603 

0.2292 

+565 

0.2046 

+6285 

1.5275b 

Present value (12%) -500 -717 -100 +108 +125 +243 +403 +452 +472 +470 +440 +398 +376 +340 +2 428 

Net present value (8%): M$10355
 

Net present value (12%): M$4 938
 



4.16 shows that both the calculated NPVS 

Ilpitive,indicating that the project is profitable, 
, at an interest rate of 12 percent. 

qpv method of investment appraisal is rel-
Sstraightforward to apply and gives a clear

-lofn of the profitability or otherwise c' a 
Its critics claim, however, that it suffers 

..the disadvantage that the appropriate interest 
.t must be determined before the method can be 
j Selection of the interest ,ate presents few 

idulties if there is a well-developed capital market, 
k~fnthis case the opportunity cost of capital may 
t taken as equal to the borrowing rate. However, 

here is severe capital rationing, coupled with the 
& of institutional measures rather than high in-
rt rates to r',strict credit availability, the op-
pounity cost of capital may be appreciably higher 
W the cost of borrowing, and may be very dif-
kult to determine. In such circumstances, the al-
mative investment criterion of internal rate of 
iMn (IRR) may be preferable to NPV. 

The IRR is defined as that rate of interest which 
maies the NPV of a project exactly zero. It is nor-
iallyfound be extending the NPV calculation on 
atrial rateand-error basis until the required interest 
isfound. Interpolation methods can be used to 
Veed the identification of the required rate Appli-
1ti0n of the method to our example development 

project is illustrated in Figure 4.8. 
The NPVs at both 8 percent and 12 percent in-
trtsthave already been calculated, rs shown in 
Table 4.16. Both are positive, implying an IRR 

eater than 12 percent. NPVS were therefore cal-
Mated for 15, 20, 25, 30 and 35 percent. The 
eults are plotted in Figure 4.8 and it may be seen 
tat the IRR can be estimated by interpolation to 

be about 31 percent. 

10 

Ely 

I-20 
Intere.t rat. i 

Figure 4.8. Relationship between NPV and interest rate for 
Asix acre farm in the Malaysian Smallholder Coconut De-
'lopment Project. 
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Using the IRR criterion, a project is usually said 
to be profitable if it yields a rate of return greater 
than the cost of capital. In our example an IRR 

of 31 percent is considerably greater than the cost 
of capital, so that the project is worthwhile. In 
comparing mutually exclusive projects, the one with 
the highest IRR is normally regarded as the best. 

The operational disadvantages of the IRR cri­
terion are twofold. First, it is more difficult to apply
 
than the NPv, and second, in certain circumstances,
 
multiple solutions can exist. That is, there may be
 
a number of interest rates that all yield zero NPV.
 
Fo:tunately, multiple solutions are rarely encountered
 
in practice, but the fact that they occur is one of the
 
reasons why NPv is generally to be preferred to 1RR
 
for appraisal of farm development projects.
 

In inves.tment appraisal using either NPV or IRR 
it may be necessary to consider the effect of inflation. 
If the cash flows being discounted are in real money 
values, the appropriate interest rate for discounting 
for NPV calculation or as the cut-off rate for IRR 
evaluation must be the opportunity cost of capital 
net of any intlation effect. For example, if the 
annual opportunity cost of capital is judged to be 
25 percent and if annual inflation is expected to be 
10 percent, the annual interest rate to be used in 
investment appraisal is 15 percent. Of course, if 
cash flows are expressed in current rather than real 
money values, the rate represe.ting the gross op­
ortunity cost of capital should be used. 
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5. PARTIAL BUDGET ANALYSIS
 

prtial bdget analysis is concerned with evaluating 

jeconsequences of changes in farm methods or orga-
mdion that affect only part rather than the whole 

dthc farm. The distinctive feature of partial budget 
mlysis is that only factors contributing to changes 
g the measure or measures of whole-farm perfor-

mace being considered are included in the budget. 
Tbus partial budget analysis of the possible use of 

for one of the crops on a crop-aDew fungicide 
imtock farm would be carried out by budget anal-
*encompassing only performance elements which 
wold be affected by introduction of the new fun-
ide; by comparing the situation with and without 

new fungicide, the net effect of its introduction 
O relevant measures of whole-farm performance 
ould be estimated. 

The merits of a partial approach to budgeting are 

cosiderable. Partial analysis is less demanding of 
data than whole-farm budgeting. It is not necessary 
to have information on parts of the farm not af-
kced by the change under review since the per-
fmance of these sectors will remain constant. For 
this reason, partial analysis is generally simpler than 
Whole.farm analysis. Too, by their nature, partial 
budgets are typically applicable to a wider range of 

farm circumstances than is the case with whole-farm 
Wdgets. 

Partial budget analysis can be used to evaluate 
the effects of a change in the wzy a farm is run on 
ay of the measures of whole-farm performance 

discussed in Section 3.2. However, by far the most 

cOinmon type of partial budget is a partial profit 
budget, constructed to show the effect of the change 
Under review on some measure of profit such as net 
farm income or.net farm earnings. 

5.1 Partial profit budgets 

-
tUsally simply called partial budgets - are used 
to evaluate the effect on farm profit of a proposed 
Change in the way a farim is operated and run. For 

phis farm can be regarded as 

As already indicated, partial profit budgets 

Purpose, profitdaility 
being measured by net farm earnings (see Section 3.2). 

Partial budgeting is most appropriate to evaluate 

the effects of relatively small changes in farm orga­

nization or methods. If large-scale changes such as 

a major reorganization in the enterprise mix are being 

contemplated, whole-farm budgeting (as described in 

Section 4.6) may be more appropriate, even though 

a partial approach is still possible. Partial Itudgeting 
is therefore a very useful farm planning method. In 

any farm management study it would be unusual not 

to encounter a number of alternatives relating to the 

conduct of a particular farm enterprise. Partial bud­

geting provides a convenient way of comparing the 
as weprofitability of such alternatives. Moreover, 

shall show, partial budgeting is a relatively simple 
procedure. The method can readily be taught to 
extension workers, or even to farmers, provided they 
have a minimal level of literacy. For this reason, 
partial budgeting may be said to have the widest 
potential use of the planning methods discussed in 
this manual. 

The first step in partial budgeting is to describe 
carefully and exactly the change in farm organization 
or methods being considered. This is important be­
cause experience teaches that a common source of 
error in partial budgeting is confusion about the 
exact nature of the change under review. To min­
imize the risk of such error, the proposed change 
should be spelt out in some detail, and should be 

, 'written down at the head of the budget which shovl

Next, the gains and losses resulting from the spec­

also show the date of the analysis. These steps 
also minimize possible confusion if the budget is 
referred to again at some later date. 

ified change should be listed and quantified. '.",al­
ing with losses first, these can be classified under rt-o 

headings. First, there are the extra ex, ;nses or costs 

that occur because of the proposed change. Second, 
to these must be added any gro-- income or revenue 

foregone in consequence of the change, that is to say, 
any revenue which would be received under the 
present farm system, but which would no longer be 
received if the change under review were to be imple­
mented. 

On the other side of the budget, the gains also can 

be classified into two categories. First, any expenses 
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or costs saved as a consequence of the proposed 
change should be detailed. These are costs that 

would have been incurred under the existing system, 
but that would be avoided if the proposed change 
were to be adopted. Second. to these gains (if any) 
should be added any extra gross income or revenue 
that arises in consequence of the proposed change. 

The chang e in farm profit associated with the 
budgeted change can now be calculated quite simply 
as total gains minus total losses. If total gains are 
greater than total losses, the budget obviously indi-
cates that the proposed change is profitabie. If the 
converse is true, the indication is that the change is 
not profitable. Of course, this assessment of the 
change in farm profit is contingent upon the cor-
rectness of the technical and financial data used in 
the budget. 

In partial budgeting it is not always possible to 
quantify and include in the budget all the factors 
bearing on the decision as to whether or not a pro-
posed change should be implemented. It is there-
fore a good idea, as the next step in the analysis, to 
list any important non-pecuniary factors bearing on 

such consid-the choice. These factors will include 
erations as the degree of risk associated with the 
change, the implication of the proposal for the farmer 
and his family in terms of the amount and nature 
of the work to be done, and the management skill 
required to operate successfully the proposed new 
farm system. Any prerequisites for the successful 
implementation of the proposed change should also 
be noted. An example is where additional capital 
is required which must be borrowed, so that a loan 
must be arranged. 

When both the pecuniary and non-pecuniary aspects 
of the proposed change have been set down, it should 
be possible to make a recommendation on which 
the farmer or farmers to whom the partial 	budget 
is relevant may act. Thus in an extension context, 

the merits of some proposed new production tech-

nology can be assessed to determine whether it should 
be widely promoted among farmers by the extension 
service. Similarly, the results of partial budget insl-

be used to answer policy maker's quesuiinsysis can 
about the effects on farm output, income and resource 
use of some actual or proposed policy change. 

When using partial budget analysis in an advisory 
most import6,itor extension context, it is, of course, 

that any recommendation based on the budget results 

should take account of the farmer's aims and objec-
is being investigated ontives. Where the change 

behalf of not one, but a group of farmers, a general 
but any individualrecommendation might be made, 

conclusioncircumstances predisposing a contrary 

should also be noted. If there is only one farmer to 
a good idea to discuss thebe considered, it is always 

with him and, if appropriate, with otherbudget 

members of his family. The final decision to adopt 

or not adopt a particular proposal must always rest 

with the farmer in consultation with his family, sinc 
it is they, and not the farm management analyst, 
who have to bear the consequences of the decisit 

Finally, at least when working in an advisor 
context, the analyst may need to do some follow.up 
work to ensure that a change, which has been rec. 
ommended in the light of budget results, can 
successfully imp!cmented. It may be necessary to 

monitor the progress of the farm to see that the new 
system is being correctly introduced. Supplies ol 
new inputs may need to be arranged, or the farmer(,, 
may need to be instructed in new management skills 

If products new to the district are to be produced, 
marketing channels may need to be established, and 
so on. 

By way of an example of partial budgeting, con 
sider the case of a small farmer in the Cook Island 
in the South Pacific who grows about I ha of v4. 

te Neetables for the local market and for export 
Zealand. He is considering the purchase of a second. 
hand imported tractor with basic cultivation imple. 
ments. The farmer's aim in making te purchase 3 
to avoid having to pay hire charges to a contract4 
to cultivate his land, and to earn some income I 

doing contract work for his neighbours. A budga 
for this proposed change is set out in Table 5.1. 

The table includes a definition of the change 
be considered, the date of the analysis, the lost 
and gains in annual income and expenses that itj 
anticipated would result from the proposed 	 inves 
ment, and hence the forecast change in profit. 	 Odb 

6considerations of a non-pecuniary nature are 
briefly noted. Note that, anong these other comst 

erations is the fact that, by owning his own tract% 
the farmer could perform his cultivations in a mm 

timely manner. If this can be expected to incren 
yields, the benefits of improved timeliness shod 

have been included in the budget under the head 
of "extra revenue". However, in this case, ,1a 
benefits proved too difficult to quantify and therefl 
were not included in the main part of the budget 

The recommendation to be drawn from the bud 

of Table 5.1 obviously depends on the importw 
the farmer attaches to having ready access to' 
tractor when he needs it. However, this consideCO 

would need to carry considerabie weight toOb 
loss of $285 per annum coupled wOthe estimated 

the extra input of time demanded of the farmer 
A feature to note in the example budget inT 

5.1 	 is the treatment of the capital costs assOi 
cwith the purchase of the tractor. Because th 

ital cost does not occur every year, it does ONJ 

pear in the budget as an annual cost. lnstedi 
c,;tof the tractor and implements isinitial 

ui
over the expeLted economic life of the eq p 
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Table 5.1 A PARIIAL BUDGET FOR PURCHASE OF A TRACTOR 

_,adtr teyiWew: Purchase of a second-hand tractor and implements for $5000 to save on contract charges and to earn 

' income by doing contract work for neighbours. 
.
a,1978.
 

Losses (0) 

coits: 
100015 00015W, atin: 

iwi on average investment: 0.1(5 000/2) 250 
W~ 3nd repairs: 220 hrs at $2.50/hr 550 

.4mA'licence fee 25 

tmue/oregorie: 

Total losses 1825 

_ p,ofit = 1540- 1 825 = -$285, i.e., a loss of $285. 

.Aer
considerations 

I. Improved timeliness.
 
2 Reduced risk of tractor not available when required.
 
3 $5000 loan required.
 
4 Farmer must work extra 220 hrs per year.
 

'Anual basis. 

h in this case was five years, leading to an 
Jual depreciation cost of $1000. If it had been 
Isticipated that the equipment would have had any 
9'eciable salvage value at the end of this pcriod,
Jt annual depreciation and interest charges would 
ave been calculated slightly differently according to 
I formulae D = (C-S)/L and I = i (C + S)12 where 
1isannual depreciation charge, C is capital cost, 
Sissalvage value, L is economic life in years, I is 
11nual interest charge and i is the relevant annual 
nterest ,"ate. This contrasts with the depreciation 
ad interest charge calculations of Table 5.1 which 
ls"Une a salvage value of zero after five years. 
Inthe budget of Table 5.1 the interest charge isICulated
on the assumption that the required cap-

is borrowed at an interest rate of 10 percent 
Perannum calculated on the balance of the loan.I11ce an interest charge on the average sum bor-

towed is included in the budget. If the capital is 

foUnd from the farmer's own savings, held perhaps 

'uasavings bank, the interest item would appear on
Ithesame side of the budget but under revenue fore-

lone, rather than under extra costs. The amount 

would be calculated as above but using the rate of 

itlerest paid by the bank. 

It should be noted that the methods of dealing

With changes in 'ie capital position of the farm 
described above are somewhat approximate. If this 
1sPect of the proposed change is considered im-
Portant, a partial cash flow budget, as described in 

Gains' (5) 

Costs saved: 

Hire of contractor: 70 hrs at $7/hr 490 

Extra revenue: 

Contract work for neighbours: 150 hrs at $7/hr 1050 

Total gains 1540 

Section 5.3 below, may be more appropriate than 
a partial profit budget. 

A second example of a partial budget is given in 
Table 5.2. This example relates to a possible change
in the balance of enterprises on a cropping farm in 
the Cameron Highlands of Malaysia. The proposed 
chanpe is to expand the production of Chinese cabbage
with a corresponding reduction in the area devoted 
to tomatoes. A total of 5 acres (2.02 ha) is involved 
in the proposed change.' It is possible to grow
three crops of chinese cabbage in a year, but only 
two crops of tomatoes. It is not implied that these 
crops would be grown consecutively on the same 
piece of land, but rather that the overall annual 
farm rotation would be modified to incorporate 
three 5-acre chinese cabbage crops instead of two 
5-acre crops of tomatoes. 

The extra costs show in the budget of Table 5.2 
the variable costs of Chinese cabbage production, 
while revenue foregone is the gross income previously 
earned from two 5-acre crops of tomatoes. On the 
other side of the budget, costs saved are the variable 
costs of tomato production, and extra revenue is 
the gross income which would now be earned from 
Chinese cabbages. 

1 Non-metric units are used in this example to correspond 

with current usage in the country concerned. 
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5.2 

CROPPING PROGRAMMETable 5.2 A PARTIAL BUDGET FOR A CHANGE IN 

Change under review: Replacement in annual rotation of two 
cabbage.
 

Date: June, 1976. 

(MS)Losses 

Extra costs: 

5 X 3 acres Chinese cabbage: 
Planting materials, M$26/ac 390 

16 980Fertilizer, M$I 132/ac 
2220Insecticide, M$148/ac 
1035Fungicide, M$69,ac 

Weedicide, M$27/ac 405 

Fuel, M$44/ac 660 


Revenue foregone: 

5 x 2 acres tomatoes at M$4 200/ac 42000 

Total losses 63690 

Extra profit = 80 465 -- 63 690 = M$16 775. 

Other considerations 
man days).1. Increase in family labour input (30 

2. Small reduction in risk. 

Annual basis. 
data given by Chiew (1976).Source: Based on 

In this case, the budget shows an increase in an-

nual profit for the proposed change. Although the 
change implies an increase in the amount of family 
labour needed, it is assumed that this labour is 
available, and a recommendation might we!l be made 
in favour of the proposal. 

Gross margin budgets 

It should be reasonably evident that a budget such 

shown in Table 5.2 above, relating to aas the one 
change in the levels of the enterprises in a I rm 
plan, can be more simply constructed using gross 
margins. The budget of Table 5.2 records the gross 

income foregone and the variable costs saved for the 

enterprise being reduced in scale (tomatoes), and 

the extra gross income and additional variable costs 

for the enterprise being expanded (Chinese cabbage). 

A simpler presentation is therefore achieved by 

deducting the variable expenses from the gross in-

come of each crop. In the example above, the two 

gross margins would be calculated as shown in 

Table 5.3 for tomatoes and in Table 5.4 for Chinese 
cabbage. These tables represent simplified activity 
budgets for the two enterprises, as outlined in Sec-
tion 4.3. The partial budget to calculate the extra 

plantings of tomatoes of five acres by three plantings of ChinIe 

Gains' 

Costs saved: 

5 x 2 acres tomatoes:
 
Planting materials, M$7/ac
 
Fertilizer, MSI 197/ac
 

1j0Insecticide, M$182/ac 
Fungicide, M$173/ac 171 

Weedicide, M$28/ac 10 
Fuel, M$47/ac 40
 

Extra revenue: 

5 x 3 acres Chinese cabbage at M$4 275/ac 64 it 

Total gains 80463 

profit from the change is then simply consumc 
using the enterprise gross margins as follows: 

Losses M$ 

Gross margin foregone:
2 X 5 acres tomatoes 

at M$2 566/acre 25660 
MlGains 0 a ns 


Extra gross margin: 

2 X 5 acres of Chinese 
cabbage at M$2 829/acre 424 

Extra profit = 42 435 - 25 660 = M$16 775 

The use of gross margins for calculating tOt 

fect of changes in farm organization on farm Fd 
in the manner just illustrated is obviously vCrY1 
venient. The procedure has already been illii 
in the context of farm programming in Sectiad4 

However, in using gross margin for partial budF0 
there are some dangers which must be kept il ­

obvious temptation toFirst, there is an 
profit can always be increased bY" that farm 

panding those enterprises showing a high gross 

gin per unit land area at the expense of those g 
a lower return to land. As has been' ilUsit 9 

so
Chapter 4, this might not always be 
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Table 5.3 GROSS MARGIN BUDGET FOR TOMATOES 

,ross income/acre: 
175 piculs/acre at M$24/picul 

(MI) 
4 200 

1ariable expenses/acre: (MP) 
Planting materials 7 
Fertilizer 
Insecticide 

1 197 
182 

Fungicide 173 
Weedicide 28 
Fuel 47 

Total 1 634 

6ross margin/acre 2 566 

Approximate growing period 5 months 
Labour input 154 days 

resource and other constraints. If the areas of the 
crops with high gross margins per unit of land are
expanded without regard to the constraints, a likely 
consequence is that fixed expenses will be increased,
perhaps to the point where the increase in total gross
margin is more than offset. It follows, therefore,
that partial budgets should be constructed using 
toss margins including explicit consideration of theeffect of the proposed change on the level of fixed 
expenses. Thus, the appropriate format for a partial
budget using gross margins is as follows:

Losses $ 
ossmes 

Gross margin foregone w 
Extra fixed expenses x 


Total losses 
 A = w-+x 

Gains $ 
Extra gross margin y
Fixed expenses saved z 

Total gains B = y + z 
Extra profit = B - A. 

ll our gross margin budget example of Tables 5.3and 5.4 above, no changes in fixed expenses were 
anticipated, so that there was no need to set out the 
budget in this wore complete form.

The second danger in the gross margin budgetingapproach is the implicit assumption of linearity in 
'Oss income and variable expenses. While Chinese 
bbage presently being grown on the farm in our

elxarple above may indeed yield a gross income of 
4;4275 per acre on average, with average variable 
exPenses of M$1 446 per acre, as set olt in Table 
54t a no' e safe to assume that the additional 

5-acre crops will also produce the same gross 

Table 5.4 GROSS MARGIN BUDGET FOR CHINESE CABBAGE 

Gross income/acre: 
190 piculs/acre at M$22.5/picul 

(MSt) 
4 275 

Variable expenses/acre: (M) 
Planting materials 26 
Fertilizer 
Insecticide 

1 132 
148 

Fungicide 69 
Weedicide 27 
Fuel 44 

Total 1 446 

Gross margin/acre 2 829 

Approximate growing period 4 months 
Labour input 106 days 

income per acre with the same level of variable ex­
penses. Perhaps the additional area may have to be 
grown on less suitable land or at a less appropriate
stage in the rotation, so that the yield will be less 
than for the existing area. More fertilizer may be
needed to achieve the same yield. Alternatively, it 
may be that, because a larger proportion of the farm 
is now devoted to Chinese cabbage, the incidence ofpests and disease will be increased. As a result,
spraying expenses may be greater, not only on the
additional area, but also on the existing area..The gross margin budgeting format set out abovedoes not provide a convenient framework for con­
sideration of non-linearities of the types just described. 
If such non-linearities are thought to be present in a 
particular case, the more general partial budgeting 
format, discussed in Section 5.1, is more appropriate.
Moreover, the danger in the gross margin approach
is that proper consideration may not be given to 
possible non-linearities. For this reason, gross margin
budgeting should be used with caution. It is not atechnique that is recommended for use by inexpe. 
rienced farm management workers. 

5.3 Partial cash flow budgets 

Cash flow budgeting has already been discussed
and illustrated with a fairly comprehensive examplein the context of development budgeting in Section 
4.7. The main purpose here is to emphasize that
cash flow budgets may be constructed on a partial
basis, as well as on a whole-fann basis. In partial
cash flow budgeting, only those cash flows which 
would be changed as a consequence of some pro­
posed change in the farm plan are included in the 
budget. 
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Partial cash flow budgets may be drawn up on a 
basis. A short-termor long-termshort, medium 

budget would be constructed to show the effects on 

the seasonal pattern of cash flow of the change under 

review. It would therefore normally be drawn up 

monthly basis, probably with a planning ho­on a 
of one year. A medium-term budget would 

rizon 
extend over perhaps two or three years with cash 

flows typically recorded quarterly, while a long-term 

budget would extend over several years and the cash 

flows would normally be reported on an annual basis. 

Short and medium-term partial cash flow budgets 
in most circumstances, since, 

are of limited value 
with these shorter time horizons, the usual purpose 
of cash flow budgeting is to establish the feasibility 

farm plan in terms of capital andof a particular 
4.4, this 	 questioncredit. As discussed in Section 

can usually best be investigated on a whole-farm 

basis. However, long-term partial cash flow budgets 

do find considerable use for evaluating the profita-
planbility of 	 some proposed change in the farm 

theIn fact, although
using discounting methods. 
development budget in Section 4.7 above was drawn 

up on a whole-farm basis, the evaluation of net 

present value (NPv) and internal rate of return (IRR) 
out in a partial way, i.e., the proposedwas carried in terms 	 of the was evaluateddevelopment project 

changes in net cash flows compared with the existing 

farm system. 
For a further, rather more straightforward example 

of partial cash flow budgeting, we turn again to the 
ofa fam 	tactobudget for the purchase of a farm tractor in the Cook 

A partial profit budget for this proposal is 
budgt fr th puchas inthe ook 

Islands. 

given in Table 5.1. For a simple investment decision 

of this kind, where no development phase is involved,
 

an adequate economic appraisal can be made in the 

in Table 	 5.1. However, an alterna-way illustrated moretive evaluation, which is theoretically slightly 

made using a cash flow budgetsatisfactory, can be 
coupled with the NPV criterion. The relevant cal-

Table 5.5 for the five-yearculations are shown in 
period corrcsponding to the expected life of the 

tractor. 
manner which parallelsThe budget is set out in a 

flowsthe format of a partial profit budget. Cash 

in the form of extra payments of foregone re-lost, 
for each 	 year in the planningceipts, are recorded 

the form 	 of paymentsperiod. Similarly. gains in 
saved or extra receipts are also enumerated. Sub-

tracting total cash flow losses from total gains indi-

net cash flow in each period coveredc.ates the extra 
by the budget. These net cash flows can then be 

In the example,discounted to find the NPV or IRR. 
the NPV is calculated by discounting using an an­

nual cost of capital or interest rate of 10 percent. 
that the N1pv found is neg-

It is reassuring to note 
ative, implying that the investment would not be 

BUDE FOR.	 PURCHASE OFATable 5.5 	 PARTIAL CASH FLOW 

TRACTORa
 

Year 0 Year I Year 2 Year 3 Year 4 Year5 

_ 

Losses 
Extra pay­
mentst 

..tractor 5 000 . .
 

Fuel and
 
- 550 550 550 550 550

repairs 

Annual
 2525 25 

- 25 25licence fee 
Receipts
foregone: 

-,Nil 

Total annual
 

575575 575 575 575losses 5000 
-

Gains 

Payments
saved:
 

Hire of
 
contractor - 490 490 490 490 490 

Extra receipts: 
Contract 
work - 1050 1050 1050 1050 150 -

Total annual 
1540 1540 - 1540 1540 1540gains 

E
 
Extra net cash 065f 50009 +96 +95 +65flo +659 0.6209-500 1+877 0.8264+7971+7250.7513 0.6830 +599Present value 1.0000 

+659__ 59_Discount factorb 0.9091 

__5000 _+877_+797_+725_Present _value 

Net present 	value' = -$1 343. 

I For details of the proposed change, see Table 5.1. Budget pm 
pared in May 1978. 

t, Assuming an annual interest rate of 10 percent, i.e., i i=0.1 

profitable. This conclusion conforms with that found 

in the partial profit budget of Table 5.1. 
of the form illustratdPartial cash flow budgets 

changes oa I are most 	 appropriate for evaluating 
of makindevelopmental nature, i.e., where costs 

over .nore than one yew.the change are spread 
a few years bkand/or where there is a time lag of 
occu In Nfore the full benefits of the change 

should be a sign~ficant facto.context, if inflation 
be taken into account as ou:lined in S6'it should 


tion 4.7.
 

5.4 Parametric budgets 

is concerned W10As discussed above, budgeting 
of alternative couropredicting 	 the consequences 

In this sense, as noted in Section 4.5. tMof action. 
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0onstitute perhaps the simplest approach to farm 
,,.sem simulation. However, because the future is31ways to some degree unpredictable, many of the,lanning coefficients used in budgets are uncertain,

Rates of technical performance may be difficult topredict because they vary from year to year and:ro'n farm to farm. and may be inadequately doc-urnented. Similarly, prices of inputs and outputsmay vary in a largely unpredictable way. Budgets
aro ordinarily constructed using the "best estimates"
iffuture rates of performance and prices. A bestestimate can be taken as the mean or expected value 

of the farmer's or analyst's subjective probabilitydistribution for that coefficient or required piece ofdata. In addition, the term "best estimate" impliesthat all reasonable steps have been taken to gatherrelevant information, so that the degree of uncertainty,
or variance, surrounding the estimate is as lowpracticable. Because 

as 
the amount of evidence that 

can be gleaned varies from one planning coefficient 
to another, the degree of uncertainty will also varyfrom coefficient to coefficient. The planner will often
bewell advised to consider the effect on the budgetof departures in uncertain planning coefficients from
the estimates initially adopted. 


In some cases, one 
particular planning coefficient may be regarded as a key source of uncertainty.
useful variant of partial budgeting in such 

A 
a case isknown as break-even budgeting. In this method,

which is usually applied to partial profit budgeting,the budget is drawn up to establish the value of theselected coefficient at which gains and losses are
equal. The value so determined is known as the 
break-even value. The merit of the method lies inthe fact that it changes the nature of the assessment 
that must be made in regard to the uncertain coef­ficient. Instead of assessing the expected value, thePlanner or farmer can assess the probabilities thatthe actual value will be above or below the established
break-even level. Thus, the chance that the pro-
Posed change will prove profitable can be assessed

(subject to all other coefficients taking their expected
Values). It is -asually easier to assess the probability
of an uncertain coefficient exceeding or falling below 
aspecified value than it is to assess an expected value

for that coefficient. If the break-even value is found
to be very high 
or very low, a conclusion about the

likely profitability of the change 
 under review maybe drawn with a high degree of confidence. 


The break-even budgetirg method can 
 be "lus-trated using the example of the partial profit budget
for the purchase of a tractor presented in Table 5.1.The decision in this case can be seen to hinge on theamount of contract work obtained. The demand forContract work in the district might be viewed as
highly uncertain, so that it would be useful to estab,
lish the break-even value for the number of hours of 
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work obtained. The required break-even budget isshown in Table 5.6. 
The procedure in break-even budgeting is to assignsome pronumeral, in this case, h for hours, to the

key uncertain coefficient. (A pronumeral is a letter or other symbol used to represent a number.) Thepartial profit budget is then drawn up in the usual way except that the expression for extra profit, foundas gains minus losses, becomes an algebraic expres­sion involving the pronumeral. The break-even value
is then found by setting this expression equal to zero and solving, as illustrated in the lower part
of Table 5.6. 

The notion of replacing a selected planning coeffi­cient in a budget with a pronumeral can be extendedto more than one coefficient. Such budgets are calledparametric budgets and are designed to show theeffect on (extra) profit of variations in the selectedplanning coefficients. Thus, break-even budgets are
really a special category of parametric budgets.

Parametric budgeting is best explained usingexample, and an 
we turn again to the budget for thepurchase of a tractor. Suppose that now we wishto investigate the effects of different assumptions,

not only about the amount of contract work obtained,
but also about the economic life of the equipmentand about the level of fuel and repair costs per hourworked. Each of these planning coefficients can berepresented by a pronumeral and a parametric bud­
get can be drawn up as shown in Table 5.7.As shown in Table 5.7, the expression derived forincrease in profit, D, in terms of the three selected 
parameters, h, t and f. is 

(5.1) D = 215 + 7h - 5 000/t - f(70 + h). 

This expression can now be used and interpreted in a number of ways (Cassidy, 1964). One possibilityis simply to evaluate the expression for selected

values of the parameters. The values used might be
those judged relevant to a particular case, so that
the parametric budgeting approach provides a 
meansof extending the application of the budget to a num­ber of farms with somewhat different circumstances.

(For an example of a very extensive parametric live­stock budget intended for use in this way, see
Byrne, 1964.) An extension of this approach is to

tabulate the values 
 of D for particular values of h,t and fwithin the ranges judged relevant. However, 
perhaps the best way of summarizing the results ofsuch evaluations is in graphical form, as illustrated 
in Figure 5.1. 

The graphs in Figure 5.1 are drawn !o permitevaluation of D for given values of i,f and t. Useof the graphs is illustrated for h = 150, f = 2.5 and 
t = 5, which were the values used in the original
partial profit budget of Table 5.1. For these values 



f-3.5 f-3.0 f-2.5 f2.0 f.1.5 
h 250 

200 

150 

10. 

x1 215 +7- WO, h) 

-3 

0 

t 8 

D S.1000i 


Figure 5.1. Graph to evaluate expression for extra profit 
in tractor purchase budget example of Table 5.7. 

a net lossshowsFigure 5.1 
of the three parameters, 

of -$285, as calculated in the original budget. 
someThe construction of Figure 5.1 may warrant 

a rearrangementexplanation. It is developed from 
of expression (5.1) above into the form 

[215 + 7h - f(7O + h)] - 5 000/t.(5.2) D = 

The term in square brackets is evaluated first and is 

plotted on the horizontal axis of Figure 5.1 for values 

of h in the range of interest and for selected values 

of f. In the lower right-hand quadrant of the figure, 

the final term incorporating t is introduced. Because 

the graphs to be plotted are linear, it suffices to find 
each line, which can then be joinedtwo points on 

using a ruler to obtain the lines shown. 

Before leaving the topic of parametric budgets, it 

should be noted that although the usual application 

of the method is in the context of partial profit bud-
can also be applied togets, parametric budgeting 

other kinds of partial budgets, such as cash flo 
budgets. For example, the partial cash flow budget 
of Table 5.5 could be constructed using the sarne 
parameters as in Table 5.7. The net present value 
could thereby be found as an expression involving h, 
f and t, and this expression could be evaluated 
grap'.ically or in other ways, as described above. 
The chief difference would be that the parametric 
cash flow budget would prove rather more corn. 
plicated than the parametric profit budget. 

The procedures of break-even and parametric bud. 
geting can also be applied to whole-farm budgets. In 

break-even context, the value of the coefficient ofa 
concern can be determined at which some selected 
measure of overall farm profit is zero, or is equal to 

some chosen critical value. Likewise, parametric 
procedures can be used to reflect the effects on overall 

farm performance of variations in a number of 
planning coefficients. 

5.5 Risk budgeting 

Risk budgeting is a form of parametric budgeting 
to the case where probability distributionsadapted 

have been specified for the uncertain coefficients such 
as yields and prices, and where the aim is to assess 
the probability distribution of the resulting profit 
or gross margin. Again, like other forms of bud. 
geting. it is a type of simulation modelling as dis. 
cussed in Section 4.5. 

simple example of risk budgeting,To give a 
gross margin per unit area of a cash crop can be 
defined as 
(5.3) g = y(p-u)-v 

where g is gross margin ($Iha); 

y is yield (t/ha);
 
p is price (S/t);
 
u is those variable expenses that are related to
 

the level of yield (S/t); and 
v is those variable expenses not related to the levk 

of yield (S/ha). 

p will be uncertaoIn the typical case, both y and 
and subjective probability distrioutions on these u 

certain quantities might be assessed. Risk budgett1 

is concerned with using these distributions, togetl 
find the probabililwith estimates of u and v, to 

distribution of g. 
In some special cases it is possible to calcuia 

statistics of the distribution of g directly from iafL 

mation about the distributions of y and p. For mW 
to be considered,distributions of y and p likely 

mean and variaois straightforward to calculate the 
1978). If higher.00of g (Anderson and Doran, 
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Table 5.6 BREAK-EVFN BUDGET FOR THE PURCHASE OF A TRACTOR 

Change under review: Purchase of a second-hand tractor and implements for $5000 to save on contract charges and to earnextra income by doing contract work for neighbours. 
Dale: May, 	 1978. 

pf,inunieral: Let h = hours of contract work performed. 

Losses ($) Gains' () 
Ertra costs: Costs saved: 

Depreciation: $5 000/5 1000
 
Interest on average investment: 0.1(5 000/2) 
 250 Hire of contractor: 70 hrs at $7/hr 490 
Fuel and repairs: (70 + h) hours at $2.50/hr 175 + 2.5h
 
Annual licence 
 25 

Extra revenue: 
Revente foregone: 

Nil 	 Contract work for neighbours: h hrs at $7/hr 7h 

Total losses 	 1450 + 2.5h Total gains 490 + 7h 

Ertra profit 	= 490 + 7h - 1 450 -- 2.5h
 
= 4.5h - 960.
 

Break-even 	 value: 

When extra profit is zero, 4.5h - 960 = 	0, i.e., h = 213.3 hours. 

Other considerations: As noted in Table 5.1. 

Annual basis. 

Table 5.7 PARAMETRIC BUDGET FOR THE PURCHASE OF A TRACTOR 

Change under review: Purchase of a second-hand tractor and implements for $5 000 to save on contract charges and to earn 
extra income by doing contract work for neighbours. 

Dase: May, 1978. 

Parametric variables: Let: 

h = hours of contract work performed:
 
t = economic life of machinery;
 
f = fuel and repair costs er hour worked.
 

Losses () 	 Gains (5)Extra costs: 

Depreciation 5 000/t Costs saved:
 
Interest on average investment: 0.1(5 000/2) 250 

Fuel and repairs: (70 + h) hours at $f/hr 

490
 
f(70 + i) Hire of contractor: 70 hrs at $7/hr


Annual licerce fee 
 25 
Revenue foregone: Extra revenue: 

Nil 	 Contract work for neighbours: h hrs at $7/hr 7hTotal losses 	 5000/t + 275 

+ f/(70 + h) Total gains 490 + 7h 

Extra profit = 490 + 7h 5 000/t - 275 - f(70 + h) 

= 215 + 	 7h - 5000/t - f(70 + h). 

Other considerations: As noted in Table 5.1. 

Annual basis. 
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moments of the distribution of g are needed, such as 
the third moment which is used to measure the 

skewness of the distribution, some difficulties may be 
encountered, especially if the distributions of y and 
p are not independent. Similarly, if it is desired to 
obtain the whole distribution of g, perhaps to display 
in the form of a cumulative distribution function for 
subjective evaluation of the degree of risk, direct 
analysis will be applicable only in a few special cases. 
When direct analysis fails, the best operational ap-
proach is by use of simulation based on Monte Carlo 
sampling as illustrated by Anderson, Dillon and 
Hardaker (1977, Ch. 8). 

The Monte Carlo method applied to risk budgeting 
involves pseudo-random sampling from the distribu-
tions of the uncertain parameters in the budget to 
obtain a set of planning coeficitnts. The arithmetic 
involved in calculating the required gross margin is 
then performed in the usual way, and the whole 
process is repeated many times. The resulting distri-
bution of. values of the gross margin can then be 
summarized in some informative way. For example, 
the distribution might be plotted as a cumulative 
distribution function, or required summary statistics 
(such as the estimated mean and variance) of the 
gross margin can be calculated. 

Because of the relatively large sample size (i.e., 
runs of the budget simulation model) needed in 
applying the Monte Carlo risk budgeting procedure 
outlined above, a computer is usually used to imple­
ment such analyses. One set of computer pro­
grammes developed for this purpose has been pro-
vided by Anderson (1976). The following illustrative 
applicaticn of the method is taken from that source. 

The ca;e studied relates to a decision maker in­
terested iii a risk evaluation of the gross margin per 
hectare of barley. Variable expenses for the crop 
are regarded as being virtually certain at $82/ha. It 
is assumed, largely for the sake of expediency, that 
uncertainty in the yield ard price of barley can be 
adequately captured using triangular distributions. 
This form of distribution has the advantage of being 
completely defined by only three parameters - the 
highest possible value, the lowest possible value, 
and the most likely or modal value (Anderson, Dillon 
and Haidaker, 1977, Ch. 8). These parameters for 
the assessed distributions of the yield and price of 
barley are given in Table 5.8. It is assumed that 
there is 1o correlation between yield and price, i.e., 
that the two distributions are independent, 

The above data were processed using the Monte 
Carlo method of risk budgeting Summary statistics 
of the distribution found for the gross margin per 
hectare are given in Table 5.9. In addition, the results 
are plotted in the form of a cumulative distribution 
function in Figure 5.2 which shows, for example, 
that there is a probability of 0.75 that the gross mar-

Table 5.8 	 PFORMANCE MEAsURES FOR BARLEY - S 
BUDGETIGo EXAMPLE 

Yield 	 (t/ha) 
Worst possible yield 1.0 
Most likely yield 1.75 
Highest possible yield 2.50 

P1) 
Worst possible price 60 
Most likely price 75 
Highest possible price 90 

Table 5.9 SUMMARY sTics OF STOCHASTIC GROSS MAR% 

" 
Mean (S/ha) 46.6 
Standard devia'ions (Sha) 25.1 
Coefficient of skewness' 0.36 

.• Squaef root ofskewness,variance. = Mi/TJV M Is the third cb oficietf aa wherehr M3 stetid 
tral moment and Vis the variance. The coefficient is positive or 
negative according as the distribution is skewed positively (104
tail above mode) or negatively (long tail below mode). 

1.0 	 -­

0. 

0.5c 

0.25 

0 0 to 60I0 L0 i012 C 
Croix mrgin ($/ha) 

Figure 5.2. Smoothed cumulative distribution function ft 
the distribution of barley gross margin. 

gin per hectare will be below $62. The informat 
ie. Figure 5.2 and Table 5.9 could be used by tae 
decision maker to assess the riskiness of the baoe! 
gross margin. Similar data for other cash crops co 
be processed in the tsme bway 	and would allow 
relative attractiveness of barley vis-a-vis other cr 
to be assessed. A risk-averse farmer might w7 
elect to grow a crop with a lower expected gir 
margin if the results of risk budgeting showed it 
be less risky than the alternatives. 
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BUDGET ANALYSIS6. INPUT-OUTPUT 

The data of Table 6.1 are those used by PerrinMuch data relating the level of crop yield or output 
to different levels of inputs are generated via agro- et al. (1976) in their exposition of input-output bud. 

nomic experiments. This is particularly so for such geting which, with their permission, is followed here 

important inputs as fertilizers, insecticides, fungicides, so that the more thoroughgoing treatment presented 
in their CIMMYT Manual can be used as a directweedicides, and labour, animals and machinery used 

animal feeding experi- supplement to the presentation of this chapter.in crop production. Likewise, 

ments often generate data relating feed inputs or
 
stocking rate of livestock output. In Chapter 7,
 

6.1 Data and analysis requirementseconometric procedures relating to the estimation and 
economic analysis of input-output relationships (or 
production functions) based on such data are out- To be successful, input-output budgeting should 

lined. Less elaborate and more direct procedires lead to recommendations that are acceptable to faro. 

for the economic appraisal of such data and the der- ers. This implies two thir.gs: first, the data used in 
must be reptesei;!ative in the sense thativation of farmer recommendations from them are the analysis 

presented in this chapter. The basis of these pro- they should fit the farmer's production conditions. 
cedures is partial budget analysis as outlined in otherwise the farmer will not obtain the results 

Chapter 5. When applied to the analysis of input- predicted by the analysis; second, the procedure used 

output data, such partial budgeting is known as in evaluating the data should be consistent with the 

As already intimated, farmer's goals and with the factors - particularlyinput-output budget analysis. 
- that influencthe input-output alternative:: being compared will his tenure and resource situation 

usually relate to the different treatments used in an his ability to achieve those gcals. 

experiment or set of comparable experiments. How­
ever, data on differing input-output combinations DATA REPRESENTATIVENESS 

may also be available from farm surveys and such 
data may also be appraised via input-output budget Whether the data used come from experiments or 

from farm survey, tney must relate to a group 6analysis. a 
farmers from within an agroclimatic zone whoseThe aim of input-output budget analysis is to de-
farms are similar and who use much the same prac.rive farm recommendations which are consistent with 

expected income, tices. Such a group of farmers constitute a reconthe farmer's desires to increase 

to avoid undue risk and to make the best possible mendation domain. This is the domain or farne
 

target group to which the data must relate and k
of his scarce investment funds.use 
to which recommendations from tTo illustrate input-output budget analysis, we will relevant, and 

analysis will be directed. The data of Table 6.1 r. use the maize-fertilizer trial data shown in Table 6.1. 
late to such a recommendation domain. They enco*

These data encompass the results of eight trials each 

with the same set of 12 nitrogen-phosphate fertilizer pass four representative sites across the region 7
 

which they relate, involve two years of results SON
combinations or treatments. Each of the yield levels 

to give some account of climatic variability Olt 
listed in Table 6.1 is the average of the three repli-


time, and relate to practices (use of N and P)whO
cations run of each treatment in each of the trials, 
of are of interest and feasible for farmers in the reg1l

These average yields provide the best estimate 

the treatment output that would be obtained on the
 
entire field in which the particular trial was located. MEETING FARMER GOALS
 

Trials 1 to 4 were conducted in one year and, respec-

It is impossible to conduct experiments onsame sites.tively, trials 5 to 8 the next year at the 

individual farm and make recommendations tailL1s 
Thus the data have both a spatial (four different sites) 


and a time (two different years) dimension. to each individual farmer. The best that Weco
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Table 6.1 MAIZE YIELDS (T/HA OF 14 PERCENT MOIS7URE GRAIN) BY FERTILIZER TREATMENT IN EIGHT TRIALS 

Fertilizer treatment (kg/h.) 
Trial N: 50 0 

1 0.40 1.24 3.63 3.76 0.79
2 1.53 2.60 5.14 5.32 1.67
3 4.15 4.86 4.80 4.87 444 
4 2.42 3.82 5.23 4.48 2.36 
5 1.64 1.92 2.08 2.19 2.04 
6 1.61 2.94 4.14 4.34 1.81 
7 4.74 5.41 4.29 4.92 4.91 
8 1.21 2.33 1.97 2.23 1.53 

Average 2.21 3.14 3.91 1 4.01 2.44 

Source: Perrin rtal. (1976). 

generally do is to make generalized recommendations 
that are oriented to a particular recommendation 
domain but with, as need be, some differentiation of 
recommendations for farmers of different tenure type
(such as owners and share-farmers) within the domain,
The individual farmer may then select from and 
adjust these recommendations to his own unique
circumstances as dictated by his resource and tenure 
situation, his goals, and his preferences about how 
best to use his resources to achieve those goals.

As noted in Section 1.3, farmers may have diverse 

goals and varying constraints on their achievement,

To make generalized recommendations from input-

Output budget analysis, some simplification is nec-

essary. The assumption made is that farmers think 
interms of net benefits as they make their decisions. 

For example, a weed-conscious farmer will recognize

that by eliminating weeds from his field, he will 
 be 

likely to benefit by harvesting more grain. On the 

Other hand, he will also recognize that he must give

up some cash to buy herbicides; and then give up

Some time and effort to apply them, or he !iust give 

up a lot of time and effort for hand weeding. The 

farmer will weigh the benefits gained in the form 

of grain (or other useful products) against the things

lost (costs) in the form 
 of time and cash given up.

The net result of this weighing up in the farmer's 

Mind we refer to as 
the net berefit from a decision 

- the value of the benefits gained minus the value
of the things given up. 

While the farmer can make his own judgements
about net benefits intuitively by applying his own 
judgements about trade-offs between monetary and 
non-monetary elements, and hi own judgements and 
Preferences about the risks he might face, as an 
OUtsider the farm management analyst has to be 

5 1 

2.58 4.23 4.72 1.67 2.51 3.28 3.66 
3.79 5.10 6.83 1.41 4.13 5.89 6.27
5.00 4.97 5.28 5.12 5.66 6.36 6.62 
4.54 6.26 7.17 1.61 4.41 5.38 6.58 
3.21 3.12 2.93 1.44 3.44 3.32 3.62 
3.92 3.61 3.81 1.18 3.89 5.38 4.92 
5.22 5.38 5.14 5.10 4.88 4.54 5.28 
2.78 2.49 2.80 1.37 3.51 3.75 4.35 

3.88 - 4.40 - 4.84 - 2.36 4.05 4.74 5.16
 

more systematic. Accordingly, likely net benefits are
judged in monetary terms, attaching so far as possible 
money values to all the elements of the net benefit 
calculation even though no money transaction may
actually occur. This, of course, does not imply that 
farmers are concerned only with money. It is simply 
a device to represent the process that goes on in the 
farmer's mind. For example, if our weed-conscious 
farmer were quite commercialized, we could attach 
anticipated market prices to the labour, herbicides 
and grain in the net benefit calculation. But if he 
were a subsistence farmer, we would have to employ
the concept of opportunity cost to represent the 
values he places on labour and grain since there 
would be no money paid out or received. Oppor­
tunity cost is the value of any resource in its best 
alternative use. Consider the opportunity cost of
the farmer's time. Ifhe has a job off the farm which 
he has to give up temporarily to weed his field, then 
the opportunity cost of his time in weeding his maize, 
say, is the wage he would have been earning if he 
had stayed in his job instead. Suppose, however,
that the best alternative use of his time is working 
on his tobacco crop, and that a day's work on to­
bacco will increase the value of the tobacco harvest 
by $6. In t is case, the opportunity cost of his time
in weeding maize is $6 per day since that is what 
he gives up by weeding his maize instead of tending
his tobacco. But what if the farmer would merely
sit in the shade if he were not to weed his maize? 
Is the opportunity cost of his time zero? This is not 
very likely since most people place some value on 
relaxation. Still, it is difficult to guess the value 
which a farmer places on leisure if that is the highest­
valued alternative use of his time. Likewise, if the 
alternative being considered involves a drastic reor­
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ganization, say, of the farm cropping pattern, it may 
be impossible to estimate opportunity cost without a 
thoroughgoing whole-farm analysis. As in these ex-
amples, reliable estimates of opportunity cost may 
often not be readily available. In such cases the best 
that can usually be done is to use a judgemental 
estimate of opportunity cost. 

As well as the problem of simplifying the net ben-
efit calculation by using money as a common de-
nominator, there are three other problems to be met 
in making farmer recommendations from input-out-
put budget analysis. Accommodating resource con-
straints (particularly scarcity of investment funds) is 
one and handling uncertainty (arising particularly 
from price and climatic variation) is another. These 
two difficulties are respectively considered in Sec-
tions 6.4 and 6.6 below. The third problem is that 
of allowing for differences in the tenure status of 
farmers. This question is discussed in Section 6.7. 
Until then it is assumed (unrealistically) that there 
are no differences in tenure status between farmers 
in the recommendation domain so that, other things 
being equal, the budget evaluation of costs and ben-
efits is the same for all farmers. 

6,2 Estimating benefits and costs 

In applying partial budgeting to sets of yield re­
sponse data (such as that of Table 6.1) in order to 
carry out input-output budget analysis, it is useful to 
define more precisely a number of elements that enter 
the budget calculations. Assuming that the farmer 

is an owner operator or a cash renter and not a 
share-farmer or landlord, the relevant definitions are 
as follows: 

Net yield is the measured yield per hectare in the 
field, minus harvest and storage losses where ap-
propriate. 

Field price of output is the value to the farmer of 
an additional unit of production in the field prior 
to harvest. Farmers who sell part or all of their grain 
will be concerned with money field price while those 
who consume the entire crop will be concerned with 
opportunity field price. Money field price of output 

is the market price of the product minus harvest, 
storage, transportation and marketing costs. Oppor­
tunit' field price of output is the money price which 
the farm faniily would have to pay to acquire an 
additional unit of the product for consumption. 

Gross field benefit is the net yield times field price 
for all products from the crop. In general, this may 
include money benefits or opportunity benefits, or 
both. 

Field price of an input is the total value which 
must be given up to bring an extra unit of input onto 
the field. 

Money field price of an input refers to money val. 
ues such as purchase price or other direct expenses, 

Opportunity field price of an input ref.-rs to the 
value of input opportuaities which must be given up, 
i.e., the value of the input: in its best alternative use. 

Field cost of an input is its field price multiplied 
by the quantity of that input which varies with the 
decision. It may be expressed as money field cost 
or opportunity field cost, or perhaps both, depending 
on the input. 

Total field cost (or variable cost) of the decision 
is the sum of field costs for all inputs which are af. 
fccted by the choice. Such variable cost can consist 
of either money costs or opportunity costs or both, 

Net benefits are equal to total gross field benefits 
minus total field costs. 

While the above definitions are couched in terms of 
crop production. analogous definitions (on a per ani. 
mal rather than per hectare basis if desired) apply 
for livestock production. 

Should the farm decision maker be a share-farmer, 
appropriate adjustment must be made to the above 
definitions so that they relate only to the share. 
farmer's share of input and output. Likewise, if it , 
the landlord and not the share-farmer who is the 
relevant decision maker, the defined quantities mul 
be in terms of the landlord's share of input cost 
and output returns. 

6.3 A naive example 

Assuming that share-farming considerations are n 

relevant, partial budget analysis of each of the (NY) 
treatment yield averages over the eight trials of 
Table 6.1 is shown in Table 6.2. The yield curve 
in Figure 6.1 provide a graphic picture of the averag 
yield response. Both Table 6.2 and Figure 6.1 onit 
consideration of the yield variability associated with 
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Figure 6.1. Average yield response curves for nitrO , 

three levels of phosphorus based on the data of Tab, 
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Table 6.2 PARTIAL BUDGET ANALYSIS OF TREATMENT YIELD AVERAGES FROM MAIZE TRIALS OF TABLE 6.1 

Budget element 
N: 50 10 
P20!: 0 0 

(j)Average yield (t/ha) 2.21 3.14 3.91 
) Net yield (t/ha) 1.99 2.83 3.52 
) Gross field benefit 

(S/ha @ $1000/t) 1990 2830 3520 
(4) Nitrogen ($8/kg N) 0 400 800 
(5)Phosphate (S10/kg P 203) 0 0 0 
(6) Variable money costs 

(S/ha) [(4) + (5)] 0 400 800 
(D Number of applications 0 1 2 
(8) Cost per application

(2 man-days @ 25) 50 50 50 
19)Opportunity cost (S/ha)

[(7) X (8)] 0 50 100 
10)Total variable costs (S/ha)

[(6) + (9)] 0 450 900 
'11)Net benefit ($/ha) 

[(3)-(10)] 1990 2380 2620 

each treatment across locations and across time. This 
will be considered later. 

Table 6.2 shows the alternative choices of fertilizer 
levels as column headings, then the average yield
for each, followed by net yield after adjusting down-
ward 10 percent for assumed harvest and storage
losses (this adjustment being judged the appropriate 
one for the recommendation domain being consid-
cred). The market price judged relevant for maize 
inthe area is $1 200 per ton, but after making cor-
rections for harvest costs, transportation costs and 
shrinkages, the field price of additional yield is 
estimated to be $1000 per ton. Resulting gross 
field benefit is shown in line 3. Lines 4, 5 and 6 of 
the table calculate the variable money cost and lines 
7, 8 and 9 the variable opportunity costs; total vari-
able costs are calculated in line 10 and the net ben-
efit per hectare of each alternative is given in line Ii. 
The cost items, of course, reflect the cultural prac-
tices of the recommendation domain (animal tillage 
and hand application of fertilizer); likewise fertilizer 
field prices include transport cost, and labour op-
Portunity cost is ".judgement based on discussion 
With farmers in the area. 

The net benefit estimates given in line 11 of Table 
6.2 complete the partial budget analysis of the aver-
age treatment yields from the experiments of Table 
6.1. One might be tempted at this point to choose 
"C(N,P) treatment of (100,50) as the generalized
recommendation. However, this would be a hasty
Choice as no consideration has yet been given to the 
questions of capital scarcity, yield uncertainty and 
risk aversion. 

Fertilizer treatment (kg/ha) 

150 0 50 100 150 0 50 100 150 
0 25 25 25 25 50 50 50 50 

4.01 2.44 3.88 4.40 4.84 2.36 4.05 4.74 5.16 
3.61 2.20 3.49 3.96 4.36 2.12 3.64 4.27 4.64 

3610 2200 3490 3960 4360 2120 3640 4270 4640 
1200 0 400 800 1200 0 400 800 1200 

0 250 250 250 250 500 500 500 500 

1 200 250 650 1050 1 450 500 900 1300 1 700 
2 1 1 2 2 1 1 2 2 

50 50 50 50 50 50 50 50 50 

100 50 50 100 100 50 50 100 100 

1 3001 300 700 1 150 1550 550 950 1400 1 800 

2310 1900 2790 2810 2810 1570 2690 2870 2840 

6.4 Allowing for capital scarcity 

The analysis of Table 6.2 is naive in not con­
sidering the cost of capital (and also risk). It is im­
portant to allow for the cost of capital because 
shortage of capital is a general feature of small 
farmers and must be allowed for in deciding on rec­
ommendations to be made to them, otherwise the 
recommendations are unlikely to be acceptable. 

By investment capital is meant the value of inputs 
(purchased or owned) which are allocated to an en­
terprise with the expectation of a return at a later 
point in time. By the cost of investment capitd is 
meant the benefits given up by the farmer through
having his capital tied up in the enterprise for a 
period of time. Such cost of capital may be a di­
rect cost in the form of an interest charge that has 
to be paid; or it may be an opportunity cost in the 
form of earnings given up by not using the funds, 
or an input already owned. intheir best alternative use. 

The cost of capital for small farmers in developing 
countries is generally quite high. Interest charges 
by moneylenders are often in excess of 100 percent 
per year. This can effectively double the cost of 
inputs purchased with such loans. Too, most small 
farmers ha,.% very little capital of their own and 
want to invest it only in inputs giving high returns. 
This means that the opportunity cost of capital, as 
well as the direct cost, is quite high for these 
farmers. 

Two ways to include the cost of capital in input­
output budget analysis would be to either increase 
the cost of each input by an appropriate amount or 
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to include a direct or opportunity interest charge 3000.
 

element as a cost item in the budget (as in the analysis (100o50)
 

of Table 5.1). Another approach, and the one 2800.
 
OWLS) (150capital in the •00,251followed here, is to charge no cost to 

2600
budgeting procedure, but instead to attribute net 

benefits as a return to invested capital. This rate of , 2400 

return to capital can then be compared with the .,0,o) 
1.50,o)rate which this capital would realize in alternative 

uses. If the calculated return for a production al- t 
ternative is above the opportunity rate of return, Z 2o000 t0) 
then we can judge the first to be desirable from the 0110,25) 

point of view of the farmer (assuming all alternatives 1800 

are equally risky). lo50) 

For generalized recommendations, however, we 0 

need to work on the basis of a minimum rate of 260 460 660 860 10bo 120 1460 1600 1800 
farmers in the Variable cost, S/hareturn which will be acceptable to 


recommendation domain. There is no clear basis Figure 6.2. Net benefit curve based upon the partial budge,
 

for selecting such a minimum rate. Taking ac- analyses of Table 6.2. (Numbers in parentheses represen,
 

count of the direct or opportunity cost of capital and (N, P) combinations in kg/ha.]
 

allowing for risk (as discussed in Section 6.6 below),
 
it is generally accepted that the rate of return to
 
farmers on their working capital over the cropping tainable from a given increment of investment. Th
 
season should be at least 40 percent, of which half in the example of Figure 6.2, the marginal net
 
is an allowance for risk. Of course, no great ac- benefit from investing $450 in 50 kg of N 4
 

curacy can be claimed for this rule of thumb. Some $2380 - $1990 = $390. The next possible inerm
 

people, for example, would place the figure at 50 ment of expenditure is to spend an additional $250
 

percent or even 100 percent and these figures will for 52 kg of P.O,, thereby taking us from th
 

be appropriate in some cases, particularly for sub- (50,0) to the (50,25) alternative. The marginal net
 
sistence farmers in areas with high yield variability, benefit from this increment in expenditure i
 

$2790- $2380 = $410. The marginal rate of retun 

to a given increment in expenditure is the marginal 

6.5 	 Marginal analysis of net benefts net benefit divided by the marginal cost. Generally, 
it is expressed as a percentage. Thus the marginal 

The series of partial budgets constituting an input- rate nY return of the first increment in fertilizer in. 

output budget analysis can be evaluated graphically vestment capital in Figure 6.2 i; determined as: 

as a net benefit curve. This curve shows the rela­
tionship between the variable costs of the alterna- Marginal net benefit/Marginal cost 
tives and their expected net benefits. The net ben­
efit curve is constructed by plotting each of the = (2 380 - 1 990)/(450 - 0) 
alternatives under consideration according to its net = 390/450 
benefit and variable cost, and then drawing a graph = 87%. 
through the undominated alternatives, as shown in 
Figure 6.2 for the fertilizer data of Table 6.2. The For the second increment of investment, the margia 
dominated alternatives are those which would never rate of return is likewise: 
be chosen because relative to them there is at least 
one other alternative which has a ihigher or at least Marginal net benefit/Marginal cost
 
an equal net benefit and a lower variable cost. Under
 
normal circumstances we would never expect a farmer = (2 790 - 2 380)/(700- 450)
 

to choose a dominated alternative. Thus in Figure = 410/250
 
6.2 the only undominated (NP) alternatives are (0,0), = 164%. 
(50,0), (50,25), (100,25) and (100,50). 

Marginal analysis may now be applied to the net Of course, it is not necessary to construct a nd 
benefit curve of Figure 6.2 (i.e., to the undominated benefit curve to determine the undominated alter'* 

tives. This can be done dire,.tly, as shown inTLalternatives of Table 6.2) in order to assess just how 
the net benefits of investment increase as the amount 	 6.3, by listing the alternativ-s in order of net beO
 

and then deleting dominated alternatives by irl*S
invested increases. Marginalnet benefit is the aspect 
variable cost NOof significance. i.e., the increase in net benefit ob-	 tion (any alternative which has a 
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i.e 	 6.3 DOMINANCE ANALYSIS OF FERTILIZER INVESTMENT 
ALTERNATIVES 

Investment alternative 
Variable Dominated?

N P205 

(fh,1) (kg/ha) (kg/hta) (S/1ta) 
280 100 50 1400 No 
2840 150 50 1800 Yes 
2810 100 25 1150 No 
2790 50 25 700 No 

2690 50 50 950 Yes 
2620 100 0 900 Yes 
2380 50 0 450 No 
2310 150 0 1300 Yes 
1990 0 0 0 No 
1900 0 25 300 Yes 
1570 0 50 550 Yes 

to or higher than any alternative above it is dom-
mated). Thus we obtain the five undcminated al-
ternalives of Table 6.4, which are of course the same 
as those making the net benefit curve of Figure 6.2. 

Table 6.4 presents the marginal net benefit, mar-
Onal ccst and marginal rate of return for each 
input-output investment alternative. Considering the 
listed rates of return, and applying the general rule 
of thumb that farmers will not want to make an 
investment unless it returns at least 40 percent per 
crop season as proposed in Section 6.4, it is obvious 
that farmers would generally be willing to invest 
both the first S450 for 50 kg of N and the further 
$250 for 25 kg of PO, With marginal rates of 
return of 87 and 164 percent respectively, both 
these increments yield well over the required 40 per-
cent. But farmers in the recommendation domain 
Would in general not want to invest more on N and 
P than this first $700. Thus using the marginal 

Table 6.4 MARGINAL ANALYSIS OF UNDOMINATED FERTILIZER 

INVESTMENT ALTERNATIVES 

Alternative 	 change from next
highest benefit 

Net Variable h benclit
benefit cost Mar- Mar- Marginal 

N P205 ginal ginalg rate ofnetNbe~snet 	 cost return 

--- __-----	 benefitcostrebnent(i.e., 

(kg/ha) (kg/ha) (S/ha) ($I/ia) ($la) ($ha) (%) 

1o 50 2 870 1400 60 250 24 
100 25 2810 1150 20 450 4 
50 25 2790 700 410 250 164 
50 0 2 380 450 390 450 87 
0 0 1990 0 - - -

------

analysis approach and a minimum return criterion 
of 40 percent per crop season, we could be rather 

confident in recommending the (50,25) investment 
alternative. On the other hand, if risks were not 
great and very cheap credit were available so that 
farmers were, perchance, happy with a 10 percent 
return over the crop season, then a recommendation 
of (100,50) with a total investment outlay of $1400, 
i.e., $700 beyond (50,25), and a marginal rate of 
return of (2 870 -2 790)/700 = 11 percent would 
be acceptable. 

The above analysis has not included a specific 
consideration of risk. This is taken up in Section 6.6 
below. First, however, we should note the contrast 
between the correct (i.e., marginal) analysis we have 
applied and the incorrect approach of applying a 
global or average basis of analysis. The rate of 
return to the extra $700 expenditure incurred by 
using the (100,50) alternative rather than the (50,25) 

alternative is 11 percent. But the average rate of 
return to the entire expenditure of SI 400 entailed 
for the (100.50) alternative is (2 870-1 990)/l 400 
= 63 percent. On the basis of a 40 percent min­
imum return criterion, this appears adequate - but 
that would be an incorrect conclusion since marginal 
analysis shows that. while the farmer would be 
earning 63 percent on his 51 400 outlay, he would 
in fact be earning 114 percent on the first $700 and 
only II percent on the last $700 invested. 

6.6 Allowing for variability in net benefits 

Particularly for small farmers, risk is an important 
consideration. This is especially true for farmers 
near the subsistence level. For them an occasional 
net loss can have very serious consequences. 

Risk due to variability in net benefits from a par­
ticular investment can arise from two sources. These 
are variability in yield and variability in prices or 
opportunity costs. We will consider each of these 
risk elements in turn. 

YIELD 	VARIABILITY AND MINIMUM RETURNS ANALYSIS 

Two major types of yield variability that will 
occur 	 with any particular level of input use in any
recommendation domain are differences across space 

from location to location or site to site) and 

across time (i.e., between seasons or years). Both 
spatial and time variability are well illustrated by 
the net benefit data of Table 6.5 based on partial 
budget analyses of the fertilizer-trial data of Table 6.1. 
As previously noted, trials 1 to 4 relate to four 
different sites in one year, and trials 5 to 8 respec­
tively refer to the same sites in the following year. 

The net benefits listed are based on constant prices 
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and relate to the average yield of the three repli-

cations run of each treatment at each site. While 

there will be variation in yield at a particular site 
between replications of 	 the same treatment, we do 

not need to consider this within-site variation as it 

simply corresponds to the usual variation faced by 
farmers within a particular field and for which they 
automatically allow, 

The average net benefits for all eight trials listed 
at the bottom of Table 6.5 formed the basis of our 
marginal analysis (without regard to risk) in Section 
6.5 above, 

Inspection of Table 6.5 shows substantial vari-

ability across both space and time. For example, for 
the 	(50,25) ai,-irnative, net benefits range from a high 


5I 620 with an average net
of $4 000 to a low of 

benefit of S2 790. More importantly, notice that no 

single treatment consistently gives the highest net 


sitesbenefit across the trials either overall or across 

or years. 


The data of Table 6.5 come from a set of agro-

nomic experiments involving a relatively consistent 
and careful pattern of management. If the basis 

of the data were a farm survey, there would also 
a further source of variation due to inevitablebe 

variations in management practice between sample 
farmers in any recommendation domain. Such inevi-
table variation in management practice will also in-

may expectduce variation in the benefits a farmer 
in applying recommendations based on input-output 
budget analysis from experiment-based data. 

To summarize, there are three sources of yield 
to predictvariability to be recognized in attempting 

farm performance of alternative input investments. 
They are: 

(1) Site-to-site or spatial variability under the 
same management conditions. 

(2) Year-to-year or time variability under tile 
same management conditions. 

(3) Management level variability on a given site 

in a given year. 

Minimum 	returns analysis provides a method of 
he relative risk of disaster of alternativeexamining 

investment possibilities. In Section 6.4 we suggested 

adding a 20 percent risk premium onto the direct 

cost of capital as a rough rule of thumb. Minimum 
returns analysis provides a further refinement to 

such a rule of thumb. 	 Tile procedurecomplement 
of minimum returns analysis is to appraise the worst 

25 percent or so of the outcomes of each alternative 
under study. If the proposed recommended alterna-

tive based on marginal analysis appears to be no 
current farmer practice, confidencemore risky than 

in the proposed recommendation is enhanced. If, 
the proposed recommendation is on the other hand, 


found to have worst results which are poorer than 


the poorest from cui-rent farmer practice, then the 
needs to be reconsidered.recommendation 

To carry out minimum returns analysis at least 
five or six sets ot observations on each investment 

if experiment-basedalternative are needed. Too, 

data are being used, as well as "successful" trials, they
 

should encompass all those trials which failed 
 or 
were abandoned because of drought, flood, insects or 
disease etc. so long as these failures occurred for 

that might also confront farmers. Faled orreasons 
abandoned trials should only be excluded if they 
arose because of factors that would not occur in 
farm production. 

Table 6.6 presents the worst net return from the 
eight trials for each investmept alternative of Table 
6.5. For this set of data, the alternative recom. 

mcnded 	 by marginal analysis, i.e., (50,25), is also 
which has the best worst returnthe investment 

($1 620) across the eight situations. Thus a farmer 

concerned about occasional low returns could not do 
better than to choose this alternative. 

The last line of Table 6.6 shows the average net 

return for the worst two outcomesof each of the 

studied alternatives. Again the (50,25) alternative 
provides nearly the highest average. 

Often the alternative selected by marginal analysis 
will prove to be significantly inferior to others in 

terms of downside risk or minimum net return, in 
such cases, account must be taken of the impor. 

tance attached to risk by farmers in the recommen. 
dation domain and a decision made as to whether 
or not to adjust the recommendation. 

PRICE VARIABILITY AND SENSITIVITY ANALYSIS 

In assessing net benefits in input-output budget 
analysis, just as with any whole-farm or partW 
budgeting, it is generally impossible to be sure of 
the prices to be used. This is espec;ally true for prod 
uct prices and labour costs. As with yields, produc 
prices and labour costs will vary both over time and 

across locations. In particular, differefit farmen 

will attach different opportunity costs to their time 
How serious such errors in estimation may be 

can be ascertained by using sensifivily analy 

Under this procedure, the prices judged uncertul 

or prone to error are changed within likely bound 
of the original budget estimate to determine if tht 
ranking of alternatives is affected. Sensitivity am1 

ysis in budgeting is thus a particular application d 

parametric budgeting as 	outlined in Section 5.4. 
analys'To demonstrate the use of sensitivity 

consider whether errors in estimating labour co 
could have an important effect on our ferti0 

recommendation 	 example. From Table 6.2, we 
that of the five undominated treatments of Tai 

6.4, the first two require four extra days of lab0$ 
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Table 6.6 MINIMUM RETURNS ANALYSIS OF TIlE FERTILIZER INVESTMENT ALTERNATIVES OF TABLE 6.5 

Alternative (N,P) investments 

(0,0) (50,01, (100,0) (150,0) 10.25) (50,25) (100,25) (150,25) (0,50) (50,501 (100,50) (150,50) 

($1ha) 

Worst 360 670 870 670 I 0S0 1620 1090 970 510 1 310 1550 1460 
Wond worst 1090 1280 970 I 710 1200 1 800 1660 1090 680 2 150 1590 1490 
Average of worsttwo observa­tions 725 975 920 690 1 140 1 711 1375 1030 595 1 730 1570 1475 

ibe second two require two extra days of labour, (50,25) alternative would still offer a higher net 
and the last no extra labour. Would a change in benefit. Thus we can be confident that errors in 
hbour price affect the ranking of these undominated estimating labour field price will not affect the cor­
altematives? At the previously established field rectness of our recommending the (50,25) alternative. 
price of labour of $25 per man-day, the (100.50) al- Now suppose we were interested in whether maize 
temative returns a net benefit $80 higher than the price changes of up to 20 percent would affect the 
(5025) alternative. However, if we increased the recommendation to be made. The maize field price
&ildprice of labour to $65 per man-day, both would range to be considered is thus a low of $800 to a 
return the same net benefit, calculated as follows: high of $1200 per ton. At a field price of $1200 

(50,25) (per ton, the question is whether (100,50) should 
_5025 _00.50-
 replace (50,25) as the recommendation. At $800 per

Gross field benefit $3490 $4270 ton, it is whether (0,0) should replace (50,25). Rel-
Variable money costs 650 1300 evant calculations are thus as follows: 
Variable labour costs (at $65/day) 130 260 

Maize field price of:Total variable costs 780 1560 $1 2o/t $800/t
Net benefit $2710 $2710 (50,25) (10o,50) (0,0) (50,25, 

Thus for farmers whose opportunity cost for labour Gross field benefit $4 188 $5 124 $1592 $2 792 
approaches $65, the (100,50) alternative would give Variable costs 700 1 400 0 2 700 
no increase in benefits over the (50,25) alternative. N fe b 
This provides further argument for the recommen­
dalion of (50,25) from marginal analysis. Further, Marginal net benefit $236 $500 
comparing the (50,25) and (0,0) alternatives, it can Marginal rate of return 34% 71% 
be shown (again using parametric budgeting) that Marginal rate of return 
for any labour field price up to $212 per day, the at $1000/t 11% 114% 

Table 6.5 Nt,'r BENEFITS ALTERNATIVE FERTILIZER INVESTMENTS BY SITE AND YEAR (S/ha) 

Triat Y Site (0,0) f (50,0) (100,0) (150,0) 
Alternati'e (N,P) investments 

(0,25) 1 (50,25) 1(100,25) (150,25) I (0,50) 1(50,50) (100,50) (t50,50) 

2 
3 
4 
5 
6 

7 
8 

I I 
1 
1 
1 
2 
2 

2 
2 

A 
B 
C 
D 
A 
B 

C 
D 

360 670 
1380 1890 
3740 3920 
2180 2990 
1480 1280 

"1"450 - -2200 
4270 -4420' 

-1"9 "1650' 

2370 
3730 
3420 
3 810 

970 
2830 

2960 
870 

2080 
3490 
3080 
2730 

670 
2610 

3130-
710 

2410 
1200 
3700 
1 820 
1540 
1330 
2120* 
1080 

1620 
2710 
3800 
3390 
2190 
2830 

4000 
1800 

2660 
3440 
3320 
4480 
1660 
2100 

3690 
1090 

2700 
4600 
3280 
4900 
1090 
1880 

3080 

-970-

950 
720 

4060 
900 
750 
510 

3990 

680 

1310 
2770 
4140 
3020 
2 150 
2500 

3440 

2210 

1550 
3950 
4320 
3440 
1590 
3440 

2690 

1980 

1490 
3840 
4160 
4120 
1460 
2630 

2930 

2120 

19Verage19 2380 2620 2310 1900 2790 2810 2810 1570 2690 2870 2840 

9L 
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Thus at the higher maize price, the (100,50) alter-
to warrant rec-native becomes nearly high enough 

a minimum return criterionommendation (assuming 
It there was a good chance of aof 40 percent). 

maize field price of more than $1 200, this alternative 
would need to be seriously considered. However, 

maize pricethe calculations show that even if the 

were as low as $800, the (50,25) recommendation 
is still sustained since even though the marginal rate 

from 114 percent to 71 	 percent, itof return falls 
is still handsomely above 	40 percent. 

6.7 Allowing for tenure 	 differences 

Often the recommendation domain of interest will 

involve significant groups of farmers having different 
types of tenure but of a relatively common form 

within each group. If these tenure types are such 

that each implies a different relative relationship 

between enterprise costs and benefits, a single gen-

eralized recommendation irom input-output budget 

analysis may often be inappropriate. In particular, 

this is likely to be the case if the recommendation 
domain includes, as one of its significant tenure types, 

share-farming situations where the proportionate share 

of costs of the farm decision maker (whether he be 
asthe landlord or the share-farmer) is not the same 


share of benefits. The appropriate
his proportionate 

recommendation for such decision makers will not 


an ownernecessarily be the same 	 as it would for 
operator, a cash renter or the decision maker in a 

where all costs and re-share-farming arrangement 
turns are shared in the same proportion. 

aIn using :nput-output budget analysis to derive 

recommendation for share-farming decision makers 

rather than owner operators or cash renters, exactly 

the same principles apply relative to allowing for 

capital scarcity and risk as outlined in the previous 

sections of this chapter. The only difference is that 

the partial budget analysis along the lines of Table 

must be made in terms 	not of total enterprise6.2 

Table 6.7 AVERAGE NET BENEFITS OF ALTERNATIVE FERTILIZER 

costs and returns but in terms of the decision maker's 
and returns.share of these costs 

To illustrate the above considerations, suppose the 

recommendation domain to which the data of Table 

6.1 relate contains significant groups of (i) owner 
operators, (it) share-farmers on an arrangement where. 
by the share-farmer is the decision maker and all 

costs and returns of the crop are shared between the 
share-farmer and the landlord in the respective pro. 

portions of 60 percent and 40 percent, i.e., a 60:40 

share agreement, and (iii) share-farmers on an ar. 
rangement whereby the landlord is the decision maker 
and receives 75 percent of the crop and provides all 

the purchased non-labour inputs while the share. 
farmer receives 25 percent of the crop and provides 

all the required labour. Taking appropriate account 

of these tenure arrangements, the net benefits for 
each fertilizer alternative can be calculated in similar 
fashion to that of Table 6.2; they are -s listed in 

Table 6.7. Note that the net benefits for the owner. 

operator decision maker are the same as in Table 6.2 
an ownersince that table assumed 	the farmer to be 

Note also that the relativeoperator or cash renter. 
net benefits of the different alternatives to the 60:40 

share-farmer follow the same pattern as for the owner 

operator because this share-farmer shares to the sang 

degree (60 percent) in all costs and benefits; conse. 

quently the share-frmer's net benefits are 60 per. 

cent of the owner's net benefits. For the share. 

farming situation where the landlord is the decision 

maker, however, the differential sharing of costs and 

benefits causes the relative relationship between the 

net benefits of the alternatives to be altered. 

Table 6.8 presents marginal analysis of the averag 

net benefits of undominated alternatives for tk 
For owner-operatrlandlord decision maker. the 

and share-farmer tenure situations, the undominaW 
rates of return arealternatives and their marginal 

as shown in Table 6.4. Comparing Tables 6.4 an 
seen that the land!ord's three undom6.8, it can be 

inated alternatives are the same as the last thret 
situation.for the owner-operator and share-farmer 

INVESTMENTS BY TENURE SITUATION OF RELEVANT DECISION MAKU 

Decision makerII-
(O,) (50,0) (100,0) (150,0) 

Alternative (N,P) investments 

(0,25) (50,25) (100,25)(150,25) (0,50) 
(50) 1J5) 

(50,50( 

Owner operator' 
Share-farmer5 

Landlord' 

1990 
I 194 

1492 

2380 
1428 
1722 

2620 
1572 
1840 

2310 
1386 
1507 

1900 
1 140 
1400 

(S/ha) 

2790 2810 
1674 1 686 
1967 1920 

2810 
1686 
1820 

1570 
942 

1090 

2690 
1 614 
1830 

2870 
1722 
1902 

270 
I 

As in Table 6.2. 
' Having a 60 Tercent share of all enterprise costs and benefits. 

Receiving a 75 percent share of benefits and paying all purchased non-labour 

100 

inputs. 



____________ 

table6.8 MARGINAL ANALYSIS OF LANDLORD DECISION 
MAKER'S UNDOMINATED FERTILIZER INVESTMENr 
ALTERNATIVES 

Charge from next 
AltelatIve 	 highest benefit 

Net Variablebenefit cost Mar- Mar. 
beeftginal Marginal ginal 

net cost ratebenefit ofT______ return 

(kg/ha) (kg//ha) (S//ia) (/Ia) ($/1ha) (3/ha) ( 

50 25 1967 650 245 250 98 

50 0 1 722 400 230 400 57 

0 0 1492 0 - ­

but that the landlord's tenure arrangements with his 

share-farmer are such as to delete the (100,50) and 

110025) alternatives from consideration. However, 

comparing the marginal rates of return in Table 6.4 

and 6.8, it is apparent that on the basis of a 40 per-

cent minimum return criterion and without taking 

account of risk, the appropriate recommendation for 

the landlord decision maker would be the (50,25) 

alternative. Perchance, this is the same as suggested 

by Table 6.4 for the owner-operator and share-farmer 

situations. It must be emphasized that such coin-

cidence of preferred alternatives is by no means 

always to be expected. This being so, input-output 

budget analysis needs to be carried out for each sig-

nificant tenure group in the recommendation domain, 


As outlined in Section 6.6 above, risk analysis to 
take account of yield and price variability could 
also be applied to the data of Table 6.1 from the 
Point of view of the landlord decision maker. 

68 	 Summary 

The procedures of input-output budget analysis 
mfay be summarized as follows: 

Define the recommendation domain of interest 
and ascertain the extent to which it contains III. 
significant groups of farmers having different 
tenure status. 

For each significant tenure group, calculate 

average net benefits to the farmer decision 

maker for each investment alternative. 

A. 	 Estimate benefits for each alternative as 


follows: 

(1) Calculate average farm yields for each 

alternative. 
(2) 	 Estimate the field price of products. 

For sellers, this will be the local farmer 
market price less cost of harvest, shell-
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ing/threshing, storage, transportation
and marketing. These costs will gen­
erally total at least 10 percent of the 
market price, sometimes much more. 
For subsistence farmers, local market 
price plus transportation and marketing 
costs may be more appropriate. 

(3) 	 Multiply field price per unit by the de­cision maker's share of average farm 

yield for each product and sum to ob­
tain gross field benefit for each alter­
native. 

B. 	 Estimate variable costs for each alternative 
as follows: 
(1) Identify the variable inputs, i.e., those 

items which are affected by the choice 
of alternative. Include chemicals, seed, 
labour, equipment, etc. as appropriate 
depending on the decision maker's 
tenure situation. Estimate the quantity 
of each of these inputs used for each 
alternative. To estimate the quantity of 
labour and equipment required under 
farmer conditions, familiarity with 
farmers' practices is required. 

(2) 	 Estimate the field price of each input. 
Normally this will be retail price plus 
transportation costs for purchased in­
puts. Field price of labour will nor­
mally be an opportunity cost. Start 
with the farm labour wage rate and 
adjust if the labour is needed at a very 
busy season or a very slack season. 

(3) 	Multiply the field price of each relevant 
input by its quantity and sum over in­
puts to obtain the variable cost for each 
alternative. This will include a money 
cost component and an opportunity cost 
component. 

C. 	 Substract the decision maker's variable costs 
from his gross field benefit to obtain the 
net benefit for each alternative. 

Using marginal analysis, choose a recommended 
treatment for each significant tenure group as 
follows: 
A. 	 Array treatments from high to low net re­

turns. Eliminate dominated alternatives. 
Calculate the rate of return to each incre­
ment in capital. Graph the net returns 
curve if several alternatives are involved. 

B. 	 Select as the recommendation the alterna­
tive which offers the highest net benefit 
and a marginal rate of return of at least 
40 percent (or some other critical level 
judged appropriate) on the last increment 
of capital. 



IV. Check the suitability of the recommendation 
for each significant tenure group from the point 
of view of yield and price variability as follows: 
A. Use minimum returns analysis 	to compare 

the 	minimum returns from the selected al-
alterna­ternative to those from all other 

tives. If it compares unfavourably, a dif­

ferent recommendation may be more con-
sistent with local farmers' circumstances. 

B. Use sensitivity analysis to determine wheth-
er the choice of recommendation is sensi-

tive to product or input prices which are 

particularly subject to estimation error. if 
the recommendation is sensitive to these 

changes, consider changing the recommen, 
dation or obtaining more information about 
the price in question. 

6.9 Reference 
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7. PRODUCTION FUNCTION ESTIMATION 
AND ANALYSIS 

1.1 introduction 

Small farmers generally have little control over the 

climatic, economic and social environment in which 

they have to work. Nonetheitss, they must decide 

what products to produce, how they will produce 

them (i.e., what technology to use), and how much 

of them to produce. 


These questions are all interrelated. As shown in 

Chapters 4, 5 and 6, budget analysis can provide 

guidelines. Linear programming analysis, as out-

lined in Chapter 4, also answers these questions but 

in a more complete way. In particular, it takes
 
more direct account of the resource constraints facing
 
the farmer. Another approach is that of production 

function analysis. It is more analytical than bud­
geting and based on more complicated theory than 

linear programming. And while budgeting and linear 

programming can readily be applied to the individual 

farm, production function analysis is not so useful 

for the individual farm. Its main application is to 

the analysis of sets of sample data from experiments 

or groups of farms. From such sample data, pro-

duction function analysis can be used to give guideline 

suggestions about recommendations to farmers. But 

its main use is to give a more overall view which 

can facilitate the appraisal of government policies 

affecting farm production. 


Because of the influence of climate, pests and dis-

ease, the small farmer cannot decide exactly how 
'Ouch of a product he will produce. He can, how-
'ver, decide how he will allocate his limited re-
'Ources of land, labour, power, cash, etc. Apart 
from the effect of climate and other uncontrolled fac-
tors, this allocation of his resources will determine 
how much the farmer produces. Thus, though he 
Cannot exercise full control, the farmer can certainly 
influence how much of a crop he produces by hia de-
cisions about how much seed, manure, chemical fer-
tilizer, labour, land, etc. he will use for the crop. 

The quantitative relationship between inputs and 
OUtputs is known as a production function. The 
estimation and analysis of such relationships are 
kncwn as production function analysis. In its fullest 
fOrms, such analysis can be very complicated. How-
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ever, we will make no attempt to cover such complica­

tions here, nor will we try to explain all the theory 
involved. Our interest is to introduce the basic es­
sentials of how to use production function analysis 
in farm management research. For more detail, ref­
erence must be made to such texts as Dillon (1977), 
Heady and Dillon (1961), Leftwich (1970), Kmenta 
(1971) and Singh (1977, Ch. 2). At the same time 
the nature of production function analysis is such 
that our exposition necessarily covers more compli­
cated material than that presented in other chapters 
of this manual. 

7.2 Cautions 

The production function is a physical relationship. 
Taking account of all the input factors (soil, fertil­
izer, climate, labour, etc.) influencing output, it de­
fines the production pcssibilities open to the farmer. 
Suppose we knew this production function. In an 
ideal world we could then combine this information 
with information on prices and opportunity costs 
(a) to judge what combination of inputs would be 
best for the farmer to use and (b) to study the ef­
fects on production and input use of alternative gov­
ernment policies influencing prices and the quan­
tity of resources available to the farmer. 

However, the world is never ideal. Information 
from production function analysis can never be per­
fect. First, there will always be uncertainty about 
the effect of such uncontrolled factors as weather 
and disease. Second, the production function has to 
be estimated statistically from data which may be 
imperfect. Third, the estimated production function 
can only be interpreted as an average relationship 
across some set of (hopefully representative) obser­
vations. Fourth, prices and opportunity costs may 
not be known with certainty. Fifth, every farm and 
farmer are unique. Resource qualities and amounts 
vary between farms. Farmers vary in their mana­
gerial skill, their opportunity costs, their assessment 
of uncertainty and their reactions to it, and in their 
preferences about the possibilities they see as open 
to them. 



For the above reasons, information based on prr (7.4) Y = f(N, P, L) 
duction function analysis must be interpreted with 
caution and judgement. It can be very useful for and it is assumed that all the other factors influencial 
both extension and policy purposes, especially when 
supplemented with macro and other micro economic 
analyses. But it should never be -egarded as perfect. 
This is especially so relati-e to small farms involving 
a subsistence component and having to operate in 
a delicate balance wVh their physical, economic 
and social environment. 

7.3 Notation 

As a convenient shorthand in production function 
analysis, output is usually denoted by Y and the 
amount of the i-th input factor by X,. Thus we 
can say, in words, that: 
Y depends on the input quantities X,, X2, X, ..... X"; 
or, more briefly in algebraic shorthand, that output 
and inputs are related by the function 

(7.1) Y = f(X,, X_. .. , Xm). 

Since this function involves m input variables, it is 
termed an "m-factor production function." 

Equation (7.1) says that the amount of output Y 
is determined by the quantities of the m input factors 
X1, X , .... , Xm, the precise algebraic form of the 
production function being unspecified. If Y were 
rice production, the set of X Nariables would be all 
those factors sach as available soil nutrients, climate, 
fertilizer, labour, etc. which influence rice yield.
While we can usually specify the more important of 
these factors, we could hardly list all of them. 

The input factors X, X2 1 ... , Xm may be classified 
in various ways. Some will be under the farmer's 
control, others not. Some will be variable, some 
fixed. Some will be uncertain, others not. Some 
will be very important, others of little significance. 
Usually the production function will be estimated in 
terms of some small iiumber of important inputs, 
say X1, X., ..... X, which are variable (i.e., not 
fixed in size) and are under the farmer's control. The 
remaining (m-n) input factors Xn,+ Xn+9 ..... XM are 
all those that are either fixed or not under the 
farmer's control, or so unimportant in their influence 
that we can regard them as fixed. In these terms, 
the production function is generally written 

(7.2) Y = f(X,, X1, ... , Xn IX"" ' ., Xm) 

or, more briefly, as the n-variable input funct-,on 

(7.3) Y = f(X, X1 ... X). 

For example, we might estimate rice yield per 
hectare (Y) as a function of nitrogen fertilizer ap-
plied (N), pesticide used (P) and labour (L). This 
implies 

rice yield per hectare (such as water available, soN 
energy, soil type, etc.) are held fixed or are 4. 
important. This assumptica can never be fully tru 
so that the -stimated function corresponding to equa. 
tion (7.4) can only be approximately correct. h 
general, such approximations will be reasonable 
enough, so long as we remember that they are only 
approximations. As discussed by Dillon (1977, Ch. , 
they relate (in a rough sense) to some set of average 
conditions for all those input variables left out o1 
the estimated production function. 

If appropriate data are available, the set of input 
factors included in the production function may 4 
extended to include some of the factors not under 
the farmer's control. For example, equation (7.4) 
might be extended to include solar energy (S) so 4 
to give an estimated function 

(7.5) Y = f(N, P. L, S). 

Since the level of solar energy that will be availabk
 
to a future crop can only be predicted probal.
 
listically, as shown by Dillon (1977, Ch. 5) the ana.
 
ysis of such production functions becomes molt
 
complicated.
 

7.4 Shape of the production function 

Agricultural input-output relationships follow tk 
law of diminishing returns. As additional units d 
an input are used, each extra unit causes a small 
increase in output and beyond some level of use, extn 
units of an input may cause output to fall. In otb 
words, the mnarginalproduct of the i-th input facta 
(i = 1, 2 ... , n), denoted MP, and calculated u 
the first derivative dY/dX,, decreases as X, increase 
This implies that if we graph the single-variagk 
input production function Y = f(X,), it will have i 
shape as in Figure 7.1. Likewise, the produlil 
surface corresponding to the two-variable productim 
function Y = f(X,, X,) will have a shape as in f. 
ure 7.2 where the height of the surface abo',d M 
point in the (X,, X.)-plane tells us the le,,el of out 
corresponding to that combination of X, and X. F11 
more than two inputs, we cannot draw the produmi'
function but have to rely on algebraic representa63 

From an economic efficiency point of view, we 0' 
only interested in that part of the production funct)I 
(i.e., region of the production surface) where 1d
input factor has a diminishing but positive inMaiE; 
product. This implies that for meaningful ecO O 
analysis, any estimated production function ­
have positive first derivatives, i.e., dY/dX, >0, so 
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function are that its slope relative to increased use 

0o X 


Figure 7.1. Shape of the single variable production func-

negative second derivatives, i.e., d2Y/dX1
2 < 0 within 

te relevant range of interest, 

7.4 Algebraic form of the production function 

By algebraic form we mean the specific algebraic 
representation of the production function. While 
equations (7.4) and (7.5) depict possible production 
functions for rice, they do not imply a specific form 
of function. As already noted, within the relevant 
range of input levels for economic analysis, the only 
requirements on the algebraic form of the production 

y 

-


X 


igure 7.2. Production surface corresponding 
to Y = f(X1, X2). 

of any particular input factor (i.e., dY/dX,) be pos­
itive and that this slope be diminishing (i.e., 
d2Y/dX1

2 be negative). These requirements should 
hold for all the variable factors involved. Many al­
gebraic forms meet these requirements. The choice 
of a particular algebraic form, however, is delimited 
by three further considerations. First, the functional 
form used must adequately represent the production 
process it is meant to represent. Essentially, this is 
a matter of subjective judgement based on how well 
the estimated function fits the data on which it is 

based and how well it fits our prior judgements about 
the physical and economic logic of the production 
process under study. Various criteria can assist in 
making this judgement as we discuss below in 

Section 7.8. Second, the algebraic form should pref­
erably be one which is easily estimated by statistical 

procedures. Third, it should be easily manipulated 
in terms of economic analysis. 

While a variety of algebraic forms meet the above 
requirements - see Dillon (1977, Ch. 1), three forms 

stand out as being of most general usefulness. They 

are the quadratic polynomial, the square-root qua­
dratic polynomial, and the power (or Cobb-Douglas) 
function. We will restrict our discussion to these 

three types of production function. Experience in­
dicates that they serve adequately and that, except 

for special purposes, there is little if anything to gain 
from investigating other functional forms. 

QUADRATIC POLYNOMIAL 

With a single variable input, the quadratic poly­
nomial production function is written 

(7.6) Y = ao + aX, + , 1X1
2. 

In this equation, a0, a, and a,, are coefficients to be 
estimated statistically. To be relevant for economic 
analysis, any such fitted function should have the gen­
eral shape shown in Figure 7.1. This implies that 
output is a maximum when X, equals -a,/2a,, and 
that the linear coefficient al is positive and larger in 
absolute terms than the quadratic coefficient a,, 
which should be negative. Equation (7.7) gives an 
example of an estimated single-factor quadratic where 
Y is units of grain yield per hectare and N is units 
4-,1 nitrogen fertilizer per hectare. 

(7.7) Y = 18.43 + 0.29N - 0.002N'. 

Y is a maximum of 28.9 units when 72.5 units of N 
are used. The relevant range for economic analysis 
nust lie between N = 0 and N = 72.5 since, within 
this range of N, dY/dN = 0.29- 0.004N is positive
and d2Y/dN 2 = -0.004 is negative. 

Using equation (7.7), we can estimate grain yield 

for given levels of nitrogen fertilizer. We could 
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only do this 	 sensibly,cor
for the data from which 	 theresponding to that 

function was estimated. Any variation 	 in soil type, 
etc. (i.e., in any of the 

climate, cultivation practice, 
affect production) would tend 

other factors that can 

With two variable inputs we have the general qua-


dratic form 


+ a2,2X2
2 

+ a,,Xt 2 

Y = a0 + atX. + a2X 2(7.8) 
+ a, 2XX 2 

equation (7.6) 	 except 
which is exactly analogous 	 to 


involving the interaction
a 
If either of the input factors is takenfor the addition of term 

coefficient a12. 
the two-variable as fixed at a particular level, qua-


dratic collapses to a single-variable quadratic in the 


Thus if X. is fixed at some level, say k,

other factor. 
we have 


'
 (ao + a~k + a2 ,k) a tX t(7.9) Y = + 	a .,)X1 + ,,(7.15)a2kX,++J(a1 + (, 

can be written as 
where the bracketed coefficients X,2-1 11 

Y = a' + a1
tX, + !III(7.10) 

for economic analysis, the 	 fitted
To be relevant 

wo-variable quadratic should be such that its implied 

single-variable functions of the type shown in equa-

tion (7.10) meet the criteria for single variable qua-

outlined relative to equation (7.7). In
dratics that we 

the interaction coefficient a, 2meeting these criteria, 

may be either positive, zero or negative, 


an example of the two~variableEquation (7.11) is 
per hectare and Nquadratic where Y is grain yield 

and P are respectively units of nitrogen and phos-

per hectare.phate fertilizer applied 

y = 8.27 + 0.27N + 0.3 1 P -0.002N: 
(7.11) 	 + 0.0006NP.0.0014PP

2 
0general0 

collapsesthis production function to 
With P = 40, 	

0 say, it collapses to = 
that of equation (7.7). With N 

= 8.27 + 0.31P-0'04P ' (7.12) 	 y 

yield of 40 
Equation (7.11) implies a 	 maximum 

= 129.3. So long= 86.9 and Punits of Y when N 
as the relevant range of fertilizer levels does not 

function is appropriate for 
exceed these values, the 
economic analysis (assuming, of course, that it fits 

the data satisfactorily), quadratic
With three variable input factors, the 

becomes 
2 

a3X3 + a, X1
+ aX, + a.,X, +

Y = a,(7.13) 2 + + a12XX 2+ a22X2 a33X3 

a 23X.,X3.+ a1 3X1X 3 + 

fixed at some 	 level, it col.With one of the factors 
lapses to a two-variable function; with two factors 

function. For econoni forfixed, to a single-variable functionsthese implied single-factorrelevance, the criteria already outlined. 
must meeteach factor 

As equation (7.13) shows, three.variable quadratic 

If we have three or more variable factors 
are messy. 

power function rather 
ause

than best to square-root quadraticit is generallyeither the quadratic 	 or 

form. 

POLYNOMIALQUADRATICSQUAREROOT 

Square-root quadratic polynomials are exactly anal.
 

ogous to the ordinary quadratic functions discussed
 

except that X, is replaced 	throughout by its 
above 

Thus for a single factor 
positive square-root X1/2. 

we have
 
a,X 1,(7.14) 	 Y ==ao + atX,/2 + 

o o fa t randa d for twot factors	 +Y "- ao + atXt,/2 a2X2' /2+ atX, 

+ a22X + at., 	a 2X2 '+2 + a,,Zt2 a,2Z.?
a.+ aZ,+ a.Z.+ 


a+ a +Z+Z+ 

other words, 	 a square-rootwhere ZI X1
1/2. In 


transformation isapplied to the input variables. Con.
 

of the ordinary quadratic, N
pared to the 	 shape 

is to mateof the square-root transformationeffect 
the production surface more gently sloped and non 

ks
symmetrical when plotted against X, levels. 

other transfor.(1977, Ch. 1),discussed by 	 Dillon 
or mixtures of transformations might als

mations 
be used.
 to ttconditions for square-root quadraticsThe 
relevant for economic analysis are analogous to tho 

When plotted, Ik 
for the ordinary quadratic. 

(implied) single-variable functions should have tk
 

shape of Figure 7.1 with (in terms of X,',: 

a,being positive and the q*,
the linear coefficient 

The interactil 
dratic coefficient all being negative. 

if relevant, canl 
coefficient aj of equation (7.15), 

positive or negative. 
Like the ordinary quadratic, square-root functiOO 

as the pOOas convenient 	to use are generally not 
function when there are three or more variable factO 

to be considered. 
an empirical illustrati0dEquation (7.16) gives 

Again Y 
the two-variable square-root quadratic. 

and P are units
grain units per hectare and N 

and phosphate fertilizer per hectare.
nitrogen data aS 0 
function is based on the same set of 

of equations (7.7) and (7.11 
quadratic examples 

1.84P001o.8.31 + 1.66N/2 +(7.16) 	 Y = 
-0.035P + 0.INt/2P

1/2. 
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"E1 OR COBB-DOUGLAS FUNCTION 	 determine the isocline equations specifying the least­

prcduction function 

= aX1a 
"2-a0Xa1XL 

The power or Cobb-Douglas 

0 the following form: 
717) one variable input: Y 
7.18) two variable inputs: Y 

n1X27.19) n variable inputs: Y : aoX 1 . .Xn .:" 


As equations (7.18) and (7.19) indicate, with two 
rmore variable factors, the power function is mul-

tiplicative. Whei the input and output quantities 
Lmtransformed to logarithms, the resultant function 
s linear, e.g., with n variable inputs we have 

7.20) log Y = log a + a log X + a log X. 
+ ... + an logX , . 

Ifall factors except one are held constant at non-

zero levels, the multivariable power function col-

apses to a single-variable function as in equation 


17.17). To be relevant for economic analysis, the 

power function must have each estimated a, coeffi-

cient This ensures dimin-
positive and less than one. 

ohing returns to each factor. As well, none of 

tleX, values can be zero since this implies zero 

output. Another difference to the quadratic and
 
quare-root quadratic is that the power function does
 
Dothave a maximum; it increases indefinitely. 


The power function estimate based on the same 

set of grain-fertilizer response data used to illustrate 

the polynomial function is 


(7.21) Y = 7.55N0 o07PO 244 . 

7.6 Economic analysis 

Given an estimate of a multivariable production 
fuction, we can estimate the level of output for 
given quantities of input, the marginal physical pro- 
ductivity of each input factor, and the isoquant equa-
tio0n for any specified level of output. From the 
isoquant equation, which specifies the locus of all 
input combinations yielding a specified level of out-
PUt, we can estimate the rate of technical substi­
tution between factors. These substitution rates can 
then be equated to the inverse factor-price ratios to 

table 7.1 	 MPi FOR THE TWO-FACTOR QUADRATIc, SQUARE-ROOT 

AND (7.18) 

cost combination of input factors for any feasible 
level of output. Finally, the profit maximizing set 
of inputs can be determined by simultaneously 
solving the set of equations equating the marginal 
product of the i-th factor with the factor/product 
price ratio. As shown by Dillon (1977, Ch. 2), pro­
duction function analysis can be further extended 

to take account of constraints on input or output 
levels and to allow optimization over an array of 
production processes to be carried on simultaneously. 

We will illustrate the above-mentioned economic 
derivations in terms of the two-variable quadratic, 
square-root and power production functions of equa­
tions (7.8), (7.15) and (7.18) respectively. 

MARGINAL PRODUCT 

The marginal product of X, denoted MP,, is the 
change in output arising from using an additional 
unit of X,. It is derived by taking the partial deriv­
ative of Y with respect to X,. For the two-factor 
quadratic, square-root and power functions of equa­
tions (7.8), (7.15) and (7.18), marginal products are 
as shown in Table 7.1. 

ISOQUANT EQUATIONS 

An isoquant equation describes all combinations of 
factors which yield a given quantity of output, say 
Y*. It is derived by setting Y equal to Y* in the 

production function Y = f(X1, X ..... Xn) and solving 
in terms of X1 to obtain the equation: 

(7.22) X,= g(X2, X3 ..., Xn,Y*). 

An isoquant for two factors is shown diagrammati­
cally in Figure 7.4 below. The isoquant equations 
for our three production function forms are as shown 
in Table 7.2. As these equations indicate, the poly­
nomial forms are more computationally tedious than 
the power form. 

RATE OF TECHNICAL SUBSTITUTION 

The rate of technical substitution of factor X, for 
factor X, denoted RTS,, specifies the amount by 

AND POWER PRODUCTION FUNCTIONS OF EQUATIONS (7.8), (7.15) 

Marginal 	product of X2Production function 	 Marginal product of X,
MPI = BY/aXl 	 MP 2 = 8Y/BX2 

Quadratic (7.8) ai + 2aiiXi + a12X 2 az + 2a22X2 + al2Xl 

Square-root (7.15) ai/2Xi' + all + a12X2 /2Xi 0 a2/2X21 + a22 + ai2XI'/2X2' 
POwer (7.18) aoaX1a-'XP2 = aiY/Xi aoa 2XiaaX,- = azY/X2 
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EQUATIONS FOR THB TWO-FACTOR QUA-Table 7.2 IsoQUANT 
DRATIC, SQUARE-ROOT AND POWER PRODUCTION 

(7.8), (7.15) AND (7.18)FUNCTIONS OF EQUATIONS 

Iso uant euation(72)-RProduction 


Tsqt at,i)
function 

Quadratic 
(7.8) X= -(at + a,2X2) ± 

+ [(at + at2X)2 - 4ant (a2X2 + 

+ a2X2o + ao-Y)]'/2at

Square-root
 

(7.15) Xt = f-(at + al2X21) + 
- [(at + at 2X2T)-4ats (a2X2t + 

a22X2 + an - Y*)]jl 2/4aIt 2 
+ 


Power
 
(7.18) Xt = (Y*/aoX2a)l 

which X, must be increased if Xj is decreased by one 

unit and the level of production is to remain un-

RTS,1 is equal to the slope of the isoquantchanged. 
is equal to the negative inverse ratiowhich in turn 

of the factors' marginal products. Thus we have 

(7.23) 	 RTS uJ = dX,/dXj = -MPj/MP, = RTSjt -t . 

three functional 
for RTS,2 for our 

The expression 
7.3. As indicated byformns are shown in Table 

equF.tion (7.23), the expressions for RTS2 t ,re the in-
Again, the power function verse of those for RTS, 2.
 

expressions.
give,; the simplest expfinite 

ISOCLINE EQUATIONS 

For any factor price ratio k = PP,, where P, and 

p, respectively denote the unit price of X, and X,, 
the isocline equation specifies the least-cost expansion 
path or combination of the pair of factors X, and X, 

for production of any specified quantity of output. 

It is assumed that in small farm situations, the unit 
prices of X, and of Y (denoted p, and p, respectively) 

are given and not influenced by the farmer. Hence 
treated as a constant in-the price ratio k can be 

At every point along the least-costdependent of Y. 

isocline the rate of technical substitution of X, for X,
 

SQUARE-THE TWO-FACTOR QUADRATIC, 

ROOT AND POWER PRODUCTION FUNCTIONS OF EQUA-

TIONS (7.8), (7.15) AND (7.18) 

"rable 7.3 RTSt2 FOR 

Rate of technical substitutionProduclion I 
RTS2 = -MPz/MPi

function 

Quadratic 
(7.8) 	 (a2 + 2a22X2 + a12X) I 


/ (al + 2attXi+ atX2) 


(7.15) -(a2/2X2t + a22 + at2Xti/2X2')/Square-root 

/ (at/2X + ait + at2X21/2Xi1) 

Power 
(7.18) --	 a2Xt/atX2 

ratio of theiris inversely equal to the negative 


prices, i.e.,
 

u"-PPt=k
(7.24) -RTSj = p/ = k.
 
Solution of this equation gives the least-cost isocline
 

equations for our three functional fovns as listed in 

Table 7.4. The relative simplicity of the power 
function is again obvious. Note that with n factors 
there will be n(n - 1)/2 isocline equations, one for 
each of the possible pairs of factors. Diagrammatic 

illustration of isoclines is given by 	Figures 7.4 and 
7.5 below. 

OPTIMAL INPUT COMBINATION 

If there are no constraints on the quantity of out. 
of inputsput to be produced or on the quantity 

available, the profit-maximizing combination of in. 

puts is given by simultaneous solution of the set of 

equations equating the marginal product of each 

input with its factor/product price ratio. Thus will 

MP,is=PtPa set of n equationsn variable inputs there(7.25) 

for the set of optimalto be solved simultaneously 
For each-of our three two-variable functionalvalues. 

forms, these equations are as shown in Table 7.5. As 

noted in the table, for the power function to imply 
optimal inut amounts, we must have the sum 

of the exponei,, coefficients (in this case a, + a 

less than one. This sum indicates, for the power 

function, the type of returns to scale that are implied 

to prevail. Respectively, if this sur is less than one, 
than one, we have decreasin&equal to ce or more 


constant or increasing returns to scale.
 

CONSTRAINTS TO PRODUCTION 

Typically, a farmer's supply of resources will be 
hconstrained in that he faces an outlay constraint 

WITH p21pi = Table 7.4 L'LAST-COST ISOCLINE EQUATIONS 
FOR THE TWO-FACTOR QUADRATIC, SQUARE-ROOT AN 

POWER PRODUCTION FUNCTIONS OF EQUATIONS (7J 
(7.15) AND (7.18) 

Production I Least-cost isocline equation 
for p,/pt =kfunc .on 

Quadratic 

Xt = [kat - a2 + (kat2 - 2a22)X1(7.8) 
/(at2 - 2 karl)
 

Square-root
 
a22,X I]$+± Ira2 - 2 (karli- -.= (k-(7.15) Xt [2 (ka a22) X21 - a2 

1
+ 4ka12 (aX2 + aiX2)PI'I'2 

Power 
(7.18) Xi = katX2/a2 
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Table 7.5 	 EQUATIONS TO BE SOLVED SIMULTANEOUSLY TO 
OBTAIN OPTIMAL INPUT QUANTITIES FOR THE TWO-
FACTOR QUADRATIC, SQUARE-ROOT AND POWER PRO-
DUCTON FUNCTIONS OF EQUATIONS (7.8), (7.15) AND(7.18) 

Production 	 MPI = PI/Pyfunction 

Quadratic (7.8) Xi = (pi/py, - at - at2X2)/2alt 

Square-root X2 = (P2/PY - 22 - a2X/2a22 
(7.15) 	 Xi = [(at + at.X:)/2(pt/py - at)] 

2 

X2 = [(a2 + aI2XtI)/2(p2/pv - a22)] 2 

p+wer (7.18) with 	 - 1)at + a2 <1 	 X1 = [pj/pyaoa1X2a2]1 / (a1
1X2 = [p2/pYava2Xall/(" 2 ) 

this case his optimal level of production is specified 
by simultaneous solution of the set of least-cost 
isocline equations 

(7.26) -RTSj1 = pi/pi 

and the iso-cost locus 

(7.27) 	 X1 = [C - (P2X 2 + P3X3 + ... + P.Xn)]/Pi 

where C is his total possible expenditure on the 
factors X,, X2 .... Xn. Thus for each of our three 
functional forms with two variable factors we have 
a pair of equations (equation (7.27) plus the appro-
piate one from Table 7.4) to solve for X, and X2. 
It then remains to check that greater profit cannot be 
obtained for an outlay of less than C. If it can, the 
Outlay constraint is not effective and unconstrained 
best operating conditions must be calculated as per
Table 7.5. The appropriate check is to calculate the 
ratio pyMP,/p, for one of the input levels calculated 
from equations (7.26) and (7.27). As shown by Dillon 
(1977, Ch. 2), if this ratio is greater than one, the 
Constraint is effective. An example of an iso-cost 
line is shown in Figure 7.4 below. 

Sometimes there may be a constraint on the quan-
tity of output that a farmer is allowed to produce. 
In this case the optimal input quantities are given 
by simultaneous solution of the least-cost isocline 
equations of equation (7.24) (or Table 7.4) and the 
isoquant equation (7.22) (Table 7.2). Figure 7.4 
below provides a diagrammatic illustration. 

Farmers will also often be constrained by the cost 
of credit or by profit possibilities available to them 
from alternative products. Suppose the cost of
credit or the net return per unit of outlay available 
from other production processes is denoted by r. 
Outlay on X, in the process under study should 
then be restricted to the level which yields a mar-
ginal profit of r. The optimal resource quantities 

are then given by simultaneous solution of the set 
of n equations 

(7.28) MP, =- PA (1 + r)/p,. 

7.7 Empirical example 

To illustrate production function analysis we will 

use the grain-fertilizer functions used to exemplify 
the quadratic, square-root and power functions in 
Section 7.5. With Y. N and P respectively denoting 
units of yield, nitrogen and phosphate fertilizer per 
hectare, the equations are: 

2Quadratic (R = 84%): 

(7.29) Y = 	8.27 + 0.27N + 0.31P- 0.002N 2 

- 0.0014P2 + 	0.0006NP 
* 

Square-root quadratic (R2 = 87%): 

(7.30) Y = 	8.31 + 1.66N'/2 + 1.84P t/ 
*** 

-O.i3N-0.035P + 0.1Nn/2Pn/ 

Power (R = 88% of log Y): 

' 244 (7.31) 	 Y = 7.55N' 0 °7PO . 
** *** 

These equations were each estimated by ordinary 
!east-squares regression as discussed in Section 7.9 

R2below. The values indicate how much of the 
variation in the yield data (or logarithms of the 
yield data for the power function) is explained by 
the fitted functions; the asterisks under the coeffi­
cients indicate their level of statistical significance
(*** - 1%, ** = 5%, * -1 0%) as discussed in 
Section 7.8. The data on which the functions are 
based are listed in Table 7.6 (Yeh, 1962). Some pre-

Table 7.6 CROP-FERTILIZER DATA USED TO ESTIMATE THE 

TWO-FACTOR QUADRATIC (7.29), SQUARE-ROOT (7.30) 
AND POWER (7.31) PRODUCTION FUNCTIONS 

Units of nitrogen (N) 

Units of 
phosphate (P) 	 0 20 40 60 80 120f J 

1_1_1_1_1 	 1 
(units of grain produced) 

0 7.8 9.6 13.2 16.0 12.2 9.0 

40 18.8 26.0 29.0 38.0 26.4 29.3 
60 15.3 22.1 26.9 28.9 28.7 32.1 
80 23.2 27.9 33.0 37.9 37.0 31.7 

120 27.5 31.9 37.0 40.2 44.0 33.6 
- - -

Source: Yeh (1962). 
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OF 

FERTILIZER BASED ON THE QUADRATIC (7.29), 
SQUARE-ROTrr (7.30) AND POWER FUNCTION (7.31) 

LTi-MATES.3t 

Table 7.7 	 PREDICTED GRAIN YIELDS FOR SOME LEVELS 

_______"___r .M___-

Units of nitrogen (N)
Estimated Units of 

fucio hos hate 40 120Mi 0a 60 


(predicted units of grain produced) 
8.3 15.9 17.1 11.9Quadratic 0 9.3 13.6 12.8 10.9Square-root 


7.6 10.8 11.5 12.0Power 

29.2 24.9[40 18.4 27.0Quadratic 
Square-root 18.6 27.9 28.7 28.1 

29.518.6 26.6 28.4Power 

33.5 
80 24.1 33.6 36.8 

Quadratic 
Square-root 22.0 32.9 34.4 34.3 

Power 22.0 31.5 33.6 35.0 

Quadratic 120 25.3 35.8 39.9 37.6 

Square-root 24.3 36.5 38.5 38.9 

Power 24.3 34.7 37.1 38.6 

function.Taken as one unit in the casc of the power 

dicted yields based on the estimated functions are 
magia and7P
pr/, 


of N and 	 P are given forThe marginal products 
our three functional forms by the respective equations 

leelshown in Tale 7.8. Est ated valu e om uaelevels of 	 60 and 120, calculated from the formulae 

of Table 7.8, are listed in Table 7.9 for each of 

our three estimated functions. Analogous calcu-

be made for other levels of P, andlations could 
levels of N. The MP,likewise for MP, at various 


data of Table 7.9 are graphed in Figure 7.3.
 

The isoquant equations derived from our three 
estimated functions are presented in Table 7.10. 

These equations give all the combinations of N and 

P required to produce specified levels of Y. Some 
and tie associatedsuch equal-product combinations 

of N for P are shownsubstitution 

in Tables 7.11, 7.12 and 7.13 based respectively o 
our quadratic, square-root and power function esti-

mates. The respective numerical formulae (cor-

responding to the algebraic formulae of Table 7.3) 

rates of technical 

•+ 

on which these RTS, values are based are given 

would be expected from the 
in Table 7.14. As 

logic of production, increasing quantities of N are 

required to replace a unit of P as the level of P 
decreases, if production is to be maintained un-

changed. Thus in the quadratic case of Table 7.11 

.5 .6 

Quadratic (7.29) Squamr-rot (7.30) 
.5
"4 


' 'N P 120 MP ' 

.2 
0..PP2* .2.1 

00
 

U.nit, of N 	 ntSo 

-.2o 

Poer (7.31) 

MPM .2
 

P-120 

P .o 

______ 	 6___________ o 
C 2__70 40 60 80 120 

Units of N 

Figure 7.3. Marginal product of nitrogen from estimated 
functions. 

with Y = 20, 0.73 unit of N can replace one unit 
of P when P = 40, but when P = 10, 3.83 units 
of N are required. 

Least-cost isocline equations are derived as per 
equation (7.24). These equations, based on our 

kh are given=ut140/. with a price ratio offunctions 	and inTale7.5three estimated = 

k = pp. -14.08.1 1.73 are given in Table 7.15.
As shown in Figure 7.4, for the quadratic function 
the intersection of this isocline with the isoquant 

for Y = Y* (i.e., simultaneous solution of the iso­

quant and isocline equations) gives the least-cost 

combination of N and P for production of Y* under 

given input price ratio. This corresponds to athe 

Table 7.8 	 EXPRESSIONS FOR MARGINAL PRODUCTS OF N ,r 
P DERIVED FROM THE ESTIMATED QUADRATIC (7.29 

(7.31) FUNCTIONS'SQUARE-ROOT (7.30) AND POWER 

t
 
function
 
function 

(7.29) 0.27- .004N 0.31 --0.0028PQuadratic
+ 0.0006P + 0.0006N 

Square-root 
-0.13 0.92/P, - 0.035(7.30) 0.83/N0.5PIINI + 0.05NI/P ' 

Power 

o0°03  

(7.31) 0.73Po 24'4fN 	 7/PO.'561.84N '0 

I-­
* Note that 	for the power function, MP I may also be exprwSf 

as ajY/X I where Y Is the estimated yield. 
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Table 7.11 RTSNP FOR Y = 20 AND Y = 30 WITH VARIOUS 
6( CCLEVELS OF N AND P BASED ON THE QUADRATIC 

-?-- Y=PRODUCTION FUNCTION ESTIMATE (7.29) 

Y = 20 Y = 30 

4'Units 	 Units -RTSNI, Units Units -RTSNp 

"
 Units
__-RTof
N
Units-- of 	P 

ofUNP 


isoquant 	Y=30 f 
isocline30.' 

-TSip = 1.73 
 5 40 0.73 16 100 0.15 
20. 	 14 30 1.01 21 80 0.42 

26 20 1.51 34 60 0.96 
iso-Cost line 49 10 3.89 59 45 3.60 
1N= 59.3 - 1.73P 

20 	 40 60 80 100 

r Table 7.12 RTS.,4i FOR 20 AND Y = 30 WITH VARIOUS 

N AND P BASED ON THE SQUARE-ROOTFigure 7.4. Illustration of optimal input dtermination for 	 LEVELS OF 
(7.30)

the case of an output constraint (point A) and an outlay PRODUCTION FUNCTION ESTIMATE 


constraint (point B) based on the quadratic production
 
funcdon estimate of equation (7.29). Y = 20 Y = 30
 

Units Units _ RTSNPI Units Units RTSNPof N ofP of N of?P T~ 
of N of ­

o P Jat point o N
The example shownconstraint 	 on output. 

A in Figure 7.4 is for Y = 30. For a constraint on 
1 35 0.13 11 90outlay as 	specified by equation (7.27). the optimal 0.30 

3 25 0.34 15 80 0.45
input combination under the given price conditions 

10 15 1.26 24 70 0.84 
20 10 3.59 31 60 1.35 

Table 7.9 	 MPN AT P = 60 AND P = 120 FOR TIlE TWO-
FACTOR QUADRATIC (7.29), SQUARE-ROOT (7.30) AND 
POWER (7.31) PRODUCTION FUNCTION ESTIMATES Table 7.13 RTSp FOR Y = 20 AND Y = 30 WITH VARIOUS 

LEVELS OF N AND P BASED ON THE POWER PRO" 

MP.; with P 60 IMP,, with P 120 	 DUCTION FUNCTION ESI1MATE (7.31) 

Level 	 QuadraticI 

of N Quadratic Square- Square. 	 Y = 20 Y = 30root Power root Power 


Units Units -RTSNP Units Units - RTSNpof N ofP of N ofP 
of N of 

0.34 1.25 2.36 of N of P 	 ­

1.09 1.991 0.30 

20 0.23 0.14 0.13 0.26 0.18 0.16 

40 0.15 0.06 0.07 0.18 0.09 0.08 1 50 0.05 9 120 0.19
 

dO 0.07 0.03 0.05 0.10 0.05 0.06 4 30 0.34 24 80 0.76
 

80 -0.01 0.01 0.04 0.02 0.02 0.04 12 20 1.51 50 60 2.10
 

100 -0.09 -0.01 0.03 -0.06 0.01 0.04 68 10 17.14 137 40 8.63 

120 -0.17 -0.02 0.03 -0.14 0.00 0.03 1 1 

Table 7.14 FORMULAE FOR CALCULATING RTSNp 
(= I/RTSNP) DERIVED FROM THE ESTIMATED 

Table 7.10 ISOQUANT EQUATIONS BASED ON TIlE QUADRATIC QUADRATIC (7.29), SQUARE-ROOf (7.30) AND POWER 

(7.29), SQUARE-ROOT (7.30) AND POWER (7.31) (7.31) FUNCTIONS 
PRODUCTION FUNCTION ESIIMATES 

Estimatedon RTSNP = - MPp/MP:, 

Quadratic: 

N = 1- (0.27 + 0.0006P) ± [(0.27 + 0.0006P)2 Quadratic 

+ 0.008 (0.3 1P - 0.0014P 2 
+ 8.27 - y*)]t /(- 0.004 (7.29) - (0.31 - 0.0028P + 0.0006N)/ 
Square-root: (0.27 - 0.004N + 0.0006P) 

+ 0.1P)2 	 Square-rootN = 1--(.66 + 0.1Pi) ± [(1.66 
(7.30) - (0.92/PI -0.035 + 0.05N/Pt) /

+ 0.52(1.84P' - 0.035P + 8.31 - Y*)], 2/0.068 
(0.83/NI-0.13 + 0.05PIJNI) 

Power: 	 Power
 
°	 (7.31) -2.52N[P

N = (Y*/ 7 .55PO244) 309 
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Table 7.15 LEAsT-cosT ISOCLIN EQUATIONS FOR 'E ESTI-
MATED QUADRATIC (7.29), SQUAR3-Roo'r (7.30) AND 
POWER (7.31) FUNCTIONS WrrH ppp;= 1.73 

Estimated Least.cost isocline equation 
function (-RTSNp = 1.73) 

Quadratic 
(7.29) N = 20.89 + 0.51P 

Square-root 
(7.30) N = 1- (0.92 + 0.19P')+ [(0.92 + 

Power 
(7.31) N = 0.686P 

is specified by the intersection of the least-cost 
isocline and the iso-cost line. This also is illustrated 
in Figure 7.4 at point B for the case of outlay being 
constrained to 480 money units per hectare. 

To determine the optimal level of Y and the 
associated combination of N and P if there are no 
constraints on output or outlay, we need also to 
know p,. Calculation of these optimal quantities 
is as per equation set (7.25). Thus if the price of 
Y is 100 per unit, setting MPN = PN/Py and 
MP, = P/P,, for the case of the quadratic equation 
(7.29), we have the two equations: 

(7.32a) 0.27 - 0.004N + 0.000' P = 0.081 
(7.32b) 0.31 -0.0028P + 0.0006N = 0.14. 

of these equations indi-Simultaneous solution 
cates optimal input quantities of N = 58.2 and 
P = 73.2 units per hectare. Substituting into pro­
duction function equation (7.29), these input quan-
tities imply an expected yield of 35 units of Y per 
hectare (as shown at point C in Figure 7.4). Anal-
ogous calculations for the estimated square-root 
and power production functions give the optimal 
quantities shown in Table 7.16. 

OF N, P ANDTable 7.16 UNCONSTRAINED OPTIMAL LEVELS 
Y BASED ON THE QUADRATIC (7.29), SQUARE-
itoor (7.30) AND POWER ,t.31) PRODUCTION FUNC-
"ION ESTIMATES W=- PN = 8.1, pp = 14 AND 
py = 100 

Estimated 
function I 

N P 

(units per hectare) 

Quadratic
(7.29) 58.2 73.2 35.0 

Square-root 
Power 

(7.31) 32.5 47.2 27.1 

If the opportunity cost of funds is r per unit of 
outlay, equation (7.28) provides the optimal quan.
tities. Thus if r is 0.15 ,i.e., an opportunity cost 

of funds of 15 percent), we have for the quadratic 
case: 

(7.33a) 0.27 - 0.004N + 0.0006P = 0.093 
(7.33b) 0.31 - - 0.0028P + 0.0006N = 0.161. 

Simultaneous solution of this pair of equations in. 
dicates that under the given price and opporturtity 
cost conditions, the optimal input quantities are 
N = 54.0 units per hectare and P = 64.8 units per 
hectare. The implied optimal level of output is 33.3 
units per hectare. 

7.8 Choice between alternative estimates 

Choice between alternative production function 
estimates is a matter of subjective judgement, guided 
by consideration of: (a) goodness of fit; (b) a priori 
economic and physical logic; (c) ease of analysis; 
and (d) judgement about the economic implications 
drawn from the production function estimates. We 
will illustrate these considerations using the alter. 
native crop-fertilizer functions of equations (7.29), 
(7.30) and (7.31). Though not specifically oriented 

to production function estimates, good discussion of 
these questions is provided by Rao and Miller 
(1971, Ch. 2). 

Goodness of fit to the data on which a function 
is based can be judged by: (i) visible inspection of 
either predicted outputs against the data output 
values or of implied single-variable functions plotted 
against the corresponding data observations; and 
(ii) statistical measures relating thc fitted function to 

the data. 
The two major statistical measures are the con'. 
Tento major statio r aethch 

ficient of nutiple deternation or R2 value which 
measures the amount of variation in the data ex. 
plained by the fitted equation, and tests of signif
icance (t tests) on the estimated individual cod. 

ficients. For example, the quadratic estimate of 
R2equation (7.29) has an value of 0.84 indicating

that this equation explains 84 percent of the vari­
ation in the yield data of Table 7.6. The corre­

sponding figure for the estimated square-root func­
tion (7.30) is 87 percent. The estimated power 

function of equation (7.31) is based on a 10o 
rithmic transformation of the data of Table 7.6. Its 
R2 value refers to this transformed set of data. As 
a result the R2 value for the power function is 110 
strictly comparable with those for the quadratic 
and square-root functions, only roughly so - see Ra0 
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and Miller (1971, Ch. 2) who also discuss the use 
of the adjusted coefficient of multiple determination,
denoted R--, which adjusts R2 for the number of
coefficients being estimated. 

As usually conducted, tests of significance on the 
individual regression coeffricients indicate the prob-
ability that a coefficient of that size could have
arisen by chance from the sample data if the true
value of the coefficient were zero. Thus, as shown 
in equations (7.29), (7.30) and (7.31), most of the 
coefficients of the estimated functions are significant 
at the 1 percent level. i.e., there is one chance or
less in a hundred that a coefficient of that size would 
have been estimated if its true value were zero.
Traditionally, significance levels of 5 percent or
less have been regarded as highly satisfactory and
10 percent as satisfactory. However, these levels 
are quite arbitrary. They are based on notions ofscientific objectivity and caution, and may bear no 
relation to the farmer's decision problem. For ex-
ample, in terms of expected profit it may still be 
very profitable for a farmer to base his decisions 
on an estimated function none of whose coefficients 
is significant at the traditional arbitrary levels (Dil­
lon, 1977, Ch. 5). 

EcoNONITrC AND PHYSICAL LOGIC(b 

Different functional forms have different impli­
cations about the general shape of the production
surface and about such derived quantities as mar­
ginal products, isoquants, rates of technical substi-
tution and isoclines, all of which are important com-
ponents of economic analysis. Figure 7.5 shows 
such differences schematically for the quadratic,
square-root and power functions with two variable 

input factors. For the square-root and power forms,

isoclines emanate from 
 the origin; for the quadratic
and square-root functions the isoclines converge to 

a point where output is maximized and MP, is zero;

for the power and quadratic functions the isoclines
 
are straight lines. Thus if it is judged that the iso-

Clines should be curved and pass through the origin,

this would suggest the use of a square-root function
 
for the production process under study. In general,
however, little such prior information will be avail-
able except from previous studies of a relevantnature. 

More generally, use may be made of particular 
physical logic about the way input factors interact. 
Thus it is generally regarded as logical that inputfactors interact multiplicatively at the whole-farm 
level. This suggests the use of power functions for 
whole-farm analysis rather than polynomial-type
functions which are rather more additive in nature. 
At the same time, polynomial (e.g., quadratic and 
square-root) functions can be justified as approxi-

mating functions to the unknown true production
function (Heady and Dillon, 1961, p. 204). Likewise,
in deciding on whether or not to include interaction 
terms in the chosen function, e.g., the NP term in
equation (7.29), we will be guided by whether or 
not we believe such interaction is physically logical 
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Figure 7.5. Isoquants and isoclines for two-variable func­
tions of (a) quadratic, (b) square-root and (c) power form. 

and not simply by whether or not such a term has 
a statistically significant coefficient. Such decisions 
can be of real economic significance, e.g., if the
quadratic and square-root functions do not include 
interaction terms, MP depends only on X, and is 
not influenced by the level of other input variables. 
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EASE OF ANALYSIS 

The more complicated or extensive the production 
function, the more difficult analysis becomes and 
the more likely the chance of making errors in cal-
culation. This consideration is most important from 
a practical point of view. Thus we have stressed 
the use of the quadratic, square-root and power 
forms because of their relative ease of estimation 
and analysis. Comparing these three forms, the 
power function is by far the simplest in terms of 
deriving isoclines, isoquants, factor substitution rates 
and economic optima. With more than two variable 
inputs the quadratic and square-root functions be-
come messy, though with only one or two input 
factors they generally ,erve w.-ll. 

JUDGEMENT AND IMPLICATIONS 

The final important criterion that contributes to 
choosing between alternative estimates is judgement 
based on their derived implications. Thus, com-
paring the empirical quadratic, square-root and 
power function estimates of equations (7.29), (7.30) 
and (7.31), we might note that they all have a rea-

R2sonably high value, have signs on their coef-
ficients that are as dictated by physical and economic 
logic (as discussed in Section 7.4), and have coef-
ficients that are all statistically significant. Nor is 
there any overriding physical logic that would cause 
us to choose one of these functions rather than 
another. All three appear to fit the data adequately. 
As Table 7.16 shows, however, there are real dif-
ferences between the unconstrained optimal input 
rates implied by the three functions. Though the 
judgement can only be subjective, our choice be-
tween the three functions would be for the square-
root function - largely influenced by the fact that 
experience indicates it generally serves satisfactorily 
(Heady and Dillon, 1961, Ch. 14). 

7.9 Estimation 

Given an appropriate set of data on output with 
various input combinations either at the whole-farm 
level or at the technical unit (i.e., per hectare or per 
animal) level, production functions are typically esti-
mated by least-squares regression procedures. This 
is a standard statistical method for fitting continuous 
functions involving a single dependent variable (Y) 
and one or more independent variables (the X,'s). 
Procedures for hand calculation of the estimated 

R2regression function and its associated and signif-
icance test values are outlined in most standard 
statistical texts such as Draper and Smith (1966) 
and Ezekiel and Fox (1959). Sometimes more so-

phisticated econometric procedures may be worth. 
while (Kmenta, 1971) but they are hardly relevant to 
this manual. 

Good discussion of the practicalities of least. 
squares regression is provided by, e.g., Rao and Miller 
(1971) and Heady and Dillon (1961). Today there 
is no iaced to carry out regression estimation by 
hand. Standard programmes are available for use 
with large computers and for programmable pocket 
calculators. What is still necessary is to have an ap. 
preciation of the data to be used and to organize them 
appropriately for production function estimation. An 
appreciation of the data is best obtained in a prac. 
tical sense by tabular analysis and by graphical ap. 
praisal of the observations on input factors one at a 
time against the output observations. By gaining a 
feel for the data in this way, any general tendencies 

they exhibit or peculiar (perhaps erroneous) observa. 
tions can be picked up. 

Given that a set of relevant data is to be (or has 
been) collected from farms or experiments, its or. 
ganization in appropriate form for estimation pur­
poses is most important. Just what form this orga. 
nization might best take depends on the nature of 
the data and the proposed analysis. Broadly speaking, 
a useful distinction can be made between (i) data 
collected by means of controllea experiments for pur. 
poses of fitting production functions to technical 
units (e.g., yield-fertilizer relations per hectare, ani. 
mal-feed relations per head) and (ii) data collected 
from farm surveys for purposes of whole-farm anal. 
ysis. Accordingly, we will discuss data collection 
and organization under these two headings. But 
whatever the type of data - from experiments or 
from farms - the better the estimation will be (a) 
the more homogeneous is the sample in terms of 
the factors not included in the estimation (e.g., cli. 
mate and soil); (b) the larger the sample size or 
number of observations; and (c) the greater the 
number of input combinations included in the ob­
servations. 

7.10 Data from controlled experiments 

To generate experimental data best suited to pro. 
duction function analysis on a technical unit basis 
(i.e., per hectare or per animal), experiments need 
to be designed accordingly. Traditionally agricul­
tural scientists have been interested in whether sig­
nificant differences exist between treatment means; 
for example, "Which fertilizer treatment gives the 
highest yield?". Normally such a "Yes/No?" type 
of research aim implies statistical analysis via anal­
ysis of variance. In turn this implies an approach 
to experimentation involving fewer treatment levels 
(i.e., factor combinations) and more replication. In 
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contrast, economic analysis based on the estimation 
of a continuous production function implies more 
factors at more levels, a systematic arrangement of 
factor levels into treatment combinations, and less 
cmphasis on replication, 

DESIGNEXPERIMENTAL 

The essence of the experimental design problem 
in cooperative research between economists and 
physical scientists is, first, to obtain as much bene­
ficial information as possible within the research 
budget constraint while, second, achieving a satisfac-
tory compromise between the aims of the different 
researchers. For a given amount of experimental 
resources, a balance has to be struck between plot 
size, number of input factors to be studied, number 
of treatments (i.e., combinations of factor levels) and 
number of replications. For example, with 27 exper-
imental plots of a given size, a great many choices 
are possible. These could range from 27 replicates 
of a single factor at a single level (i.e., one treatment) 
to a single replicate with three factors each at three 
levels (i.e., 27 treatments). For estimation of a cur-
vilinear production surface, there must be at least 
three levels of each factor. But beyond this re-
quirement, choice between more or less treatments 
and replications is a matter of subjective judgement. 
Likewise the actual choice of treatment levels (i.e., 
ranges of the input factors to be studied) is a matter 
of judgement aimed at centring the experiment 
about where we think the economic optima will be. 
Iflittle is known about the location of the optimum, 
input levels should be chosen with a fairly wide span 
to minimize the risk of finding an optimum located 
beyond the experimental data. 

Though a variety of designs are appropriate for 
production function analysis, as outlined by Dillon 
(1977, Ch. 5), the most appropriate are complete or 
fractional factorials. A factorial design is one in 
Which each level of each factor appears in combi-
nation with each level of each other factor. Thus 
a complcte two-factor six-level factorial (as in Table 
7.6) involves 6*= 36 factor-level combinations or 
treatments. Likewise, a complete three-factor five­
level factorial would involve 53 = 125 treatments, 
each on a separate experimental unit (plot or group 
of animals). Obviously with more than ttree factors 
and three levels, complete factorials become quite 
large. The way round this difficulty is to use a frac- 
tional factorial design. This consists of some con-
venient fraction of a full factorial, the omitted treat-
ments being as evenly distributed as is feasible across 
the range of factor combinations. Thus one fifth of 
a three-factor five-level factorial would involve 
5/5 = 25 treatments. Two thirds of a two-factor 
Six-level factorial would have 24 treatments. If 

possible (i.e., if research resources permit), the frac­
tional factorial should be such as to have each factor 
appearing at least once at each of the levels it would 
have in the complete factorial. As well, there should 
be at least one replication of the experiment so that 
at least two observations are available for each 
treatment. 

IMPORTANT FACrORS 

Bio-economic farm management research should 
be aimed at identifying those factors to which pro­
duction and profit are most sensitive, i.e., the most 
economically relevant variables. Initially, for ex­
ample, this may imply fertilizer experiments. How­
ever, consideration should also be given to other 
aspects of crop culture so as to enable identification 
of improved packages of technology and the con­
straints that must be relieved to facilitate their adop­
tion. Thus in the early stages of a research pro­
gramme, many management alternatives may be 
broadly assessed in a "yes/no" or "with or without" 
framework, e.g., two levels each of fertilizer, weed­
ing, disease control, planting date, plant density, etc. 
For this work of sieving out the more important 
factors, two-level n-factor factorials are best. For 
example, with two levels of fertilizer, !ate and early 
planting, low and high plant density, with and without 
weeding and with and without insecticide, there 
would be five factors giving a total of 5"= 25 treat­
ments per replicate. Such two-level experiments do 
not yield data suitable for production function (i.e., 
marginal) analysis. But they can greatly assist in 
the development of improved packages of technology 
and help identify the important factors to be studied 
in more detailed experiments. This later work can 
emphasize questions of optimality as opposed to the 
earlier work aimed simply at identifying improved 
economic input combinations. 

Some broad rules of thumb to apply (in consul­
tation with cooperating scientists) in choosing exper­
imental designs for obtaining data for production 
function analysis are as follows (Dillon, 1977, Ch. 5): 

(a) 	 on the basis of prior two-level n-factor exper­
iments or other knowledge, make a priority 
listing of the potential factors to be studied: 

(b) 	 assess available experimental resources to see 
the number of experimental units (plots or 
animal groups) of different sizes that could be 
allocated between treatments and replicates 
with different designs involving alternative 
numbers of factors moving down the priority 
listing; 

(c) 	 check that there are not analogous experi­
ments from previous years or in other relevant 
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places 	with which the results of the proposed 

experiment could be combined; if so, think of 

arranging the experiment so that combined 
more re-analysis is feasible - this way far 

liable information is possible and research ef-

ficiency enhanced; 
(d) 	 in terms of design, minimal guidelines to 

aim for relative to the number (n) of factors 

involved might be along the lines: 

least 	six or seven levels withif n - 1, use at 
at least one replication; 

if n = 2, use at least three fifths of a five-
level factorial and if possible a corn-
plete five-level factorial, with at least 
one replication; 

if n = 3, 	try to have at least five levels of 
each factor in a fractional factorial 
with at least one replication; 

if n > 4, 	 aim to have at least four levels of 
each factor in a fractional factorial 
with at least one replication, 

In general, as discussed by Dillon (1977, Ch. 5), 
runlivestock experiments are more complicated to 

and analyse than crop experiments. 

FAcTORSENVIRONMENTAL 

there will 	be variations in such factorsInevitably 
(e.g., 	 available nutrients, pH,as soil characteristics 


organic matter), weather parameters (e.g., rainfall, 


temperature, solar energy), disease effects, etc. across 

(i.e., 	 from location toexperimental units in space 

from 	 year to year). Aslocation) and in time (i.e., 
and 	Singh and Sharmaexemplified by Barker (1978) 

variations 	 cause substantial variations(1969), these 
and 	time. Accordingly, so farin output 	over space 

on as possible, information should also be collected 
If this is done, asrelevant environmental variables. 


discussed by Anderson, Dillon and Hardaker (1977, 

becomesCh. 6) and Dillon (1977, Ch. 5), it then 

possible to fit more comprehensive production func-

tions of the form 

f (decision variables; soil characteristics;Y = 	
weather parameters; disease parameters; etc.) 

years.covering results from different locations and 
for extrapo-Such 	 functions provide a better basis 

a sounderlation 	to other locations and also provide 
with 	 allowancebasis for farmer recommendations 


made for response variation over space and time. 


FARM 	VERSUS EXPERIMENTAL RESULTS 

Because of more intensive management, use of sole 

cropping and the generally smaller areas involved, 

areexperimental yields inevitably better than farm 

yields (Dillon, 1977, 	Ch. 5). As discussed in Section 

1.5 and by De Datta et al. (1978) and Barker (1978), 

the size and causes of this yield gap are a topic re­

quiring research relative to different types of crops 

and 	farmers in different regions. In particular, ex. 

on crops has not yet adequatelyperimental research 

recognized that crop production on small farms is
 

frequently based on multiple cropping systems with
 
and 	 competitive effec', be. 

strong complementary 
tween 	crops. 

Whatever 	its causes, the existence of the difference 

between farm and experimental yields must be taken 
into 	account when we are drawing either farmer rec. 
ommendations or 	 policy implications from pro. 
duction function analysis based on experimental data 

and, unless we have additional knowledge, subjec. 
tive 	 judgement must be exercised about how big 
the 	difference is likely to be. 

Though we have covered the major considerations 
involved in production function analysis based on 
experimental data, there are many other aspects of 

possible relevance. These are variously discussed by 

Anderson (1967), Anderson, Dillon and Hardaker 

(1977, 	 Ch. 6) and Dillon (1977). 

.-

7.11 	 Farm survey data for whole-farm
 
production function analysis
 

organized specifically toFarm surveys may 	 be 
obtain data for the 	estimation of technical unit pro. 

on crop yieldsduction functions. For example, data 
be collected fromand 	associated fertilizer use may 

a sample of farms to estimate crop.fertilizer functions. 

The 	 important considerations in such work are to 
little 	variation as possibleensure (a) that there is as 

in factors not included in the analysis (e.g., soil type, 

cultivation practices, climate, etc.), (b) that there is 

plenty of variation in the input combinations under 

study (e.g., that not all the farmers are using the 

same levels of fertilizer) and (c) that sample size is 

adequate - say of at least 40 or so. 
data are 	collected orMore usually, farm 	 survey 

productionused for 	 the estimation of whole-farm 

functions. These are functions relating total farm 

use 	 of land, labour and capital on a 
output to 	the 
whole-farm basis. 	 In collecting data for estimating 

that standardized pro­such functions it is important 
be used so far as possible, as discussed incedures 

-- if 	possible - sufficient dataChapter 2, and that 
be collected to allow for the analysis of output va1i' 

and 	 time as discussed by Dillon
ation over space 
(1977, Ch. 5). In particular, use may be made Of 

FAO's Farm Management Data Collection and Ajlal. 

ysis 	System (Friedrich, 1977) which provides a COO 
collection and analysis,prehensive system of data 
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including the fitting of production functions (on 
either a whole-farm or technical unit basis) by least-
squares regression. 

CLASSIFICATION OF FACTORS 

Because whole-farm production functions usually 
involve more than two factors and because factor 
interrelationships are generally assumed to be mul-
tiplicative at the whole-farm level, the power function 
is indicated as the most appropriate functional form 
for whole-farm analysis. Moreover, experience in-
dicates it generally works satisfactorily, 

The 	 use to which an estimated whole-farm pro-
duction function can be put depends on the way in 
which inputs and output are defined and measured. 
The 	 broad resource categories involved are land, 
labour, capital and management. As yet, there is no 
satisfactory way of measuring management so we 
will 	assume it is not included in the function. The 
other factors - land, labour and capital - can be 
disaggregated in various ways to give a more spe-
cific 	 set of factors, e.g., land of different types, dif-
ferent categories of capital expenditure, etc. If a 
high 	degree of aggregation is used, the implications 
of the resultant function may be of little relevance 
to farmer decision making. For example, knowl-
edge 	 that the marginal return to capital exceeds its 
cost 	 on the average sample farm may be of little 
use 	 to a particular farmer. He needs to know just 
what type of capital expenditure to make. On the 
other hand, such general information may be very 
useful to a policy maker who has to decide on credit 
policy. 

Ideally, input and output variables should be 
measured in homogeneous physical units. This, how-
ever, is impossible, especially for capital items and 
for output if multiple products are involved. The 
practical basis of aggregation has to be in value 
terms. Consequently, the distinction between a phys-
ical production function and a value of production 
function is generally blurred in whole-farm analysis. 
Also, the generality of the fitted function is reduced 
since it strictly applies only to the particular price 
regime on which value aggregation is based. 

CAPITAL 

Capital may be disaggregated in various ways into 
a number of separate input categories. The rule is 
that the particular specific inputs within an indi-
vidual category should be as nearly perfect substi-
tutes (RTSJ = 1)or perfect complements (RTS, = 0) 
as possible. As well as being theoretically correct, 
this rule is functional in that it tends to specify the 
Production problem in a way meaningful to farmers. 

Heady and Dillon (1961, p. 220) indicate some of 

the ways in which capital has been disaggregated. 
Some of these examples of disaggregation of capital 
encompassing a variety of types of farms are: 

(a) 	into: farm improvements (depreciation cost on 
buildings, levees, etc.); liquid assets (bullocks, 
feed, seed, fertilizer, etc.); working assets (ma­
chinery, breeding livestock, equipment, etc.) 
and cash operating expenses (repairs, fuel, 
oil); 

(b) 	into: machinery and equipment (depreciation, 
maintenance and running costs); livestock and 
feed expenses; miscellaneous operating ex­
penses; 

(c) 	 into: depreciation on machinery; feed pur­
chase; fertilizer; miscellaneous operating ex­
penses (fuel, repairs, etc.). 

Thus a variety of categories has been used. In 
general, two broad categories may be distinguished: 
(i) items lasting longer than a single production pe­
riod (e.g., tools and equipment); and (it) items vir­
tually completely used up in a single production 
period (e.g., insecticide). Long-lived items should 
be entered in the production funciton in terms of 
their annual depreciation and maintenance costs; 
single period items in terms of their cost landed on 
the farm. Note also that any cash operating expense 
items (such as harvesting costs and freight on output) 
whose size is directly determined by the volume of 
output should be excluded from the analysis. 

LABOUR 

Two factors must be borne in mind in measuring 
the input of labour. First, what is needed is the 
amount of labour actually used in production, not 
the amount of labour available, some of which may 
not have been used. Second, so far as possible, ac­
count must be taken of variations in labour quality 
by calculating the total labour used in terms of some 
standard unit such as Adult Male Equivalents. 

LAND 

If possible, the sample observations should be 
confined to farms that are relatively homogeneous 
in land quality. If so, area can be used as a measure 
of land services used. If not, standardization in 
market value terms is necessary. If there are distinct 
differences in land type (e.g., flat versus hilly, arable 
versus non-arable, irrigated versus non-irrigated), 
land should also be disaggregated in terms of type. 
Of course, land not used should not be included in 
the analysis. 
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OUTPUT 

Most farms produce more than one type of prod-
uct. For whole-farm analysis, therefore, the various 
types of output have to be aggregated to a single 
measure. Sometimes it may be possible to allocate a 
farm's input use between crop and livestock prod-
ucts. If so, separate functions can be fitted, one 
for crop products and one for livestock production. 

The only logical way to aggregate different prod-
ucts is in value terms. In consequence, nothing 

can then be said relative to resource allrcation in 
individual crop enterprises. And, as previously noted, 
aggregation in value terms implies that product prices 
have already been specified and cannot be varied in 

analysis without re-estimating the production func­
tion for each set of product prices to be investigated. 

USING THE POWER FUNCTION 

Economic analysis of whole-farm production func-
tions follows the procedures presented in Section 7.6 

and exemplified in Section 7.7. However, two par-
need to be done in using the powerticular things 

function. First, some observations will usually in-

volve zero levels of one or more input factors. The 
power function implies each factor must be at a 

non-zero level. To overcome this difficulty, the zero 

observations should be replaced by some arbitrary 
amount of small size. Second, analysis of the fitted 

power function to estimate the value of marginal 

product of an input relative to its price should be 


carried out with each input at the level equal to its 


geometric mean level in the sample. For each input 


factor this level corresponds to the mean of the 


logarithms of the sample observations. 

As in the case of experimental data, there are many 


other considerations that woay be taken into account 


in whole-farm production flnction analysis. Dis-
cussion of such points is to be foiund in Heady and 

Dillon (1961, Chs. 4 to '. 

SUBSISTENCE CONSIDERATIONS 

As with any farm management research involving 

farms with a subsistence component, care must be 

exercised in using production function analysis with 
such farms. In particular, the measurement of output 
should include production used for subsistence and 
other non-commercial purposes. Likewise, judge. 
ment has to be exercised about the prices and op. 

portunity costs to be used for economic appraisal. 
This will be increasingly difficult the greater the 
degree to which input transactions are not commer. 
cialized. Indeed, with pure subsistence farming it 

may be impossible to decide on any objective set 
of prices (barter values) or opportunity costs on 

which economic analysis can be based. 
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8. RISKY DECISION ANALYSIS
 

Because of their lack of control over climate, the 
markets in which they sell and the institutional en-
virotiment in which they operate, farmers always 
face uncertainty and the consequent risks of income 
variability generated by this uncertainty. For small 
farmers, and especially subsistence farmers, this un-
certainty can frequently involve calamitous conse­
quences. In Chapter 6 we outlined some general 
procedures (conservative rules of thumb for invest-
ment appraisal, minimum returns analysis and sensi-
tivity analysis) for taking account of risk in a gen­
eral way relative to any particular recommendation 
domain. In this chapter our orientation is to the in­
dividual farmer rather than to the group of farmers 
constituting a recommendation domain. 

Dealing with an individual farmer, it is possible 
to take account of his personal beliefs about the 
risks he faces and his personal preferences for the 
possible consequences associated with any risky de-
cision he might consider taking. To do this we use 
decision theory analysis which provides a proce-
dure for ensuring that an individual makes decisions 
which are consistent with his personal beliefs and 
preferences, and - given these beliefs and prefer-
ences - that these decisions are the best possible 
given the information available to him. Of course, 
decision analysis does not guarantee that, with hind-
sight, the decision will be seen to be correct in the 
sense of giving the best possible result. That would 
only be possible with perfect foresight (i.e., in the 
absence of uncertainty). All that decision analysis 
ensures is that good decisions are made relative to 
the uncertainty perceived by the decision maker and 
his risk preferences. 

In outlining the procedure of decision analysis, we 
Will first specify the component elements of any de-
cision problem, discuss the concepts of degrees of 
belief (probability) and degrees of preference (utility), 
and then illustrate the application of decision anal-
Ysis by way of a decision tree. The approach out-
lined is very pragmatic and oriented to the situation 
of a farm management specialist assisting an in-
dividual farmer in his decision making. No concern 
is given to the finer details or possible extensions of 
decision theory. For such fuller elaboration, refer-

ence should be made to Anderson, Dillon and Har­
daker (1977), Halter and Dean (1971) or Makebam, 
Halter and Dillon (1968). 

8.1 Components of a risky derision 

Any risky decision involves acts, states, probabili­
ties, consequences and a choice criterion. These 
components are specified as follows. 

Acrs 

Acts are the relevant actions available to the de­
cision maker. They constitute 'lie set of alterna­
tive decisions among which he has to choose. We 
will denote the j-th act by ai. The acts a1, a2, ...a, ... 
must be defined to be mutually exclusive and should 
be exhaustive in the sense of covering all possible 
alternatives. Obviously a decision maker can only 
be as good as the decisions he considers, so good 
decision analysis must be based on skilful definition 
of the acts. One act that must always be conisidered 
is to do nothing or to defer action. Decision prob­
lems featuring a continuous variable, such as fer­
tilizer rate, may sometimes require specification of 
an infinite set of possible acts but typically can be 
represented approximately but adequately by a small 
finite set of discrete acts. 

STATES 

The possible events or states of nature which may 
occur and influence the outcome of whatever de­
cision is taken are denoted 01, 02 ... 01 ,... These 
states must also be defined in such a fashion as Zo 
be mutually exclusive and exhaustive. The essence 
of a risky decision problem is that the decision maker 
does not know for certain which state will prevail. 
Some state variables are intrinsically continuous 
(e.g., rainfall) but generally a discrete representa­
tion of such variables (such as 'good', 'average', 
or 'poor' for rainfall) will prove adequate. Skill, 
experience and judgement are all important in spec­
ifying states in optimal detail. States may be of 
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or compound description. For example, aaWITHsimple simpe o copoun Fo exmpl,decritio. 

state of nature might be defined in terms
particular 
of some combination of rainfall during the growing 

season, rainfall at flowering, disease incidence and 
to account for the severalprices after harvest so as 


elements of uncertainty impinging on a decision. 


PROBABILITIES 

The probabilities relevant to decision making cor-
respond to the degrees of belief held by the decision 
maker about the chance of occurrence of each of 
the possible relevant states. Thus they are subjective 

i-th state o­probabilities. The probability of the 

curring is denoted by Pi. As usual with probabilities 
for mutually exclusive and exhaustive events such 
as the set of states, the probability P, must lie be-

.1 (i.e., 0 < P,<1), the probability oftween 0 and 

either the i-th or the k-th state occurring is P + Pk,


of the statesof at least one
and the probability 


ccurring is 1 (i.e., X-ii-" I). 


CONSEQUENCES 

Depending on which of the uncertain states occurs, 

of an act leads to some particular conse-choice 
or payoff. The consequence as-

quence, outcome
sociated with the j-th act and the i-th state isde-


socted wh
noted 	c1j. 

CHOICE CRITERION 

In choosing between alternative acts, some cri-

terion of choice is necessary in order to compare the 


of any act with the set 
set of 	possible consequences 
of possible consequences of any other act. De-
cision theory implies that the appropriate choice cri­

terion is expected utility (the concept of which is 

explained in Section 8.3 below) and that the best 
which maximizes the de­act to choose is the one 	 Dillonutility (Anderson,

maker's expectedcision 
Ch. 4). This corresponds toand Hardaker, 1977, 


choosing the act which best meets the decision 

maker's personal preferences about consequences 

while at the same time taking account of his personal 

perception of the risks associated with his decision.
 

The utility of the consequence c,, is denoted U (cj) 

and thus the expected utility of the j-th act, denoted
 

U (a), is given by
 

U (a) 	= EP U (c) 

= P1U(c1 J) + P2 U(cJ) + ... + P1U(c1J) + 

8.2 Depiction of risky decision problems 

Decision problems may be displayed in either 
matrix or tree form. Table 8.1, for example, depicts 

OF A DECISION PROBLEMMATRIX REPRESENTATION AdTSTable 8.1 TWO STATES AND THREE 

i a361 PI a a2 

-

0' Pt cit C12 C13 

C22 CgsC21P202 

insymbolic form the payoff matrix for a decision
 
*insym olio the polemati fo r a d 
problem involving two possible states of nature and 
expected utility of each act would be calculated as
 

U(a) 	= PIU(cl) + PIU(c21)
 
U(a) = PU(c11 ) + P2U(c2 2) 

U(a2 ) = PU(c,,) + P2U(c,,) 

and the optimal act would be the one with the largest
expected utility. 

Figure 8.1 shows the decision problem of Table 8.1
 

the available
in the form of a decision tree where 

acts are depicted as branches from decision nodes,
 

denoted by squares, and states areconventionally 	 event nodes de.shown as branches from chance or 

ent odede.
 ne brces f nss 


noted by circles. An essential feature of decision
 
trees is that they be drawn so that the sequence in
 

which decisions are taken and events occur is re­
from 	left to right in the decisionflected as we move 


Thus in the simple problem of Table 8.1 as
 
tree. 

Act 	 probability conseq.Lr.u
I0 bA6t -
-h-. 


P, C1 

0,
 

P C12 
0
 

&2
 

C 

e9a3 

02 

-- p2 93 

Figure 8.1. Decision tree representation of the risky d"
 

sion problem of Table 8.1.
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Table 8.2 	 EMPIRICAL EXAMPLE OF PAYOFF MATRIX FOR A in Section 8.4 below, it is not necessary to formafize 
RISKY DECISION PROBLEM the choice criterion in terms of utility as an equiv­

t aalent 	 procedure is available which can generally 
Alternative actions be used in assisting farmers in their risky choices. 

Type of season Probability - ______ 

Spray [ Not spray 

ISprayot-spray 	 ACTS, STATES AND CONSEQUENCES 

Good 0.3 $1900 $1 760 As already noted, the acts to be considered should 
Fair 0.5 $1600 $1 600 be all those relevant to the problem at hand, in-
Poor 0.2 S1000 $1 200 cluding the act of doing nothing or deferring a de­

cision, and should constitute an exhaustive and mu­
tually exclusive listing of all the relevant acts. Like­
wise, the states of nature to be considered should 

shown in Figure o.1, the decision maker chooses an encompass all possibilities and also be mutually ex­
act and after he has taken this decision, one of the clusive. Typically, some degree of simplification 

possible states of Pature eventuates and determines will be necessary in listing the possible acts and 
the consequence or outcome of his action. states so as to keep the specification of the problem 

An empirical example of a risky decision problem from becoming too complicated (or the decision tree 
involving three states and two acts is shown in becoming too 'bushy'). Usually, this implies classi-
Table 8.2 and Figure 8.2. The alternative acts are fying the possible acts and states into no more than 
for the farmer to either spray or not spray his crop half a dozen or so possibilities.
 
for disease control. The possible states of nature Consequences may be monetary or non-monetary,
 
are that the season will be good, fair or poor. Con- or both. Whenever convenient, they should be
 
sequences are measured as the net return to the measured in money terms either on the direct basis
 
farme, after taking account of all the costs involved of market values or indirectly on the basis of equiv­
(including the cost of spray, if used). As in any alent money payoffs as specified by the decision
 
risky decision, these consequences reflect the inter­te dcison ake an th ~t of maker. If money values cannot be used, then the 
action between the decision taken and the L te of consequences should be specified by the decision 
nature which occurs. maker on the basis of some 

actin btwen 

subjective rating scale 
such as from 0 to 100. However, problems involving 

8.3 Empirical specification 	 consequences which are measurable either directly 
in 	money terms or indirectly in money equivalents, 

type of risky decisions
To solve a risky decision problem, It must frst constitute the most common 

These monetary
be adequately specified in terms of the relevant acts, encountered in farm management. 

in net terms, i.e.,
possible states and their probabilities as seen by the consequences should be specified 

the net money payoff available after all the coststheirpossiblitesconseuenceas 	 utatdfo hdecisiondecisibe staker andand possible as-	 ihtedcsomaker, the consequences ascae r 

sociated with each act-state pair. As we will show associated with the decision are subtracted from the 
gross revenue received from the decision. In es­
sence, therefore, the calculation of consequences in 

, , fmoney terms involves carrying out a budget-type 
ti........ ost Lson exercise for each act-state pair. If the act-event 

sequences of a decision extend over a year or more 
.3 $1900 and there are significant differences between alter­

gnative, acts in their time pattern of expenditures and 
revenues, then discounting should be applied and 

.	 $603 the consequences measured in present value terms. 

.2 $1000 PROBABILITIES OR DEGREES OF BELIEF 

.3 g7oo A farmer bears the consequences of any risky 

<(not 	 decision he takes. It is always his decision and his 
prsray) fair .5 $1600 	 responsibility. Hence any decision he takes should 

be based on his personal degrees of belief about the 
likelihood of the different states that might occur. 

.2 $1200 These degrees of belief correspond to his subjective 
events. In making

Figure 8.2. Decision tree representation of the crop deci- probabilities for the possible 
sion problem of Table 8.2. these probability judgements, of course, he will be 
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guided by his own experience 	and any other informa-

tion which he judges to be relevant (such as historical 
experts orrecords, natural signs and advice from 

Thus there is no reason why 	two farmerswizards). 
samein otherwise identical circumstances facing the 

not hold differingstates and consequences should 
occurrence of the statesdegrees of belief about the 

(and thus reach different decisions even if their 

choice criteria are the same). Further, such per-
cannot be 'right' orsonal probability judgements

'wrong', although a rational person would wish to 

refine his degrees of belief, eliminating as far as 
arising from misconceptions orpossible any biases 

misinterpretations of the data available to him. 
occurThe most important sources of bias likely to 


in making probability judgements relate to the phe-


nomena of representativeness and anchoring. We 


will look at each of these sources of bias in turn. 

Many probability judgements require an assess-

ment of the chance that A is a member of the set B. 

For example, a farmer may need to evaluate the 
of dry weather is the startprobability that a spell 

Typically such judgementsof a prolonged drought. 
are made by assessing the extent to which the object 

under review is representative of theor occurrence 
to which it is to be related. So our farmerclass 

might judge how representative the current dry 

is of the first few weeks of droughts he hasspell 
experienced in the past. While 	representativeness is 

forming probabilityobviously a relevant clue in 
is a danger of placing too muchjudgements, there 

reliance on it to the neglect of other kinds of evi-

dence. For example, the farmer might assign a 

high probability to the possibility of a drought 

starting because "the present dry spell is just like 

the start of the last big drought", disregarding the 

fact that few spells of dry weather actually develop 

into long droughis. Likewise, our farmer might 
that be-misconceive chance by misguidedly saying 

five in his area is acause on average one year in 
drought year and because the last four years have 

been wet, there is sure to be a drought this year. 
source of bias and is ofAnchoring is the second 

particular importance in the context of the proba-
below. Mostbility elicitation methods described 

people find the introspective effort required to make 

probability judgements quite difficult. In conse-

quence, once some particular value occurs to them 

or is suggested by someone else, they tend to anchor 

on this value. Such anchoring can lead to assessed 

probability distributions that have too small a vari-
to tryance. For this reason care must be taken 

and avoid bias due to anchoring on the first values 

considered. 
As outlined by Anderson, Dillon and Hardaker 

methods are available to elicit a(1977), various 
of belief for the eventsdecision maker's degrees 

problenmjudged relevant to whatever risky decision 

For work with small farmers, and par.
he is facing. 


ticularly for problems involving discrete states of
 

visual impact method is probably best.
nature, the 
a chart or form is preparedWith this procedure on 

which discrete values or class intervals of the random 

variable being considered (e.g., rainfall), or the spec. 

ified states of nature (e.g., high, medium or low 

prices), are identified along with respective spaces 

for counters. A reasonable number of counters (say 
50 matches) are then allocated visually over the spaces 

by the decision maker according to his degrees of 

belief. Once an initial allocation has been made 

by the decision maker, he can review it visually and 

make any desired adjustments to the distribution 
to the set of states.across the cells corresponding 

the ratios of observedProbabilities are then given as 
For example, ifcell frequencies to total counters. 

twelve out of 50 counters are allocated to the space 

for the fourth possible state, P4 = 12/50 = 0.24. As 

well as for simple events such as the type of season 
the visual impact method can alsothat may occur, 

be used to elicit probabilities for more complicated 

states of nature based on compound events. For 

example, if the consequences of a decision depend 

on both the type of season (which may be good, 
of product pricefair or poor, say) and the 	 level 

(which may be high, medium 	 or low, say), there 

will be a total of nine possible states each consisting 

of some type of season in conjunction with some 

price level. The required chart for the visual im. 
in this case, involve apact procedure would thus, 

for each of the possible com.total of nine cells, one 
binations of season and price. 

When states of nature correspond to continuous 

random variables, they are sometimes best estimated 

as continuous probability distributions, even though 

they may be adequately modelled in discrete form. 

The easiest method is to elicit the decision maker's 

cumulative distribution function for the variable of 
the variable of interest is denotedinterest. Suppose 

by X. Then the cumulative distribution function for 

as the curve showing for any particularX is defined 
level of X, say X*. the probability that X may be 

less than or equal to X*, i.e., it specifies P(X 4 X*) 

where P denotes probability. Such functions can 
onbe depicted graphically with 	 P(X X*) plotted 

the horizontal axis, asthe vertical axis and X* on 
for example, indicatesshown in Figure 8.3 which, 

that the elicited subjective probability of there being 

at least 200 cm of June-October rain in Hissar next 

year is 0.75. 
The visual impact method can be adapted to the 

distribution of a COD"elicitation of the probability 
tinuous random variable. The range of the variable 

and divided into a convenientis first determined 
number of mutually exclusive and exhaustive class 
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Figure 8.3. Subjective cumulative distribution function 
elicited for next year's June-October rainfall in Hissar. 

intervals. The decision maker then allocates counters 
to the classes as before, the probability for each 
class being calculated as the ratio of the class fre-
quency to the total counters, and these probabilities 
are then cumulated to specify points on the cumu-
lative distribution curve. As in Figurc 8.3, a curve 
can then be smoothed through these points per-
mitting values of P(X z X*) to be read off for any
selected values of X*. 

A second method of determining the cumulative 
distribution curve is that known as the judgemental 
fractile method. This method proceeds by direct 
questioning of the decision maker via a series of 
questions such as: 

(1) 	For what value of X* is it just as likely X 
will be above X* as it is likely it will be 
below it? This X* value corresponds to 
P(X < X*) = 0.5. It may be denoted Xo.. 

(2) 	 For what value of X* is it just as likely X 
will be above X* as it is likely it will be 
below it but above X...? This X* value cor­
responds to P(X < X*) = 0.75. It may be 
denoted Xo., . 

(3) 	For what value of X* is it just as likely X 
will be below X* as it is likely it will be 
above it but below X,.,? This X* value cor­
responds to P(X < X*) = 0.25. It may be 
denoted Xo. 25. 

(4) 	 For what value of X* is it just as likely X 
will be below X* and above X0.,, as it is 
likely it will be above X*? This X* value 
corresponds to P(X < X*) = 0.875. It may 
be denoted Xo. 8 7 5. 

(5) For what value of X* is it just as likely X 
will be below X* and above Xo.. as it is likely
it will be above X* but below X,. 7 ,? This 
X* value corresponds to P(X < X*) = 0.625. 
It may be denoted X0 0 25. 

A further two questions analogous to questions (4)
and (5) above but respectively referring to the equal 

tprobability intervals above and below . wouldX0.2
provide Xo.3,, and Xo....,. With these seven ques­
tions, seven points are provided for plotting the cu­
mulative distribution curve which can be smoothed 
through the elicited points. Such an approach was 
used in eliciting the cumulative distribution curve of 
Figure 8.3. Of course, the above questioning pro­cedure will actually proceed in an iterative fashion. 
Thus, for example, question (1) might proceed in 
the form: "Consider the value X*. Is X more like­
ly to be above or below X*?" Several X* values 
may be tried before the decision maker declares that 
some particular value equals X. .. 

UTILITY OR DEGREES OF PREFERENCE 

Once the acts, states, state probabilities and act­
state consequences of a risky decision problem have 
been specified, it only remains to choose the optimal 
act on the basis of maximizing expected utility. Ex­
pected utility is a quantitative measure of a decision 
maker's preference for the set of possible conse­
quences associated with a risky act. Comparing the 
expected utility of the alternative acts is equivalent to 
a comparison of the decision maker's degrees of 
preference for these alternatives and enables the 
most preferred act to be selected. As shown by An­
derson, Dillon and Hardaker (1977, Ch. 4), it is 
possible to elicit the utility curve or utility function 
for 	any individual decision maker and use this to 
read off his utility value for any particular conse­
quence. Then, applying the decision maker's prob­
abilities for the states of nature, the expected utility 
of each alternative act may be calculated. For ex­
ample, for the j-th act we would have: 

U(a) = 1PU(c). 

However, for the great majority of practical farm 
management decisions, a far simpler but equivalent
approach can be used. This is known as the cer­
tainty equivalent approach. 

8.4 Certainty equivalent approach 

The certainty equivalent approach rests on the 
fact that for the risky set of consequences associated 
with any particular act that may be selected by the 
decision maker from the alternatives available to 
him, there will be some sure (i.e., non-risky) conse­
quence which, if it were available, he would regard 
as equivalent in intrinsic value to him as the risky 
set of consequences. In other words he would be 
indifferent between receiving the sure consequence 
and 	taking the act with its risky set of consequences.
This implies that the utility of the risky act is equal
to the utility of the sure consequence. For this 
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reason the sure equivalent amount is known as the 

certainty equivadent of the risky Fet of consequences. 
one of the acts availableFor example, ,uppose 

to a farmer in a risky choice situation involved pos-

sible net payoffs or consequences of $600, $400 and 

-- $100 with probabilities respectively of 0.3, 0.4 and 

0.3. After consideration our farmer might say that 

he would be indifferent between choosing this act 

and receiving a sure payment of $270. Thus the 

farmer's certainty equivalent for this risky act is 

Faced with the same set of risky consequences,$270. 
a certainty equivalentanother farmer might specify 


of $340, indicating that his risk preferences are dif-


to those of the first farmer.
ferent 

RISKATTIUDESbyRISK A'1TIUDES 

By comparing decision makers' certainty equiv-
risky set of consequences,alents for the same 	 we 

or less risk aversecan judge whether they are more 
than one another; and by comparing a decision 

maker's certainty equivalent with the expected money 

value of the risky set of consequences, we can tell 
of consequences consid-whether, within the range 

ered, he is risk averse, risk neutral or risk pre-

Thus the farmer whose certainty equivalentferring. 
risk aversefor the above risky act is $270 is more 

the farmer whose certainty equivalent is $340.than 
Further, since the expected money value of the 

risky act is $310 [= (0.3) (600) + (0.4) (400) + (0.3) 

can say the first farmer is risk averse(-100)], we 
because his certainty equivalent is less than $310. 

The second farmer is risk preferring since his cer-

tainty equivalent of $340 is greater than the act's 
another way, theexpected money value. Stated 

first farmer would be willing to forgo up to $40 in 

expected money terms (i.e., $270- $310) 	 in order 
He would prefer anyto avoid taking the risky act. 

sure amount greater than $270 rather than the risky 

act. In contrast, the second farnm.r would need to 

receive a sure payment of at least $30 more than 

money value of the risky act (i.e.,the expected 
$340 - $310) before lie would accept the sure con-

Only if a decisionsequence rather than the risky act. 

maker's certainty equivalent for a risky act is equal
 

to its expected money.value is.he risk neutral. 


SOLUTON PROCEDURE 

To use the certainty equivalent approach to solve 

risky decision problems, all we have to do is get 

maker to nominate (by introspection)the decision 
his certainty equivalent for each alternative risky 

act with the highest certainty equivalentact. The 
is then his best choice because it corresponds best 

into account the un-
with his preferences taking 

present in the decision situation,certainties 

most convenient wayDeCision trees provide the 


of applying the certainty equivalent approach to
 
solving risky decision problems. The reason for this
 

payoff matrix, the decisionis that, compared to a 
a far more readily corn.tree representation provides 

model of the decision problem. In par.prehended 
a payoff matrix, a decision tree showsticular, unlike 

events.clearly the time sequencing of acts and 

certainty equivalent approach
Application of the 

of risky choice involvesvia a decision tree model 

the following five steps:
 

I. Draw the decision tree in chronological sequence 

from left to right with acts branching from de. 
cision nodes denoted by squares and events 

or chance nodes denotedbranching from eventcircles. 

Assign the relevant subjective probabilities to11. 
checking that the probabilitiesevent branches, 


are consistent with the logic of probability.
 

Attach net dollar payoffs to the termino1
III. 
sure that account has beenbranches, making 

revenues of precedingtaken of all the costs and 
involved is suffi.branches. If the time span 

ciently long, the terminal payoffs should be 

measured in present value terms. 

IV. 	Working back leftward from the terminal 
at eachbranches, replace the chance events 

certainty equivalent; thmevent node by their 
acts on the basis ofchoose between antecedent 

their certainty equivalents, the act with the 

highest certainty equivalent being the preferred 
This procenalternative at each decision node. 

is known as backward induction. As backward 
write the certainty equiv.induction proceeds, 


alent at each event node to make the whok
 

process clearly explicit.
 
V. 	 Mark off or delete inferior acts as they wi 

base of the tree islocated so that when the 

reached, the optimal path through the tree (LC.,
 

the optimal act) is clearly evident.
 

8.5 Some illustrative examples 

A simple example is given by applying the cd, 

tainty equivalent approach to the decision tree d 

Figure 8.2. This tree already shows all the rele'W 

It only remains to determine thinformation. 
cision maker's certainty equivalent for each o( 

backward ­two event nodes and then 	 apply 
very simple Sioduction - which in this case 	 is 

there is only a single decision node. SuppOse 

on the basis of our questioning and his intro6Po' 

the farmer specifies a certainty equivalent of $150 

for the set of risky consequences branicS 
a certainty equivalent Ofevent node A and 
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The decision problembw at event node B. 
8.2 may then be replaced by the equivalent 

ipler decision prob!em of Figure 8.4 which 

the original single decision node but no 
nodes. It is immediately apparent that the 

choice is action a. i.e., not to spray, and 
an cross off the alternative a,. Thus, although 

or not spraying have,alternatives of spraying 
money values that are very nearly equal 

570 and $I 568, respectively), we have ascertained 
the farmer's preferences for money outcomes 

to risk are such that he wouldhis attitude 
y be better served by choosing not to spray. 

Conceptually there is no reason why the cer-
ty 	 equivalent approach could not be applied to 

decision problems depicted in matrix form. 
it would be an easy matter in the case of the 

trix presentation of Table 8.2 to add a row at 
bottom of the matrix in which elicited certainty 

theivalents could be inserted and the act with 
certainty equivalent selected. As a practical 

tter, however, most real-world farm decisions 
old involve a larger payoff matrix than that of 
ble 8.2 and the elicitation of a farmer's certainty
.valents would proceed more easily in the context 

the decision tree format. 
As an example of a more complicated risky de-
on problem we will present a problem analysed 
Singh (1978) based on data collected by Singh 
Choudhry (1977). The problem relates to that 

a farmer in Haryana, India, who has grown 5 ha 
potatoes. He has to decide whether to harvest 

id sell the crop green now in November while it is 
sill making some growth, or to harvest in January 

hen the crop will be mature. If he harvests in 
'January, he may either sell immediately or store the 
Crop until October. The uncertainties in the sit-
lUation relate to the prices that will prevail in January 

Certainty 
Act equivalent 

$1510 

(S 


a 


(nota2< (o 

pry 


$1550spray) 

to
Figure 8.4 Application of certainty equivalent approach 
'isky decision problem of Figure 8.2. 

uncertainty could alsoand October, although yield 
be included in the analysis if it were relevant. 

from the farmerRelevant information as elicited 

for detailing the decision tree is as follows:
 

Harvest in November:
 
Yield: 150 q/ha.
 
Price: Rs60/q.
 
Harvest cost: Rs287/ha. 
Payoff: (150) (5) (60) - (5) (287) = Rs43 565. 

Harvest in January and sell immediately: 
Yield: 190 q/ha. 
Price: 0.5 chance of Rs50/q and 0.5 chance of 

Rs40/q. 
Harvest cost: Rs287/ha. 
Payoff: Rs46 065 if price is Rs50/q. 

Rs36 565 if price is Rs40/q. 

Harvest in January and store for October sale: 
Yield after storage (4.21 percent loss): 182 qjha. 
Price: 0.6 chance of Rs75/q and 0.4 chance of 

Rs62/q.
 
Harvest cost: Rs287/ha.

Storage preparation cost (grading, etc.): Rs86fha.
 
Storage cost: Rsl2.50/q.
 
Payoff: Rs55 010 if price is Rs75/q.
 

Rs43 180 if price is Rs62/q. 

It is important to emphasize that all the above in­
formation is as agreed by the farmer and that, in 
particular, the price levels and probabilities reflect 
his personal judgement of the relevant parameter 
values. Given this information, the decision tree 
can be drawn as in Figure 8.5. Note that it involves 
a sequence with two act nodes and two event nodes. 
From left to right, these nodes reflect the chrono­
logical order of deciding whether or not to harvest 

in November, the chance determination of prices in 

January, the decision of whether or not to sell or 

store if harvest is in January, and the chance de­
termination of price in October. 

Guided by the potato farmer's introspection, back­
ward induction based on certainty equivalence can 
be used to solve the decision tree of Figure 8.5. We 

begin with the event forks furthest to the right in 
aretwo of these, labelled A and B,the tree. There areof the present problem, they 

and by the nature 

antyr
ble quiv areis 	 setof s 500t h preserisky consequenceidentical (havingaturthe same 

with the same probabilities of occurrence). Based 

on introspection, suppose the farmer nominates a 

payment of Rs45 000 as his certainty equivalent 

sure pymen 

surefor event node A, and hence for event node B also. 
With this information, we can replace Figure 8.5 with 
the simpler but equivalent tree of Figure 8.6. In­

spection of Figure 8.6 indicates that if the crop is 

harvested in January and the January price should 
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NetAct Event Act Event 
payoff(Nove-ber) (January) (January) (October) 

IR943,565
 

Figur Harvest probRs46,065 

Leave to 
and sra Rs55,010tmature harvest'-..store P as0.6,." 

a e gh a t rie (i 

aJanuary price of 

e 

tand0atsacordingly
J 

H 


6.'[n 

...." 
.... ' .... "" 

" ...." v ,°,trom 
Figure 8.5.reduces 

. o.to,t 0 b . bt 
and065)se r (gvnarat ns 

vest problem of Figure 8.5.Figure 8.6. First-stage backward induction of potato har-n 

C cA b ctober prce of Rs75/q 

P se0.4Rs43,180 

c5an ctober price of Rs62/q 

January price the. i od 
and act a~ ~cobry picte Janar prie s sS/q 

ehvou harvest ase fo a pyf ofRse6 065. 

the January tIfprice is Rs40/q, he should store o 
Rs44000aOctober for a payoff wiha certainty euvln 0 

Continuing with the backward induction, we C 
replace decision nodes C and D with their tSY 

the preferred decisions at those nodes. lm 
the decision tree of Figure 8.6 to felat d 

to be evaluated. Suppose the tdecision maker 
bgestmatesactRs45a 400 athisnod Again,dree tUrisky consequences the decisioatore fiasisn E.certaintyl equivalent for C 

can be simplified by backward induction to /t9 

Fiuonure has ths siw e show s thea, dl 
between a sure payoff of Rs43 565 for o as e rce to 
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Net 
payoff 

Event or
 
(January) equivalent 

R343,565 

gret 

46,o~s]
-
Leave to P 0. 

mature JanUary price 
f RS50/q 

January price 

P of Rs40/q 

8.7. Second-stage backward induction of potato 

t problem of Figure 8.5. 

in November and a sure equivalent payoff of 

400 for harvesting in January. Obviously, the 
I decision is to harvest in January and to then 

e whether to sell in January or in October 
ding as to whether the January price is Rs50/q 

Rs4O/q. Note that this solution applies only to 
particular farmer we have been considering. 
hLr farmer, because of his personal degrees of 

and preferences (as reflected by his personal 
bility judgements and certainty equivalents) 
reach a different conclusion as to his optimal 

on. 
Exactly the same procedures as illustrated above 

*dapply for more complicated problems in­
ng lengthier act-event sequences, acts with larger 

hers of alternatives, and events with more pos­
outcomes. The secret of such analyses is to 

el the decision problem in such fashion as to 
ture its important elements in terms of decisions 
events without making the decision tree so bushy 

t it is incomprehensible. Only if the tree is 
prehensible will a farmer be able to adequately 

'ify his certainty equivalents for backward in­
tion. 

Sparse data situationsI 
On only limited data may be available in sit-

n in which it is desired to apply decision anal-
In such cases, as long as the judgements are 

made carefully, the appropriate procedure is to sub­
jectively estimate the required probabilities about 

prices, yields or whatever. For probability estima­

tion with sparse data, use can also be made of what 

is known as the fractile rule (Anderson, Dillon and 
Hardaker, 1977, Ch. 3). This says that if n obser­

vations are available on a continuous random vari­

able, then when these observations are arranged 

in ascending order of size, the k-th observation iq a 
reasonable estimate of the k/(n + 1) fractile. This 

implies that a reasonable estimate of the probability 
of a randomly drawn value of the variable being less 

than or equal to the k-th observed value is k/(n + 1).Fractile estimates made in this way can be plotted 

and a cumulative distribution function can be 
smoothed through the plotted points. In sketching 

be taken of anysuch a function, account should 
other relevant knowledge about the distribution. For 

example, it is obvious that a distribution of the 

of a crop cannot extend to negative values.yield 

Net 

payoff 

or 
equivalentAct 

Rs43, 

green 

Leave to 
mature 

RS45,400 
o toF 8 i a c d 

Figure 8.8. Final stage backward induction of potato ar. 
vest problem of Figure 8.5. 
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Table 8.3 	 FRACLES FOR THE DUITRIUTION OF NET BEmriTs ($/ha) FROM EACH OF TM ALTERNATIVE FERTLIZER INVESTMEN 

OF TABLE 6.5 

Alternative (NP) investments
 
Fractile-'
 

(0,0) (50,0) (100.0) (150,0) (0,25) (50,25) (100,25) (150,25) (0,50) (50,50) (100,50) (150. 

0.111 360 670 870 670 1080 1620 1090 970 510 1310 1550 146o
 

0.222 1090 1280 970 7.0 1200 1800 1660 1090 680 2150 1590 1490
 

1' 1650 2370 2080 1330 2 190 2 100 1880 720 2210 1980 2120
0.333 

0.444 1450 1890 2830 2610 1540 2710 2660 2700 750 2500 2690 2630
 

0.555 1480 229r, 2960 2730 1820 2830 3320 3080 900 2770 3440 2930 

0.667 2 180 2990 3420 3080 2120 3390 3440 3280 950 3020 3440 3 840 

0.778 3740 3920 3730 3 130 2410 3800 3690 4600 3990 3440 3950 4120 

0.889 4270 4420 3810 3490 3700 4000 4480 4900 4060 4140 4320 4160
 

" 
Tab]l 8.4 	 ESTIMATED NLrr BENEFITS ($/ha) WND ASSOCIATED PROBABTLITIES FOR DECISION ANALYSIS OF rHE FERTILIUZ 
INVESTMENT PROBLEM 

Alternative (NP) investments 

_-_----__-_
Probability 	 -_ 

(0,0) 1 (50,0) 1 (100,0) (150,0) (0,25) (50,25) (100,25) (150,25)1 (0,50) 1 (50,50) (100,50) I(150-) 

1/3 725 975 920 690 1140 1710 1375 1030 595 1730 1570 1475 

1/3 1465 2045 2895 2670 1680 2770 2990 2890 825 2635 3065 2780 

1/3 4005 4170 3770 3310 3055 3900 4085 4750 4025 3790 4 135 4140 

jo illustrate the fractile rule, suppose we wish to 
apply decision analysis to the fertilizer investment 
data of Tabe 6.5. Since there are eight observations 
for each investment alternative, we can apply the 
fractile rule to estimate the net benefit value cor-
responding to the 1/9, 2/9, 3/9, 4/9, 5/9, 6/9, 7/9 and 
8/9 fractiles of the cumulative distribution function 
corresponding to each investment alternative. These 
fractiles are shown in Table 8.3 from which we see, 
for example, that for the (100,25) alternative, there 
is an estimated probability of 0.444 that a net ben-
efit of $2660 or less will be received, 

Based on the fractile data of Table 8.3 (or 
smoothed cumulative distribution curves drawn from 
these data), we may estimate event probabilities for 
decision analysis of the fertilizer investment problem. 
Thus suppose we decide to model the problem by 
considering three levels of net benefit for each al-
ternative. Suppose these are "high", "medium" and 
"low", where these correspond to the central values 
of the top, middle and lower thirds of the net ben-

efit 
accurately from the smoothed cumulative distri-

probability distribution. From Table 8.3 (or 
more 
bution curves if we drew them), we can estimate 
the centxal value of net benefit within the high, 
medium and low class intervals. Our estimates of 

these values are as shown in Table 8.4 which, of 

course, cons'itutes a payoff matrix for this risky 
decision problem. 

Inspection of the payoffs listed in Table 8.4 show: 
that the first five alternatives and the ninth are dom. 
mated. For each of these, one of the other alter. 
natives always gives a greater net benefit. Accord. 
ingly, these dominated alternatives can be dropped 
from further consideration and we are left with the 
reduced decision matrix of Table 8.5. For each of 
the alternatives listed in Table 8.5, certainty eqliy. 
alents could then be elicited for each individual 
farmer and his optimal investment choice ascertained. 
Whether or not the expected utility of this inwil­
ment is greater than the utility he would gain Urm 
other (i.e., non-fertilizer) investment opportunitie 

Table 8.5 	 PAYOFF MATRIX FOR FERTILIZER DECISION FiO iM 

($/ha) 

Prob.I Alternative (NP) Investments 

abi-lity _ - ­

(150,25) (100)(50,25) (100,25) (50.50) 71 1I=40)I I 

1/3 1710 1375 1030 1730 1570 
1/3 2770 2990 2890 2635 3065 210 
1/3 3900 4085 4750 3790 4 135 
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ble, is something the individual farmer would 

to decide. 

Col comPress,ncliniflg comment 

this chapter we have sketched decision theory 
s in the 	 context of a farm management spe-

assisting 	 an individual farmer in his risky de-

For that reason we have emphasizedmaking.
[ ctical analytics of decision theory and not 

pri aMaking 
'dered elaborations of the theory. For such 

to suchr extensions, reference should be made 
Dillon and Hardaker (1977) or 

asndDersn, DillnanH.krBulletin 
blier and Dean (1971). 
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GLOSSARY 

This glossary contains definitions of the main farm 
management research terms used in the manual. No 

a comprehensiveattempt has been made to provide 
listing of general farm management terms. 
q.v.: quod vide (= which see). 

sampling - a mcth,.xd of non-probabilityAccidental 
individuals aresampling (q.v.) in which the sampled 

selected by chance. 
Activity - see farm activity, 

of the technical and eco-Activity budget - a summary 
nomic characteristics of a farm activity (q.v.). 

the value of the output of aActivity gross income ­

farm activity (q.v.) over some accounting period 

(usually a year), whether that output is sold or not. 

Activity gross margin - activity gross income (q.v.) 
minus the variable expenses (q.v.) attributable to that 

activity. 
Acts - the actions available to a decision maker, 

among which he must choose. 
Adjusted coefficient of multiple determination (R 2) ­

a coefficient of multiplc determination (q.v.) 6f an 

estimated production function (q.v.) adjus ed for the 

number of coefficients estimated. 
zones - zones which are defined inAgroeconomic 

terms of common features. For different purposes 

these features will differ but may involve such di-

mensions as climate, soil resources, land use, ethnic 

groupings, market access, etc. 
Anchoring - a form of bias in probability elicitation 

whereby judgements tend to be excessively centred 

on a particular value. 
Area familiarization- see field study. 
Backward induction - the procedure followed in solving 

risky decision problem (q.v.) depicted as a decisiona 

tree (q.v.). 


Bar chart - a figure in which the size of different 

classes within a set of data is represented by bars 

of fixed width but of length proportional to the mag-

nitude to be represented. 
Break-even budget - a budget (usually a partial profit 

budget (q.v.)) drawn up to establish the value of a 

selected planning coefficient for which gains and losses 

are equal. 
Budgetary control - the process of matching the re-

corded progress of selected aspects of farm pro-

duction against a budget. 

Cash flow - a payment or receipt in the form of casb 
(including transactions conducted through a bank), 

Cash flow budget - a statement of projected farm 
payments (q.v.) and farm receipts (q.v.) associated 
with a particular farm plan. 

Census - see farm census. 
Certainty equivalent - that sure consequence (q.v.) 

which, if it were available, the decision maker would 
regard as equivalent to a particular risky set of 
consequences. 

Certainty equivalent approach - a method of resolving 
risky decision problems (q.v.) using certainty equiv. 
alents (q.v.). 

Chance-constrained programming - a form of rik 
areprogramming (q.v.) in which risky constraints 

satisfied at some prescribed probability level. 
Chance node - see event node. 

Choice criterion - a measure adopted as basi3 fora 
comparing the consequences (q.v.) of alternative act, 
(q.v.). 

Cluster sampling - a form of multistage sampling 
(q.v.) in which all the individuals at the last stag 
are sampled. 

Cobb-Douglas function - a commonly ised algebrai 
form for production function analysis (q.v.); for the 

general case Y = aof 1XIai so that log Y = XalogX 
where Y is output and X, is the i-th input. 

Coefficient of multiple determination (R2) - a statist 

measuring the proportion of the variation in a 9d 
of data explained by a least-squares regression (q.v.) 

equation fitted to the data. 
Coefficient of skewness - the statistic v, computed as 

5
(3 = M 3 /V'' where M. is the third central mornei 
(q.v.) and V is variance; the coefficient is positive c 
negative according as the distribution is positivdi 

(long tail above mode) or negatively (long tail bela 
mode) skewed. 

Commercial farming - farming in which the mao*li7 
of the farm output is sold, usually also involving W" 

preciable use of purchased inputs. 
Comparative advantage - see principle of comPaft 

advantage. 
POlf*Comparative analysis - comparison of the 


mance of a particular farm with some "stald2
 
such as the average performance of a group of brto
 

similar farms. 
- the rate of interest t3l [Compound interest rate 


compounding (q.v.) or discounting (q.v.).
 
Compounding - calculation of the future V2hO
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nt sum accounting for the rate of compound in-

st (q.v.). 
- the outcome or payoff a decision makerquence

,ves or suffers when he adopts a particular act 
q.v.) and when a particular state of nature (q.v.) 

nsues. 
analysis - see principles of cost analysis. 

of capital - benefits given up by the farmer 

through having investment capital (q.v.) tied up in 

an enterprise (q.v.) for a period of time. 

:,'mulative distribution function (CDF) - a function 

'.representing the probability that an uncertain coef-

less than or equal to someficient X takes a value 


for all values of X*.
Lparticular value X*, defined 
a graph (q.v.) depicting[Cumulative frequency curve ­

on the vertical axis the relative frequency cumulated 

for all values less than or equal to any given wilue 

on the horizontal axis. 
rDebt servicing capacity - measured as farm net cash 

i flow (q.v.) less cash needed for family living expenses. 

Decision analysis - a procedure for ensuring that a 

decision maker makes decisions that are consistent 

with his personal beliefs about the risks he faces 

and his personal preferences for possible conse-

quences from the decision. 
Decision node - a point in a decision tree (q.v.) where 

a choice must be made. 
Decision theory - see decision analysis, 

Decision tree - a diagrammatic representation in tree 

form of a risky decision problem (q.v.). 

Degree of belief - see subjective probability. 
Degree of preference - see utility, 

used when planningDevelopment budget - a budget 
changes in farm methods or organization that will 

take some considerable time to implement. 

Development programme - a schedule used in a de-

velopment budget (q.v.) and showing anticipated in-

puts and outputs in dated sequence. 
Development target - the selected end position for a 

development budget (q.v.). 
Diminishing returns- see principle of diminishingphys-

ical and economic returns, 
Discount facto - the value by which future casha 

flow (q.v.) t, '. multiplied to calculate its present 

value (q. 
Discounting -- Lalculation of the present value (q.v.) 

of a future sum accounting for the rate of compound 

interest (q.v.). 
Discrete stochastic programming - a form of ,isk 

programming (q.v.) in which a relatively small num-

ber of possible outcomes of risky coefficients are con-

sidered. 
(e.g., inDominance - a term used in various contexts 

farm programming, input-output budget analysis and 

decision analysis) to indicate that one alternative is 

superior to another in the sense of producing higher 

benefits (output) with equal or lower costs (inputs). 

Economic principle of marginality - see principle of 

marginality, 
Enterprise - see farm enterprise, 
Enterprise choice - see principle of enterprise choice. 

- the value of the output of aEnterprisegross income 
farm enterprise (q.v.) over some accounting period 

(usually a year), whether that output is sold or not. 

Enterprise gross margin - enterprise gross income (q.v.) 

minus the variable expenses (q.v.) ittributable to that 

enterprise (q.v.). 
Equity ratio - farm equity capital (q.v.) divided by 

total farm capital (q.v.); it is a measure of the level 

of indebtedness and is usually expressed as a per­

centage. 
farm plans that have the lowest(E, V)-efficient plans ­

possible variai.ce (V) of income for all levels of ex­

pected income (E); such plans may be generated by 

quadratic risk programming (q.v.). 

Event node - a point in a decision tree (q.v.) where 

as to which of a number of eventsuncertainty exists 
or states of nature (q.v.) will occur. 

Expansion path - see isocline equation. 

Expected utility - a criterion for risky choice com­

puted as the subjective probability (q.v.) weighted 
average of the utilities (q.v.) of the possible conse­

quences (q.v.). 
Factorial design - an experimental design in which 

each level of each factor appears with each level of 

each other factor. 
Family earnings - net farm earnings (q.v.) plus other 

household income; it represents the total income 

to the farm family for all purposes.available 

Farm activity - a specified method of producing 
 a 

crop or operating a livestock enterprise. 

Farm case study - the detailed study of an individual 

farm. 
farm net cash flow (q.v.) adjusted 

for loans received and interest and principal pay­

ments; it represents the amount of cash generated by 

the farm and available for household use. 

Farm census - collection of selected information 

from all the farms comprising some population. 

Farm cash surplus -

Farm development budget - see development budget. 

Farm enterprise - the production of a particular com­

modity or group of related commodities for sale or 

domestic use. 
Farm equity capital - total farm capital (q.v.) less 

farm borrowings. 
Farm net cash flow - farm receipts (q.v.) minus farm 

payments (q.v.). 
Farm net worth - see farm equity capital. 

Farm payidents - cash paid for goods and services 

purchased for farm use. 
Farm programming - see programming approach. 

Farm rcceipts - the value of cash received from sale 

of agricultural output. 
Farm survey - data collection from a sample of 

farms from a given population. 
Farm system simulation - the mimicking of the oper­

ation of a farm via some type of model (q.v.). 

Field cost (of an input) - the field price of an input 

(q.v.) multiplied by the quantity of the input which 

varies with the decision. 
Field price (of an input) - the total value which must 

be given up to bring an additional unit col input 

onto the field. 
Field price (of an output) - the value to the farmer 

of an additional unit of production in the field, prior 

to harvest. 
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Field study - informal study of a particular area or gramming related to linear programming (q.v.) in 
problem. which selected variables are constrained to whole. 

Finance budget - a budget constructed to show the 
extent of necessary borrowings and the manner in 
which interest and principal payments on loans ad-
vanced are to be met. 

Fixed costs - see fixed expenses. 
Fixed expenses - those components of total farm ex-

penses (q.v.) that do not satisfy the definition of 
variable expenses (q.v.). 

Fractile - the j-th fractile '10 < j < 1) is the value of 
a random variable such that the probability of a 
randomly drawn value of the variable being less 
than the fractile value is j. 

•Fractile rule - if only n observations are available on 
a continuous random variable, then when these ob-
servations are arranged in ascending order of size, 
the k-th observation is a reasonable estimate of the 
k/(n + 1) fractile (q.v.). 

Fractional factorial design - a factorial design (q.v.) 
in which selected combinations of factors are omit-
ted. 

Frequency distribution - a table, graph or function 
indicating the frequency of occurrence of particular 
values of a variable. 

General purpose table - a table constructed to present 
a summary overview or to present a large amount 
of primary data in a convenient form. 

Goal trade-off - see principle of goal trade-of. 
Graph - a figure drawn on two axes representing two 

variables with points representing paired values of 
the two variables connected by a line or curve, 

Gross farm income - the value of the total output of 
a farm over some accounting period (usually a year), 
whether that output is sold or not. 

Gross field benefit - net yield (q.v.) times field price 
(q.v.) for all products from the crop. 

Gross margin - see activity gross margin or enterprise 
gros- margin. 

Gross margin budget - a partial profit budget (q.v.) 
drawn up using enterprise gross margins (q.v.). 

Gross margins planning - a version of simplified 
programming (q.v.) in which activities are selected on 
the basis of only one key constraint, usually land. 

Histogram - a figure composed of a number of rec-
tangles drawn adjacent to each other such that the 
area of each rectangle is proportional to the fre-
quency of observations in the class interval repre-
sented by the width of the rectangle. 

Household net cash income - farm cash surplus (q.v.) 
plus other household receipts; it represents the cash 
available to the farm family for all payments not 
relating to the farm. 

Input-output budget analysis - partial profit budgets 
(q.v.) applied to the analysis of input-output data 
(q.v.). 

Input-output coefficients - technical coefficients spec-
ifying the quantity of some particular input per 
unit of output or the amount of outDut produced 
per unit of input. 

Input-output data - data relating the level of crop or 
livestock output to (different) levels of input use. 

Integer programming - a form of mathematical pro-

number values. 
Internal rate of return (IRR) - that rate of interet 

which makes the net present value (q.v.) of an in. 
vestment exactly zero. 

Investment appraisal - an evaluation of the profita. 
bility of some investment. Commonly involves net 
present value (q.v.) or internal rate of return (qv,) 
calculations. 

Investment capital - value of inputs (purchased or 
owned) which are allocated to an enterprise with the 
expectation of a return at a later point in time. 

Isocline equation - the equation specifying the leas(. 
cost combination of a set of input factors for pro. 
duction of any specified quantity of output. 

rsoquant equation - an equation describing all con. 
binations of factors which yield a given quantity of 
output. 

Judgemental fractile method - a method of eliciting 
a subjective probability (q.v.) distribution by assessing 
fractiles (q.v.) of the distribution. 

Key constraint - a constraint selected as potentially 
limiting choice of a farm plan and hence used as a 
basis for activity selection in simplired programmiig 
(q.v.). 

Labour budget - a budget comparing labour require. 
ments with labour available, usually constructed on 
a seasonal basis. 

Labour chart - a form of labour budget (q.v.) con.
 
structed as a figure with a calendar of working day:
 
recorded on the horizontal axis and with numbe
 
of workers recorded on the vertical axis; the cha
 
shows the number of workers assigned to each La
 
and the duration of that task.
 

Labour day - a unit of labour input or requiremen, 
usually assumed to represent the work accomplhi 
in eight hours. 

Labour profile - the seasonal pattern cf labour t. 
quirements for a given farm activity (q.v.). 

Least-squares regression - the standard statistical me4 
od for fitting continuous functions involving a sire 
dependent variable and one or more indepeaNK 
variables; it is used in production function andy* 
(q.v.). 

Linear programming (LP) - a computer-based P 
dure used for solving allocation problems such s 
farm planning and formulation of livestock dift 

Livestock feed budget - a budget comparing W 
requirements of farm livestock with feed avilh 
from crops and pastures, etc.; it is usually draw3I 
on a seasonal basis. 

Livestock gross income - the value of livestod IS' 
duction in the form of animals and produce, adi 
for inventory changes and net of the valie oi 
livestock purchased or obtained as gifts. 

Long-term cash flow budget - a cash flow budgf (OW 
constructed for a planning horizon of telln 
so with intermediate cash balances nonua Wk 
culated at annual intervals. 

Man-day - a unit of measurement of abourt 
requirement, usually assumed to represent t. 
accomplished by an adult male worker in 
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Afarginal cost - the increase in variable cost (q.v.) 

which occurs in changing from one production al-
relative toternative to another; it is often measured 

adding a marginal unit of input, 
Marginal net benefit - the increase in net benefit (q.v.) 

which can be obtained by changing from one pro-

duction alternative to another; it is often measured 
relative to adding a marginal unit of input, 

aMarginal opportunity cost - the value of including 
marginal unit of a given farm activity (q.v.) in the 
farm plan. 

Marginal principle - see principle of marginality. 
Marginal product (of an input) - the change in output 

ars'ing from using an additional unit of the input, 
Marginal rate of return - the marginal net benefit 

(q.v.) divided by the marginal cost (q.v.). 
Marginal value product (MVP) - the opportunity cost 

(q.v.) of a marginal unit of a resource. 
a cash flow budgetMedium-term cash flow budget ­

(q.v.) extending over three or four 	 years with the 
at quarterly orintermediate cash balances calculated 


half-yearly intervals, 

Minimum returns analysis - a procedure for assessing 

risky production alternatives by examining their worst 
possible net returns and selecting that alternative 
whose worst return or whose average return for its 
worst possibilities is highest among the alternatives 
being considered. 

Model - a simplified representaiton of realit', built to 

reflect those features of a farm, enterprise, process, 
etc. that are of most importance. in the context of a 
particular study. 

Money field price (of an input) - the purchase price 
of a unit of an input factor plus other direct ex-
penses (such as transportation costs) per uait of input 
incurred in using the input factor. 

Money field price (of an output) - the market price 
of a unit of product minus harvest, storage, transpor-
tation and marketing costs, and quality discounts. 

Monte Carlo budgeting - see risk budgeting. 
MOTAD programming - a form of risk programming 

(q.v.) based on minimization of total absolute de-

viation of total gross margin (q.v.). 
Multiphase sampling - a sampling scheme involving 

collection of different categories of information from 
different subsamples. 

Multistage sampling - a probability sampling (q.v.) 
mediod involving two or more steps, e.g., sampling 
of villages and then sampling of households within 
the sampled villages, 

Multivariableproduction function - a production func-
tion (q.v.) involving several variable inputs (q.v.). 

Net benefit curve - a curve showing the relationship 
between variable costs (q.v.) of alternatives and 
their expected net benefits (q.v.). 

Net benefits - the value of the benefits less the value 

of the things given up in achieving the benefits, e.g., 
benefit (q.v.) minus total variabletotal gross field 

cost (q.v.). 
Net cash flow - see farm net cash flow. 
Net farm earnings - net fcrm income (q.v.) less in-

terest paid on borrowed capital; it represents the 
reward to all family-owned resources used in farm 

production. 
income (q.v.) minusNet farm income - gross farm 

total farm expenses (q.v.); it is the reward to the 

farm family for their labour and management to­
gether with the return on all the capital invested 
in the farm, whether borrowed or not. 

Net present value (NPV) - the net total of the dis­
counted values of the payments and receipts as­
sociated with a given project or farm plan. 

Net returns - see net benefits.
 
Net worth - see farm equity capital.
 
Net yield - the measured yield per hectare in the
 

field, minus harvest losses and storage losses where 
appropriate. 

Non-probability sampling - methods of sampling in 

which the probability of a particular individual being 
included in the sample is not known (cf. probability 
sampling). 

Opportunity cost - the economic principle that the 
cost of any choice is measured by the value of the 
best alternative foregone; thus the opportunity cost of 

a resource is its value in the best alternative use. 
Opportunity field price (of an input) - refers to the 

value of the input in its best alternative use. 
Opportunity field price (of an output) - the money 

price which the farm family would have to pay to 
acquire an additional unit of the product for con­
sumption. 1 -1 

Outcome - see consequence. 
Parametricbudget - a :budget (usually a partial profit 

budget (q.v.)) drawn up using algebraic symbols for 
selected planning coefficients and used to appraise the 
consequences of variations in those coefficients. 

Parametricprogramming - a form of linear program­
ming (q.v.) in which selected coefficients are varied 

over some chosen range. 
Partialbudget - see partialprofit budget. 
Partial cash flow budget - a cash flow budget (q.v.) 

showing only those cash flows that would be changed 
as a consequence of some proposed change in the 
farm plan. 

Partialprofit budget - a budget drawn up to estimate 
the effect on some measure of farm profit of a pro­
posed change in farm organization or methods af­
fecting only part of the farm. 

Payments - see farm payments.
 
Payoff - see consequence.
 
Payoff matrix - a table representing the acts (q.v.),
 

states of nature (q.v.), subjective probabilities (q.v.) 
and consequences (q.v.) of a risky decision problem 
(q.v.). 

Pie chart - a figure in the form of a circle that is 
divided into segments such that the size of each 
segment (angle) is proportional to the magnitude or 
frequency of that class. 

Power function - see Cobb-Douglas function. 
money amountPresent value - the value now of some 

or cash flow (q.v.) to be paid or received in the fu­

ture, adjusted for differences in the value of money 
over time arising from the opportunity cost (q.v.) 
of capital. 

Principle of comparative advantage - the economic 
principle implying that various crops and livestock 
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should be produced in those areas where the phys-
ical and other resources .re best suited to their pro-
duction. 

Principle of diminishing physical and economic returns 
- the economic principle that variable resources 
should be added to fixed resources as long as the 
added return expected from the last unit of variable 
resource used is just sufficient to cover the added 
cost of that unit. 

Principle of enterprise choice - the economic prin-
ciple that enterprises should enter the farm plan so 
long as their expected contribution to net farm in-
come (q.v.) exceeds the opportunity cost (q.v.) of 
the resources they use. 

Principle of goal tradeoff - the economic principle 
that a farmer should trade off competing goals so 
long as the gains in satisfaction from the goal re-
cciving increased emphasis is greater than the loss 
in satisfaction incurred by decreasing emphasis on 
the other goal or goals. 

Principle of marginality - the economic principle that 
choices about the use of resources should be made 
such that the marginal gain from the slightest pos-
sible change in resource use is equal to the marginal 
loss implied by the change. 

Principle of substitution - the economic principle that, 
in substituting one method for another, the saving 
in the method replaced must be greater than the 
cost of the technique added. 

Principles of cost analysis - the division of costs into 
fixed costs (q.v.) and variable costs (q.v.). 

Probability - see subjective probability, 
Probability sampling - a method of drawing a sample 

such that the probability of a particular individual 
being included in the sample is known or can be 
estimated with reasonable precision. 

Production function - the quantitative relationship 
between inputs and outputs for some production 
process. 

Production function analysis - a method of determining 
production decisions by estimation and analysis of 
production functions (q.v.). 

Profit budget - a budget drawn up in terms of some 
measure of farm profit such as net farm earnings 
(q.v.). 

Programme planning - see simplified programming. 
Programming approach - approaches to farm planning 

based on linear programming (q.v.) or its variants, 
such as simplified programming (q.v.). 

Purposive sampling - a method of non-probability 
sampling (q.v.) in which a sample is drawn to i'lus-
trate or represent some particular characteristic irt. the 
population. 

Quadratic polynomial - a commonly used algebraic 
form for production function anutysis (q.v.); it in-
volves only a constant and the first and second 
powers of the input variabl,- (including cross-prod-
uct terms). 

Quadratic risk programming - a method of farm pro-
gramming (q.v.) permitting risk in activity gross
margins (q.v.) to be taken into account. 

Quota sampling - a method of non-probability sam-
pling (q.v.) in which individuals with defined char-

acteristics are selected until specified quotas hat 
been filled. 

Random sampling - a method of probability samplin
(q.v.) in which the probability of any individual bein 
included in the sample is constant. 

Rate of compound interest - see compound .nterejt 
rate. 

Rate of technical substitution of factor i for factor j 
(RTSIJ) - the amount by which factor i must be 
increased if factor j is reduced by one unit and the 
level of production is to remain unchanged. 

Receipts - see farm receipts. 
Recommendation domain - a group of farmers Within 

an agroeconomic zone (q.v.) whose farms are sufi. 
ciently similar and who follow sufficiently similar 
practices that a given recommendation is applicable 
to the entire group. 

Reconnaissance study - see field study. 
Relative frequency curve - a figure derived as (or 

equivalent to) a smoothed relative frequency Polygon 
(q.v.). 

Relative frequency polygon - a line graph (q.v.) ob. 
tained by connec'ing the mid-points of the tops of 
the rectangles of a histogram (q.v.) of relative fre. 
quencies. 

Representativeness - a source of bias in probability 
elicitation whereby too much weight is attached to 
the extent to which a particular event is representa. 
tive of a particular class of evnts. 

Resource endowment - the amount and quality of 
resources, in the forms of land, labour, etc., available 
in a particular region or to a particular group of 
farms or to an individual farm. 

Return per man - a measure of labour productivity; 
when applied to family labour it is calculated as 
return to family labour (q.v.) divided by the number 
of family members (measured as "adult male equiv. 
alents") working on the farm. 

Return to family labour - net farm earnings (q.v.) 
less an imputed interest charge on farm equity cap. 
ital (q.v.); it may be expressed on a "per adult male 
equivalent" basis. 

Return to farm equity capital - net farm earnings 
(q.v.) minus the value of family labour used on the 
farm, usually expressed as a percentage of farm 
equity capital (q.v.). 

Return to total capital - net farm income (q.v.) less 
the value of family labour used on the farm, usually 
expressed as a percentage of total farm capital (q.v.). 

Risk - a situation with uncertain consequences (q.v.). 
Risk attitude - extent to which a person seeks to avoid 

or is willing to face risk. 
Risk budgeting - a form of parametric budgeting (q.v.) 

adapted to the case where probability distributions 
of uncertain coetficients have been obtained, and 
where the aim is to assess the distribution of the 
selected profit measure. 

Risk premiumn - an amount, often given as a per­
centage, which a farmer requires before exposing 
himself to a variable income. 

Risk programming - the generic term for methods of 
accounting for risk in farm programming (q.v.). 

Risky decision problem - a decision problem in which 
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the consequences (q.v.) of alternative acts (q.v.) are 
uncertain. 

Rural development - the general development of the 
rural community in terms of such attributes as in-
come, health, education, culture and infrastructure. 

sampling frame - a list of those members of a popu-
lation from whom a sample is to be drawn. 

Scatter diagram - a figure drawn on two axes rep-
resenting two variables with paired values of the 
two variables plotted to show the distribution of 
observations. 

Seasonal labour profile -- see labour profile. 
Semi-subsistence farming - farming in Nhich both do-

mestic use and sale account for significant propor-
tions of the farm output. 

Sensitivity analysis - a process which features changing 
a p13nning coefficient within reasonable bounds of 
the original estimate to determine if the original 
ranking of alternatives is affected. 

Short-term cash flow budget - a cash flow budget 
(q.v.) normally constructed over a twelve-month 

planning horizon with the intermediate cash balances 
calculated at monthly or bimonthly intervals. 

Simplified programming (SP) - a method of selecting 
a farm plan in which the required calculations are 
performed without the need for access to a computer. 

Sparse data analysis - decision analysis based on rel-
atively few observations, generally making use of the 
fractile rule (q.v.). 

Special purpose table -- a table drawn up to illustrate 
some specific point or points about a set of collected 
data. 

Square-root quadratic polynomial -- a commonly used 
algebraic form for production function analysis (q.v.). 
identical to a quadratic polynomial (q.v.) in which 
every input variable is replaced by its positive square 
root. 

State of nature -- an event that may occur and in-
fluence the outcome of a decision. 

Stochastic programming - see risk programming. 
Stochastic variable - an uncertain variable, 
Stock equivalents - units used in livestock feel bud-

geting whereby the energy needs of different cate-
gories of livestock are expressed in terms of a single 
type of livestock, e.g., cow units. 

Stratified sampling -- a probability sampling (q.v.) 
method in which the population is first divided into 
groups or strata on the basis of one or more char-
acteristics of interest. 

Subjective probability -- a probability reflecting a de-
cision maker's degree of belief about the chance of 
occurrence of a given state of nature (q.v.). 

Subsistence farming - farming in which the majority 
of the output is used by the farm family, contrasting 
with semni-subsistence farming (q.v.) and commercial 
farming (q.v.). 

Substitution - see principle of substitution. 
Survey --. see farm survey. 

Systematic sampling - a method of probability sam­
pling (q.v.) involving the selection of every k-th 
member from a list, working backward and forward 
from a random starting point. 

Systems simulation - see farm system simulation. 
Tabular analysis - preparation of summaries of col­

lected data in the form of tables. 
Third central moment - the expected value of the 

third power of the deviations from the mean of a 
probability distribution. 

Total farm assets - see total farm capital.
 
Total farm capital - the total value of the farm assets.
 
Total farm expenses - the value of all inputs used up
 

or expended in farm production. 
Total field cost 7- the sum of field costs (q.v.) for all 

inputs which are affected by a choike; also called 
variable cost (q.v.). 

Total gross margin (TGAI) - the sum of all the en­
terprise or activity gross margins (q.v.) on a farm. 

Total household net income - see fantly earnings. 
Two-phase sampling - a form of multiphase sampling 

(q.v.) involving data collection from two subsamples. 
Utility - a numerical measure of a decision maker's 

relative preference for possible consequences (q.v.). 
Variable costs - see variable expenses, total field cost. 
Variable expenses - those components of total farm 

expenses (q.v.) that are specific to a particular crop 
or livestock enterprise and that vary more or less 
in direct proportion to the scale of the enterprise. 

Variable input - an input in a production process the 
level of which is variable. Often the level used can 
be chosen by the decision makcr. 

Village studies - a form of data collection in which 
some information is gathered on a full village basis 
and other information is obtained from a sample of 
village households. 

Visual impact method - a method of eliciting subjec­
tire probabilities (q.v.) based on allocation of coun­
ters over possible classes. 

Water balance budget - a budget of the irrigation water 
needs of a crop or combination of crops. 

Whole-farm budget - a budget drawn up to show the 
anticipated consequences. in terms of selected mea­
sures of performance. of some actual or proposed 
farm plan. 

Whole-fartn planning - planning involving consider­
ation of the farm system as a whole, as distinct from 
a partial budgeting (q.v.) approach to planning. 

Whole-farmi production function -- a function relating 
total farm output to the use of land, labour and 
capital on a whole-farm basis. 

Working capital - capital needed for the month-to­
month running of a farm as distinct from longer 
term investment capital (q.v.). 

Yield gap - the difference between actual farm yields 
and either potential farm yields or experiment station 
yields. 
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Accounting period, 42, 43, 44 cash-flow, 42, 61, 71, 77, 86, 88 
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budgets, 51, 52, 70, 84 finance, 61, 71, 77 
dominated, 64 input-output, 92 
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Adjusted coefficient of multiple determination, 113 whole-farm, 81 
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Anthropological studies, 22 equity, 44, 45, 47 
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Attitudes, 23 
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rationing, 79 
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Average working, 60 
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net benefits, 101 flow, 29, 42 
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Backward induction, 124, 126 surplus, 42, 47 
Bar chart, 40 transactions, 45 
Barter, 6, 118 Certainty equivalent approach, 123, 124 
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degree of, 119, 121 Chi square test, 38 
Benchmark data, 18 Choice criterion, 120 
Benefits, 93, 94 Class intervals, 35 

see also Net benefits Climate, 103, 106, 119 
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Biological constraints, 19 Coefficient 
Borrowed capital, 44, 77 input-output, 23, 33 
Borrowing, 71 interaction, 106 

capacity, 45 linear, 105 
Boxhead, 37 of multiple determination, 112 
Break-even value, 87 of skewness, 90 
Budgetary control, 29 quadratic, 105 
Budgeting, 3, 11, 48, 51, 103 risky, 69 

activity, 51, 52, 70, 84 Commercial farming, 41 
break-even, 87, 89 Comparative advantage, 3, 6 
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Comparative analysis, 35, 48 Data, 6, 7, 9, 13, 14, 19, 21, 30, 31, 32, 35, 62 

Competitive effects, 116 analysis, 24 

Complementary effects, 116 bank, 32 
Complementary enterprises, 5 benchmark, 18 
Complete factorials, 115 classes, 35 
Compounding, 77 collection, 3, 8, 12, 14, 21, 22, 24, 27, 116 
Computer, 27, 66, 67 experimental, 8, 31 

analysis, 27 input-output, 92 
Conscientization, 7 historical, 6 
Consequence, !20, 121 processing, 27 
Constant returns to scale, 67 representative, 92 
Constraints, 7, 8, 18, 27, 51, 52, 57, 58, 61, 63, 66, 67, sources, 21 
92, 93, 107, 115 Debt servicing capacity, 42, 45 

binding, 67 Decision 
biological, 19 analysis, 119 

13capital, 60 group, 

cultural, 62 making, 13
 
institutional, 62 nodes, 120, 124
 
integer, 69 risky, 6
 
key, 64 theory, 119, 129 
labour, 64 tree, 119, 120, 124
 
limiting, 64 variables, 116
 
non-binding, 67 Degree of belief, 119, 121
 
on outlay, 108, 111 Degree of preference, 119
 
on output, Ill Demography, 32
 

Dependent variable, 114
personal, 62 
redundant, 64 Depreciation, 44, 83 
risky resource, 69 Development 
social, 18, 62 budgeting, 70, 71 
yield, 12, 18 national, 11 

Continuous variables, 35 planning, 3, 71 
Contract labour, 58 programme, 42, 71 
Controlled experiments, 114 projects, 50, 79 
Cooperative research, 18, 32 target, 71 
Cost, 23, 81, 83, 93, 94 Dietary preferences, 62 

analysis, 3, 4, 6 Diminishing returns, 3, 4, 6, 104, 107
 

average, 47 Discount factor, 78
 
capital, 82 Discounting, 77, 86, 121
 

Discrete stochastic programming, 69
direct, 43, 95 

Discrete variable, 35
fixed, 4, 5, 44 


joint, 43 Disease, 103, 116
 
of capital, 79, 95 Domestic payments, 29
 
of inflation, 77 Dominated alternatives, 64, 96, 97, 101, 128 
of production, 4 Draught animals, 59
 
operating, 71
 
opportunity - see Opportunity cost Economics, 3
 
variable - see Variable costs logic of, 49, 113 

Credit, 2, 32, 42, 60, 70 Efficiency, 13 
Crop nutritional, 45 

analysis, 33 research, 116 
experiments, 116 technical, 29
 
fertilizer functions, 116 Elicitation of probabilities, 122
 

perennial, 14, 43, 53 Employment, 12, 18, 32
 
rotation, 28, 53 off-farm, 42
 
sequence, 53 Enterprise, 47, 51 

Cropping choice, 3, 5, 6 
relay, 23 efficiency, 13 
sequential, 23 gross margin, 47, 48 
systems, 5, 13, 15, 19, 47, 116 joint, 13 

Culture, 2 Enumerators, 27 
Cumulative distribution function, 90, 122, 128 Environmental factors, 116 
Cumulative frequency curve, 41 Equipment life, 83, 87 
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net cash surplus, 46Equity capital, 44, 45, 47 
net worth, 44Equity ratio, 45 

Estimate of population organization, 50, 81 
output, 41mean, 33, 34 
payments, 29, 42, 47proportion, 33, 34 
performance, 48total, 33, 34 
plan, 5, 50, 62, 69Estimation, 114 
production systems, 11(E,V)-efficient set, 68 
profit, 48, 82Event nodes, 120 
profitability, 44Expected 

gross margin, 68 	 programming, 63
 
receipts, 42, 47
money value, 124 
recording schemes, 28, 29profit, 113 
resources, 50utility, 120, 123 
size, 4, 12, 13, 39value, 87 
size distribution, 1, 2Expenses 
small - see Small farmfarm, 44, 45, 46 
surveys, 21, 22, 114, 116fixed, 44, 48, 85 

Farm management research - see Researchoverhead, 46 
Farmer objectives, 51, 82variable, 43, 46, 47, 48 
Farmer recommendations, 10, 93, 116Experimental 
Farming systems, 2, 4, 6, 7, 8, 14, 15, 23, 28

data, 8, 31 
design, 31, 115, 116 	 simulation, 69
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units, 115 
Feedyields, 116 

103, 114 	 availability, 59Experiments, 19, 21, 31, 92, 98, 
pool, 15controlled, 114 
requirements, 59crop, 116 
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Fertilizer experiments, 115livestock, 116 
FieldExperiment stations, 19 

cost of an input, 94Extension, 2, 3, 18, 49, 50, 62, 81, 82, 103 
price, 94, 101, 102 
study, 21Factorial design, 115 

108 	 survey, 15Factor-product price ratio, 
Finance budget, 61, 71, 77Factors 
Financial information, 29, 77classification of, 116 
Fixedenvironmental, 116 

costs, 4, 5, 44input, 103, 104, 113 
expenses, 44, 48, 85Family 
resource constraints, 70cash income, 15 
resources, 4earnings, 44, 46 

Flowchart, 15food needs, 61 
Forest-garden farms, 14income, 2 
Fractile rule, 127labour, 41, 44 
Fractional factorials, 115living expenses, 45 
Frequency distributions, 39, 40, 41FAO, 18, 24, 32, 116 
Full enterprise costings, 47Farm 
Function, 90analysis, 33 

Cobb-Douglas, 107, 108assets, 43, 44 
cumulative distribution, 90, 122, 127capital, 44, 45 
n-variable input, 104cash surplus, 42, 47 
polynominal, 105costs, 43 
quadratic, 109, 113development progranne, 42 

root, 106, 109, 113earnings - see Net farm earnings square 

equity capital, 44, 45
 

Geographical stratification, 25
expenses, 43, 44, 45, 46 
Gifting, 42family, 42 
Goals, 3, 7, 18, 19, 71, 92groups, 103 

multiple, 6, 19household, 45 
see also Net farm income tradeoff, 3, 6, 7income, 43, 44, 45, 46 -

Goodness of fit, 112management, 3, 21 
net cash flow, 42, 45, 46, 47, 77, 78 	 Government policies, 10, 11, 103 
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Graph, 38 
 rate, 77, 79
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 Internal rate of return, 79, 86
Gross margin, 47, 48, 64, 65, 84, 85 
 Interviewing technique, 26, 27
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 Inventory changes, 46
Gross output, 43 
 Investment appraisal, 79
Gross return, 43 
 methods, 77
Group consensus, 13 
 Investment capital, 95

Group interviewing, 22 
 IRR, 79

Growing season, 53 
 Irrigation, 55
 

planning, 57
Harvest losses, 94 
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 equation, 107, 108
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 Iso-cost line, 109, 112
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 Isoquant equation, 107, 108, 110
 

net cash income, 42, 46, 47
 
net income, 44 
 Joint costs, 43
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 Joint enterprises, 13
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 underemployment, 6
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relay, 54 
 nutritional requirements of, 59
Interest, 42, 44, 83 
 Loans 42, 71
charges, 95 
 Long-gun planning, 71
on capital, 44 
 Long-tnrm cash flow budgets, 42, 61
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LP, 67, 69 

see also Linear programming 


Machinery, 59 

Management, 98, 117 


skill, 82, 103 

Managerial input, 44 

Man-day equivalents, 57 

Marginal 


analysis, 96, 97, 98, 100, 101 

gain or loss, 7 

net benefit, 96 

opportunity cost, 67 , 

product, 104, 107, 108, 109 

rate of return, 96
 
value product, 47, 67 


Market, 6 

information, 10 


Marketing, 32 

Mean 


estimate of population, 33, 34 

-variance efficiency, 68 


Measures 

of capital, 45 

of debt, 45 

of partial farm performance, 47 

of performance, 70, 81 

of profitability, 44, 70 


Mechanization, 17 

Metabolizable energy, 60 

Migration, 18 

Minimum 


rate of return, 96 

return criterion, 97 

returns analysis, 98, 99, 101 


Modal value, 90, 121 

Model, 12, 14, 15, 69 


building, 14 

Money, 6, 7 


field price, 94 

values, 93, 121 


Monte Carlo
 
method, 90 

programming, 69 

sampling, 90 


MOTAD programming, 69 

Multidisciplinary cooperation, 18 

Multiple 


cropping, 23, 48 

goals, 5, 6, 19 

products, 117 


National planning, 11, 18 

Net benefit, 93, 94, 96 


average, 101 

curve, 96 

marginal, 96 


Net cash flow, 42, 45, 46, 47, 77, 78 

Net cash income, 42, 46, 47 

Net cash surplus, 46 

Net farm earnings 44, 45, 46, 51, 70, 81 

Net farm income, 4, 44, 45, 46 

Net present value, 77, 78, 86 


Net return, 5
 
Net worth statement, 45, 46
 
Net yield, 94
 
Non-cash transactions, 42, 43
 
Nonlinearities, 67, 85
 
Non pecuniary factors, 82, 93
 
NPV, 79
 

method, 79
 
see also Net present value
 

Numeraire, 6
 
Nutrition, 61, 62
 

efficiency, 45
 
requirements of livestock, 59
 
standards, 62
 

Observations, 114
 
number of, 114
 

One-way table, 36
 
On-farm research, 18
 
Operating costs, 71
 
Opportunity cost, 3, 6, 47, 93, 95, 97, 103, 118
 

marginal, 67
 
of capital, 77, 79
 
of funds, 112
 
of time, 98
 
principle, 5
 

Opportunity field price, 94
 
of an input, 94
 

Optimal
 
act, 120, 124
 
activity mix, 66
 
input quantities, 109
 
plan, 66
 
water use, 56
 

Outcome, 120
 
Outlay constraints, 109
 
Output, 104
 

farm, 41
 
field price, 94
 

Overhead expenses, 46
 
Owner operator, 100
 

Parametric budgeting, 86, 87, 88, 98
 
Partial
 

budgeting, 50, 58, 59, 81, 82, 83, 84, 85, 89, 92, 94, 100
 
cash flow budgets, 83, 85, 86, 87
 
profit budget, 81, 87
 

Payback period, 77
 
Payments
 

domestic, 29
 
farm, 29, 42, 47
 
in kind, 42, 43
 

Payoff, 120
 
matrix, 120, 121, 124
 

Perennial crops, 14, 43, 53
 
Performance
 

of individual farms, 48
 
measures, 48, 70, 81
 
whole farm, 41
 

Personal
 
beliefs, 119
 
constraints, 62
 
judgement, 6
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Physical estimation, 114 
information, 29 multivariable, 104, 107 
environment, 7 power, 105, 106, 109, 113, 117, 118 
logic, 113, 114 single-variable, 104 

Pictorial representation of data, 38 two-variable, 104
 
Pie chart, 40 whole-farm, 116-117
 
Pilot sample, 24 Production possibilities, 103
 
Pilot survey, 24 Production surface, 104, 113, 115 
Planning Profit 

coefficients, 69, 87, 90 budgets, 50 
constraints, 62 expected, 113 
horizon, 61, 71 farm, 48, 81 
periods, 59, 71 maximizing combination of inputs, 108 
techniques, 50 measures, 44 

Policy, 3, 82, 103, 104 motive, 12 
decisions, 7 Profitability, 44, 70, 77, 81, 87
 
implications, 116 Programme planning, 63
 
national, 18 Programming, 15
 

Population, 33, 50 approach, 63 
parameters, 33 chance-constrained, 69
 

Poverty, 1, 42, 44 discrete stochastic, 69
 
Practical experience, 7 farm, 63
 
Preference, 62, 92, 119 integer, 68
 

degree of, 119 Monte Carlo, 69
 
dietary, 62 MOTAD, 69
 
risk, 119 quadratic risk, 68 

Present value, 77, 78, 86, 121 risk, 68 
Price, 4, 6, 19, 29, 32, 98, 103, 118 simplified - see Simplified programming 

field, 101 see also Linear programming
 
forecasts, 11 Project
 
quotations, 32 evaluation, II
 
ratio, 108 outline, 10 
variability, 98, 101 Pronumeral, 87 

Primary data, 36 
Principal, 42 Quadratic 
Principle coefficient, 105 

of comparative advantage, 3 form, 106
 
of cost analysis, 4 functions, 109, 113
 
of data presentation, 35 risk programming, 68
 
of diminishing physical and economic returns, 4 three-variable, 106 
of enterprise choice, 5 two-variable, 106 
of goal tradeoff, 6 square root, 106 
of marginality, 7 Questionnaire, 15, 18, 21, 24, 27, 32 
of substitution, 4 design, 24, 26 

Priorities, 71 Quotas, 62 
research, 9
 

Probability, 119 R2 , 109, 112 
elicitation, 122 R-, 113
 
estimation with sparse data, 127 Random sampling, 25
 
intervals, 123 Rate
 
judgements, 122 of inflation, 77
 
samples, 4 of interest, 77
 

Problem of return on capital, 44, 77, 96 
researchable, 9 of technical substitution, 107, 108 
identification, 14 R- .1 money values, 77 
statement, 8 Recommendation domain, 92, 94, 98, 101 

Processes, 15 Reconnaissance study, 21 
Production cfficiency, 44 Records, 28, 33 
Production function, 14, 103 forms, 23 

algebraic form, 105 keeping, 22
 
analysis, 3, 19, 103 Regression, 39
 
Cobb-Douglas, 105, 107 least-squares, 109, 114
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decision problems, 6, 119
Relative frequency, 40 

planning coefficients, 69 
curve, 41 

resource constraints,. 69
polygon, 40 

Rural development, 10, 11, 62 
Relay cropping, 23 
Relay intercropping, 54 
Religious taboos, 62 
Rent, 5, 44 Salvage value, 83 
Replication, 31, 98, 114, 115 Sample, 24, 31, 33, 40 

accidental, 26
Representative 

bias, 25
data, 92 

cluster, 26farm approach, 50 
data, 103

sites, 92 
frame, 25, 26 

Representativeness, 92, 122 
34mean, 33,

Research, 2 
method, 22, 24

administration, 3, 10 
Monte Carlo, 90

applied, 3 
multiphase, 26

cooperative, 18, 32 
multistage, 25, 26, 34 

efficiency, 116 
12, 14, 15, 18, 19, non-probability, 24,

farm management, 2, 3, 6, 7, 10, 11, 26 
pilot, 24

31, 32, 115 
probability, 24

hypotheses, 9 
pseudo-random, 90

joint, 32 
purposive, 26

methodology, 9, 19 
quota, 26

objectives, 9 
random, 25

on-farm, 18 
random systematic, 26

priorities, 19 
simple random, 26, 33

problem, 9 
size, 8, 22, 25, 34, 41, 114, 116 

resources, 8, 28 
stratified, 25, 26, 34 

strategy, 8 
systematic, 25, 33 

structure, 8 
two-phase, 26

Researchable problem, 9 
two-stage, 25, 34

Resource units, 34
base, 23 

variance, 33
constraints, 70, 103 

Scatter diagrams, 38
fixed, 4 

Scientific objectivity, 113
limiting, 64 

Seasonal variations, 55
variable, 4 

Sectoral plans, 11
Response 

Semi-commercial farming, 44 
analysis, 56 

Semi-subsistence, 6
surface, 104, 113, 115 

agriculture, 42
variation, 116 

farms, 49
Returns, 23 

Sensitivity analysis, 98, 102 
diminishing, 3, 6, 107 

Separability, 13 
per man, 44 

Sequential cropping, 23 
to capital, 44, 46, 70, 77, 96 

Sharecroppers, 1, 2 
to family labour, 44, 47 

Sharefarming, 94, 100 
to farm equity capital, 44 

Short-run planning, 71 
to scale, 67, 108 

Short-term cash-flow budgets, 61
Revenue forgone, 81, 83 

Simplified programming, 63, 64, 65, 69, 70 
Risk, 6, 7, 29, 44, 45, 57, 68, 69, 82, 90, 92, 93, 96, 

Size distribution of farms, 1, 2 
97, 98, 100, 119. 

Size of sample - see Sample size 
analysis, 101 

Skewness, 90
attitudes, 68, 119 

coefficieut of, 90 
averseness, 68, 124 

Small farm, 19, 61
budgeting, 88, 90 

household, 41 
neutrality, 124 

performance, 41, 44 
of disaster, 98 

problem, 10
preferring, 124 

systems, 18
premium, 98 

Small farmers, 1, 2, 5, 6, 7, 18, 29, 68 
programming, 68 18, 61Socioeconomic constraints, 7, 
see also Risky 

SoilRisky 
characteristics, 116activity gross margins, 68 
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fertility, 53 Tenure, 32, 92, 94, 100, 101 
-water balance, 55 Terminal value, 77 

SP, 69, 70 Terminology, 42 
see also Simplified programming Tests of significance, 112 

Sparse data situations, 127 TGM, 70 
Spatial variability, 92, 97, 98 see also Total gross margin 
Special purpose tables, 36, 37 Theory, 3, 8, 19 
Standard, 49 Time variability, 92, 97, 98 
Standardization of terminology, 32 Total field cost, 94 
Standardized data collection, 32 Total gross margin, 11, 45, 46, 48, 62, 70 
States of nature, 119, 121 Tradeoffs, 93 

8 Traditional agriculture, 12Statistical analysis, 
Stochastic programming, 69 Transactions in cash, 45 
Stock equivalents, 60 Transactions in kind, 45 
Storage losses, 94 Treatments, 114, 115 
Stratification, 25 combinations, 114 
Structural models, 14, 15, 17, 42 Triangular distribution, 90 
Stub, 37 t-tests, 38, 112 
Subjective judgement, 115 
Subjective probability, 87, 88, 120, 121 Uncertainty, 6, 68, 87, 93, 103 
Subsistence, 6, 19, 42, 61, 69, 97, 103, 118 Uncontrolled factors, 103 

consumption, 42 Undominated alternatives, 96
 
farr,.rs, 96, 119 Use-value of land, 14
 
needs, 42 Utility, 6, 119, 121
 
output, 42 expected, 120, 123 
production, I curve, 123 
valuation of, 43 function, 123 

Substitution, 3, 6 
principle of, 4 Valuation 
rate of technical, 107, 108 of unpaid family labour, 44 

Summary statistics, 90 of subsistence, 43 
Supplementary enterprises, 5 problems, 47 
Sure consequence, 123 Value 
Surveys, 18, 19, 21, 22, 23, 27, 92, 114, 116 of production, 43 

data, 18, 48 of TGM, 77
 
field, 15 systems, 7
 
interview, 22 Variable
 
method, 21 continuous, 35
 
objectives, 23 costs, 5, 43, 94, 101
 
organization, 22 decision, 116
 
pilot, 24 dependent, 114 

System simulation, 63, 69, 87 discrete, 35 
environmental, 116 

Tables, 36, 37 expenses, 43, 46, 47, 48 
format of, 37 factors, 4, 105
 
general purpose, 36 independent, 114
 
interpretation of, 38 non-basic, 67
 
interpretative, 36 resource, 4
 
one-way, 36 Variance
 
reference, 36 -covariance matrix, 68
 
special purpose, 36, 37 of population, 33, 34
 
three-dimensional, 37 of sample mean, 33, 34
 
two-dimensional, 37 of total gross margin, 68
 
two-way, 36 Variability, 98 

Tabular analysis, 35 in management, 98 
Target group, 11, 50, 92 in net benefits, 97 
Technical efficiency, 29 in opportunity costs, 97 
Technical units, 114, 116 in prices, 97, 98, 101 
Technology of income, 119 

improved, II of yield, 95, 96, 97, 98, 101 
new, 17, 18 spatial, 97, 98
 
non-transferable, 18 time, 97, 98
 
packages, 115 within-site, 98
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Village studies, 27. 28, 
Visual impact method, 

30. 32 
122 

system, 17 
Working capital, 60 

Wage income, 45 
Water balance, 55, 56 

budgeting. 56 
Weather, 103, 116 

parameters. 116 
Whole farm. 19, 29 

analysis. 93, 114 
budgets, 69, 70, 81. 
performance, 41 
planning. 50, 51 

88 

Yield 
average, 92 
constraints, 12, 18 
curves, 95 
experimental, 116 
gap, 49, 116 
of a subsistence crop, 23 
response data, 94 
treatment, 95 
variability. 95, 96. 97, 98, 101 

production function. 
profit budgets. 70 

116. 117 
Zones, 18. 92 
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