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November 30, 1982

Mr. John Sanbrailo
Mission Director
USAID

Quito

Attn: Mr. Herbert Caudill, Sanitary Engineer
Dear Mr. Sanbrailo:

On behalf of the WASH Project I am pleased
to provide you with five copies of a report on
A Workshop for the Design of Low Cost Water Systems
in Ecuador. This 1s the final report by Dr. Donald
T. Lauria and is based on his trip to Ecuador
from August 10 to 17, 1982.

This assistance is the result of a request
py the Mission on April 7, 1982, The work was
undertaken by the WASH Project on July 18, 1982
by means of Order of Technical Direction No. 105,
authorized by the USAID Office of Health in Washington.

If you have any questions or comments regard-
ing the findings or recommendations contained in this
report we will be happy to discuss them.

Sincerely,

Dennis B. Warner, Ph.D.,P.LE.
Director
WASH Project

cc: Mr. Victor W.R. Wehman, Jr.
S&T/H/WS
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Chapter 1

BACKGROUND

1.1 Initiation

The college of Civil Engineers of Guayaquil (CIG), a society
of professisnal engineers in Ecuador, runs continuing educa-
tion courscs throughout the year for its members. This year,
the CIG asked Professor Enrique LaMotta of the Escuela Poli-
tecnica Nacional in Quito to teach a short course on waste-
water treatment. CIG also asked LaMotta to suggest a teacher
for a short course on water supply planning. Knowing of the
work of Professor Donald T. Lauria of the University of North
Carolina (UNC) in this field, LaMotta suggested his name. CIG
requested Lauria's participation through the AID Mission in
Quito which 1in turn asked WASH to make arrangements. The
initial request for Lauria's service was made in April 1982
with a proposed date for the course in August. Although the
specific details were as yet uncertain, Lauria agreed to give
the course.

1.2 Options

As planning developed, .wo broad options for the course were
offered to WASH for consideration. One was to conduct a work-
shop that would provide participants with an cpportunity to
use the computer for low-cost water supply planning, and the
other was to present a lecture series in which several topics
would be covered but the audience would remain essentially
passive.

With the workshop format, a two~hour lecture weould be given on
a particular subject after which the participants would be
divided into groups of from five to ten persons. Each group
would he assigned 2 task based on the subjeci of the lecture.
The groups would spend about two hours on the assignment
during which the teacher and his assistants would move from
one group to another serving as consultants. The assignments
would be based on case studies of the participants' choosing
using local data, maps and reports. Participants would be
asked to bring these materials with them, and the teachers
would assist in turning them into manageable projects. After
completion of the casc studies, a lecture on the next subject
would bhe presented and the process would be repeated. During
the workshop, four or five different subjects would be
covered, including both theory and applications.

The alteraative to a workshop was a course consisting mainly
of lectures. This would make it possible to cover more
materiai, but learning would be less thorough because the
participants would not be given aun opportunity to apply the
concepts. Courses of this type are most appropriate for
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introducing a range of subjects and for stimulating the
participants to work on their own. Workshops, by comparison,
are aimed at producing new skills which can be rather quickly
applied.

Regarding the subject matter of the course, two alternatives
were proposed. The first was concerned with the planning and
design of facilities other than treatment plants. The title
would be '"Engineering Project Design" and the major subjects
would include:

1. Cost functions

2. Staging of construction
3. Pumping stations

4. Networks

5. Reservoirs.

The alternative focus of the course was '"Low-Cost Water Supply
Planning" which would be focused on the design of municipal
water facilities in developing countries, especially pipe
distribution networks, which is the most expensive component.
This course would be similar to numerous courses Lauria has
given in LDCs for the World Bank. Major subjects for this
course would include:

1. Cost functions

2. Branched networks

3. Looped networks

4, Financial feasibility.

The intention with both courses was to use the microcomputer.
In the case of a workshop, the computer would be applied to
the case studies on which the participants were working. In
the case of a lecture series, it would be used for demonstra-
tions. While it was hoped that microcomputers would be avail-
able in Ecuador, the possibility existed of bringing a
computer from the United States. Because many participants
were expected, Lauria recommended that he be assisted by at
least one but preferably two doctoral students from his
department.

1.3 Final Plan

After extensive discussion between the teachers and WASH, it

was decided to adopt a workshop rather than a lecture series
format. The "Engineering Project Design" title was selected
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rather than focusing almost exclusively on distribution net-
works. Approval was given for Lauria to be assisted by Mr.
Keith Little who is a doctoral student working under his
direction. In addition, Little has been supported by the World
Bank through their contract with UNC to develop software for
the microcomputer that would be used in the course. Because
the prospects for follow-up work in Ecuador were uncertain, a
second assistant was not approved. The teachers were autho-
rized to bring their own microcomputer to Ecuador. In addi-
tion, CIG made arrangements for the local distributor of Apple
computers to provide two of their machines and several monitor
screens. The course was scheduled to start August 11 and end
August 14.



Chapter 2

COURSE DESCRIPTION

2.1 Staff

Because of its heavy involvement in offering continuing educa-
tion courses for its members, CIG has a knowledgeable staff
for handling arrangements. The main coordinator for the course
was Engineer Carlos Oporto C. who was assisted by Enginecer
Carlos Assemany A. The coordinators were responsible for
liaison between the teachers, CIG, and assisting agencies.
Messrs. lLauria and Little were assisted in the classroom by
Professors LaMotta and Gonzalo Ordonez of the Escuela Poli-
tecnica Nacional. LaMotta's services had been formally
arranged through the AID Mission in Quito. Both LaMotta and
Ordonez worked as consultants with the teachers during the
sessions in which the computer was applied to case studies. In
addition, they periodically assisted with explanations and
commentary on lectures. ‘

2.2 Description

The course was attended by about 120 participants, all of whom
were engineers, although some are not working in the environ-
mental field. The course met six hours daily for the first
three days and for about three hours the last day. A session
was held each morning form 8:00 to 10:00 am at the university
during whiech Lauria lectured in Spanish on a variety of sub-
jects. The presentations were devoted to theoretical prin-
ciples and concepts. Each evening from 6:00 to 10:00 pm, a
second session was held in the Uni Hotzl. The evenings were
mainly dJevoted to developing case studies that provided
opportunities to apply the theory to problems using the
computer. For fthese sessions, the participants were arranged
in groups of about 12 at tables, each of which was equipped
with a monitor linked to a microcomputer.

2.3 Objectives

The overall goal of the course was to introduce concepts and
techniques for the improved planning of the major components
of community water systems in dewveloping countries. The
specific objectives were four-fold:

1. To provide bhasic instruction on and demonstrate the
role of statistical regression analysis, microeconomic
theory, mathematical modeling, and computer program-
ming in the design of water systems;



2. To apply these concepts and techniques to real cases
in Ecuador;

3. To provide an opportunity for the participants to work
with mathematical models and the computer rather than
to be merely observers;

4. To 1investigate 1interest in a technical assistance
program for Ecuador in which these tools could be in-
corporated in the routine water supply planning work
of the country.

2.4 Content

An outline of the subjects covered in the course is shown in
Table 1. Most of the topics required use of computer programs
for data analysis and optimization which had been developed at
the University of North Carolina with research support from the
World Bank. Instruction was given in the evening sessions on
using these programs. A brief description of the major lectures
given in the morning sessions is as follows.

2.4.1 Statistical Analysis

The purpose of the lecture was to show how mathematical equa-
tions can be fitted to cost data using linear regression
analysis, especially equations with more than a single in-
dependent variable. The resulting equations can be used for
predicting the costs of water systems. The lecture covered
determination of goodness of fit using R2 and F statistics. A
summary of the material covered is included in the User In-
structions (see Appendix F.)

2.4.2 FEconomies of Scale

Once equations have been fitted to data, it is easy to de-
termine the economies of scale of the various water system
components. 1f power functions have been fitted, the exponent
of the independent variable is a measure of cost elasiicity
with respect to capacity. For example, an exponent of 0.7 for a
water treatment cost function (which is a typical value)
implies that by doubling the capacity of a plant, construction
costs wiil increase by only about 70 percent. Using local data,
economies of scale were found to be large for pipelines and
considerably smaller for treatment plants and pumping stations.



2.4.3 Optimal Design Periods

Cemponents with large economies should be designed with more
excess capacity than where economies are small. Optimal design
perinds were shown through the use of mathematical models to
depend on economices of scale and the discount rate. The role of
other factors on design periods was also discussed, such as the
length of the planning period and the rate at which demand
changes over time.

2.4.4 Branched Networks

Piped water distribution networks are generally the most ex-
pensive components in commuity water systems. Because of their
expense, it is especially important in developing countries
that networks be well designed and that costs be minimized. In
cases whoere branched networks can be used (i.e., networks
without c¢losed circuits), it is possible to use linear pro-
gramning for determining optimal pipe sizes. A mathematical
model and computer program for designing branched networks
using LP was described, as was the basic technique of linear
programming. Uscr instructions for the program are Appendix G.

2.4.5 Tooped Networks

While branched networks can frequently be used in rural and
small ecommunities, they are often unacceptable in larger towns
and cities where circuits must bhe closed. Unfortunately, linear
prozramming cannot be directly used for the optimal design of
looped networks. Rather, network design must depend on the
trial-and-error nse of Hardy Cross or Newton Rathson models,
wintich werce described. Also described was a heuristic program-
ming approach for the nearly optimal design of networks that
starts {irst by designing the primary pipes as a branched
system followed hy a senquence of rules for selecting the
sccecondary links neceded to close circuits.

2.4.6 Pumping Stations

Particular attention is usually needed for sizing of wel wells
in pumping stations. The principles of wet well design are es-
seatinlly cquivalent to those for water storage tanks and
distribution rescrvoirs. Medels werce developed for determining
Lhe size of wet wells that would minimize costs. These models
considerad both single and multiple punning units of both equal
and unequal sizc.
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2.4.7 Reservoirs

Where they are needed, water storage reservoirs are a partic-
ularly costly component of municipal systems. The conventional
approach for sizing reservoirs involves Rippl analysis, which
unfortunately suffers from several limitations. A model was
presented for the least-cost design of reservoirs using linear
prograzmming. The model can handle both single and multiple-
purpose units. The heart of the model is a linear decision rule
for operat'on. The model <can accommodate probability con-
straints on demand. It is described in Appendix J.

2.5 Assessment

Arrangements for the course were excellent; CIG was well
organized and thoroughly attended to details. 1In general,
facilities were satisfactory. CIG required participants to
check in at the beginning of each session to assure attendance;
punched time cards were used for this purpose. Only those par-
ticipants who attended all the sessions were eligible for con-
tinuing education c¢redits. This practice worked well and 1is
highly recommended. For the evening sessions, breaks were ar-
ranged with coffee and refreshments. CIG is skilled in running
short courses, and their operation was very professional and of
the highest caliber.

The duration and arrangemeant of the course were adequate,
although six hours of classroom teaching per day bhorders on the
excessive. An arrangement of two hours of theory in the morning
followed by three hours of practice in the evening for four and
one—-half days might have been better. A national holiday mid-
week prevented this schedule from being adopted.

Professors Enrique LaMotta and Gonzalo Ordonez helped explain
some particularly complicated matters and were very useful as
consultants during the time the students worked on their case
studies. This arrangement worked well and is recommended for
future courses. Mr. Little was taxed in trying to teach use of
the computer to such a large group. Despite the fact that a few
computers were available for the course, he could work with
only two of them which limited the rate at which case studies
could be solved. A better arrangement would have been to in-
clude two doctoral students who could have spent more time with
the participants demonstrating computer software and enabling
investigation of more alternatives.

There were too many participants in *this course for thorough
learning in a workshop format. With the objective of hands-on
experience in using the computer, it would have been better to
limit attendance to 40 persons. With over 100 participants, it
was necessary to rely more on demonstrations than solution ot
cases. However, each participant had the opportunity to design
at least one real system using local data.

- -



The maps and basic data supplied by CIG for the case studies
were excellent. However, the cost data for water system com-
ponents were only fair, which made it difficuit in some cases
to perform regression analyses. This in turn interfered with
determining optimal design periods.

Some problems were encountered in making the Apple computers
operate satisfactorily. It turned out to be essential that a
computer had heen brought to the course from the United States.

The course was well received. By the time it ended, the
President of CIG asked about steps to provide further instruc-
tion in the subjeccts that had been introduced. Actually, CIG
offered to bhuy the computer that had been used in the course to
make it available for its members. The counterpart of CIG in
Quito is similarly interested in a course of this type for its
own program of continuing education. Finally, interest was
expressed by some of the faculty members at the Escuela Poli-
tecnica Nacional 1in Quito tor follow-up training 1in these
subjects.



Chapter 3

RECOMMENDATIONS

A course of the type held in Guayaquil only makes engineers
aware of new concenpts and techniques; it cannot enable the
engineers to use these techniques routinely in their work. A
goal for the future would be to develop a technical assistance
program that would provide practicing engineers with a thorough
understanding of the concepts and techniques (including skills
for using the computer programs of this course) that are neces-
sary to integrate these approaches into operational planning
and design situation. That a demand for such assistance exists
was demonstrated by the strong responsc to the Guayaquil
course.

In developing any additional courses one should be guided by
the following concepts:

o The next stage of traaferring the technique should be
focused ot helping practicing engineers in operational
agencies o integrate these practices into their daily
work. This is a long-term effort in which present day
engincers need to be retrained and new engineers need
to be indoctrinated in th: techniques. The availabil-
ity of local resources such as computers, etc. will be
a major element in the direction of this e [fort.

o Any future courses should be organized so that one or
more of the local professors who attended the Guaya-
quil course (i.e. LaMotta or Ordonez) would bhe the
organizer as well as an instructor. Professor Lauria's
role would be that of a principal instructor ard a
course advisor. To do this Lauria should work with the
local professors to adapt the existing software
package to such compiiting capability as is available
in Ecuador.,

o The next courses should be sponsored by one or more of
the operating agencies (for example: IEOS, Quito
Water, etc.). Carefully prepared case studies of
typical often-used local problems should be used as
the main teaching tool.

o the local universities should try to 1include the
"Ecuadorian" version of these concept into their
enginecring courses. Professors LaMotta and Ordonez
should be encouraged to take a leading role in helping
to adapt the concepts to Beuadorian human, f{inancial,
technicnl and organizational resources.

The discussion that follows focuses on the next steps of how
USAID/Beuador shouid respond to the request for a course in
Quito.
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It is important to respond to the request for a course in Quito
since the request demonstrates iaterest in improving water
supply planning to mcet the goals of the UN Decade, but local
enginecers feel that their skills need to be enhanced for them
to be adequate to this task. In discussions with the AID
Mission and Engineer LaMotta, it appears that an appropriate
time for this course might be January 1983. Either in connec-—
tion with the course or as a separate cxercise, it would be
important to provide in-depth training to a small group of
engineers to make them thoroughly familiar with thesc tech-
niques. This group would be expected to use this technology in
their work, and they in turn would assume the responsibility of
providing similar training for their colleagues. At this time,
it is not entirely clear who should receive the training, but
based on discussions with the AID Mission, it appears that the
riost likely group would be the national water supply planning
agency, I[EOS.

IEOS cemploys a large number of sanitary engineers for the plan-—-
iing and design of water systems. At present, this agency has
no computers but instead performs all design computations by
hand. The consequence of this is that engineers are limited to
investigating relatively few design alternatives, making it
difficult to produce least-cost desipgns and to tailor them to
the affordability of users. Tne AID Mission at present has
given a 86 million loan to IEOS which includes three compo-
nents, viz. project implementation, training, and equipment. By
channeling technieal assistance through TEOS, it is likely that
an cxcellent opportunity would exist to apply the computer
techniques to  the project implementation component of this
loan.

In addition to working directly with an agency such as 1EOS, it
would be desirable to employ the assistance of the Escucla
Politecnica Nacional. By involving some professors in  this
technien!l assistance project, they would become a more valnable
resource capable of respounding to requests for assistance in
the future. In addition, they would be able to teach these con-
cepts and techniaues to students in university courses thereby
strengthening their preparation for emplovment in the water
supply soectaor.

At this point, there appear to be three options for the pro-
pesed conrse in January: (1) offer the course for the civil
enginecering professinnal society, as was done in Guayaquil; (2)
of fer the course exelusively for TEOS; and (3) offer training
to both the civil enginecring group and [ROS.

An advantaoge of the f(irsh option is that it provides broad
expasure  to conceplbs and techniques {or the public and the
private scectors, both of which are engaged in water supply
planning. Tt also cstablishes firn contact with the profes-
sional socicty that is lTikely to play an important vole in tae
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water field. A disadvantage is that a course by itself without
plans for follow-up will not necessarily make a significant
step toward long-term improvement of planning.

The scecond option is appealing on the grounds that IEOS is the
agency that is fundamentally responsible for community water
supply, and by training its engineers, positive steps would be
taken to strengtnen the institution and significantly affect
the water sector. Also, as noted above, the AID loan to IEOS
would appear to be an excellent vehicle for assuring that the
tools and techniques of this assistance find their way into
practice. A disadvantage is that consulting engineers and
others not employed by TEOS would bte excluded from this
training.

The third option is a compromise that attempts to combine the
first two. Under it, a course similar to the one in Guayaquil
would be given to engineer. working in both the public and
private scctors, and this would be followed by a few days of
intense training to a select group in IEOS who would be
expected to take the leadership in learning these techniques,
applying them routinely in their work, and teaching them +to
their colleagues. This option would lay the foundation for
long-term assistance and would provide considerable flexibility
in how the assistance might be channelled. Without considerably
more information on how the water sector is organized 1in
Ecuador (which is essential for choosing among the three op-
tions), this plan appears to be the most appropriate.

Assuming the third option, work should be started to arrange
for a follow-up course in Quito, probably 1in January. The
number of participants should probably be limited to a maximum
of 20, all of whom shou:la be sanitary engineers engaged in
water supply planning and design. The teaching staff should
include help from Professors LaMotta and Ordonez, and it should
involve two doctoral students from UNC to assist with computer
applications. During the visit for this course, a definite
strategy should be developed for providing technical assistance
in low-cost water supply planning. Methods for exchange of in-
formation and interrelationships between TEOS and private con-
sulting engineers should be determined.

For the course in Quito, it is recommended that AID purchase
one or two microcomputers that could later be made available to
local engincers and possibly used in connection with its loan
to ITEOS. UNC is prepared to assist in purchasing this equip-
ment. The U.S. cost of a well equipped microcomputer is roughly
$G,000, although an Apple II can be bought for about half this
amnunt, .
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APPENDTX A

WATER AND SANITATION FOR HEALTH (WASH) PROJECT
ORDER OF TECHNICAL DIRECTION (OTD) NUMBER 105
Juiy 18, 1982

TO: . Dr. Dennis Warner, Ph. D., P.E.
WASH Contract Project Director

FROM: tr. Victer W. R. Weiman Jr., P.E., R.S. @ij

A.I.D. WASH Project Manager
i A.I1.D./S&T/H/WS
SUBJECT: Provision of Technical Assistance Under WASH Project Scope of
dork for USAID/Lcuador

REFERENCES: A) QUITO 2443, 7 April 82
B) Memo Olinger (PRE/H)/VWehman (S&T/H), 21 April 82
C) WASH telex no. 207, 27 April 82
D) QUITO 3341, 12 May 82

1. WASH contractor requested to provide technical assistance to USAID/Ecuador
as per Ref. A, para. 2, 3 and 4.

2. WASH contractor/subcontractor/consultants authorized to expend up to 28
person days of effort over & 3 month period to accomplish this technical
assistance effort.

3, Contractor authorized up to 21 person days of international aid/or
domestic per dien to accomplish this effort.

4. Contractor to coordinate with LAC/DR/HN (P. Feeney), 1.AC/DR/ENGR

(Rod HacDunald), and Ecuador desk officer (R. Lindsey) and should provide
copies of this OTD along with periodic progress reports as requested by S&T/H
or LAC bureau personnel. . .

4. Contractor authorized to provide up to two (2) international round trips
from consultants home base through Washington (for briefing and demonstration
of software to WASH CIC staff) to Ecuador (Quito and Guayaquil) and return to
home base through Washington D.C. (WASH CIC for debriefing) during life of
this OTD.

6. Contractor authorized Tocal travel within Ecuador as necessary and
appropriate to meel mission needs NTE $400 without prlor written approval of
ALD WASH Project Manager.

/. Contractor authorized to obtain local secretarial, facilitator,
professional, graphics, or reproduction services in Ecuador as necessary to
accomplisin tasks. Tnese services are in addition to the level of effort
specified in para. 2 and para. 3 above NTE $1,200 withoul prior written
approval of AID WASH Project Manager.
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8. Contractor authorized to expend up to $1,600 for training materials,
software demos, supplies, workshop materials, and/or print/support services
associated witn workshop.

9. Contractor authorized to provide for car or vehicle rental in Ecuador, if
necessary, to facilitate effort. Mission is encouraged to provide mission
vehicles, if available.

10. Contractor wili insure availability of appropriate Apple micro-computer
equipment, accessories, software, and training aids for workshop needs.
Appropriate shipment as carry-on excess baggage is authorized to facilitate
air movement from U.S. to Ecuador if locai Ecuadorian Apple micro-computer
equipment not available for contractor team and timing.

11. Contractor will insurc that a detailed workshop training agenda/curriculum
is provided to WASH CIC along with a copy of all pertinent software/
documentation before consultants authorized to travel to Ecuador. These
materials should be specifically referred as primary references in WASH
Project Official OTD file.

12. Contractor's consultants are authorized to lecture, or to operate Apple
micro-computer and various software packages in either demonstratjons or
training sessions with the Ecuadorian workshop attendees.

13. WASH contractor will adnere to normal established administrative and
financial controls as established for VWASH mechanism in WASH contract.

14. WASH contractor should definitely be prepared to administratively or
technically backstop field consultants and subcontractors. Contractor should
secure cable commitment from USAID/Ecuadorindicating that the USAID is
prepared to insure and expedite customs clearance in and out of Ecuador of all
micro-computer carry-on baggage and associated software. S&T/H/NS WASH
Project Manager will then allow consultants to enter into international travel
for the purprose of the scope of work defined in Ref. A.

15. Contractor to provide final workshop report within 30 days of return to
U.S. with observations, discussions, recomiendations, and conslusions.

16. Mission should be centacted immediately and technical assistance initiated
as soon as convenient to USAID/Ecuador and GOE.

17. Appreciate your prompt attention to this matter. Good Luck.
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UNITED STATg. INTERNATIONAL DEVELOPMENT COO( . tATION AGENCY

AGENCY FOR INTERNATIONAL DEVELOPMENT
WASHINGTON.D.C. 20523

April 21, 1982

MEMORAND UM

TO: S&T/HEA, Victor Wehman

FROM: " PRE/H. Davia Olinger:

SUBJECT:  WASH Technical Assistance to USAID/Quito

Attacheu hereto is a telegram from JOAID/Quito requesting WASH assistance
managing a week long seminar on cost efficiency in design and implementation
of sanitary engineering facilities.

The services of Dr. Don Lauria of the University of North Carolina are
specifically requestea since his work is known to the sponsoring Civil
Engineering Society and he has worked on WASH assignments previously.

In a phone conversation teday, John Miller, Housing and Urban Development
Officer in Quito requested an early inaication as to whether it will be
possible to meet this request, since the Civi} Engineering group is quite
eager to finalize their scheaule. I have, therefore, taken the liberty of
aiscussing this matter with David Donalason of WASH.

Although the dates proposed are in mid-August, an early response as to the
availibility of Or. Lauria woula pe appreciated by all concerned.

Attachment: as stated

cc: USAID/Ecuador, J. Miller
WASH, D. Donaldson
PRE/H, P. Vitale
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ACTION : UNCLASSIFIED | ( ENCOMING
COPY {/epar[men[ oj State TELEGRAMN

PAGE @1 QUITO ©@3341 1715432 5332 #93356 AIDS1@7
ACTION AID-35 ’

ACTION OFFICE STHE-A1

INFO LASA-0G3 LADP-03 LADR~-@3 PPCE-01 PDPR-OLI PPPB-03 PPEA-0Q!
HO-04 AAST-@1 ENGR-062 RELO-031 TELE-G1 MAST- @1
/8326 Al 417

INFO OCT-00 INR-1Q EB-98 ARA-16 AMAD-D1 cco-ae PASO 20
/870 W ,

—————————————————— 81179 1716122 ,s51 38

R 1219542 MAY 82

FM AMEMBASSY QUITO

TO SECSTATE WASHOC 4304

UNCLAS QUITO 3341
AIDAC

DIRECT RELAY

CORRETCTEUDTC COPY (FOR DIRECT RELAY, PASSING)
FOR: WEHMAN, ST/HEA CWSS; OLINGER, PRE/H; VITALE, PRE/H

E. Q. 12065: N/A
SUBJECT: TELEGRAM RELAY

TO: DONALDSOM

WASH COORDINATION AND INFORMATION CENTER -
1611 N. KENT STREET, ROOM 10602

ARLINGTCN, VIRGINT/ 22209

(PHONE 7@3 (243-8200))

REF: COMMERCIAL TELEX 4/727/82
1. SUBJECT: YOUR CABLE 2@7, RE DR. LAURIA,

2, MISSION HAS DISCUSS5E0 WITH GUAYAS ENGINEERING SOCIETY
THE POSSISBILITY OF MOVING THE DATES OF LAURIA'S COURSE
FROM AUGUST 11-17. UNFORTUNATELY, DUE TO PREVIOUS
SOCIETY COMMITMEMNTS, IT IS NOT POSSIBLE. MISSION
"THEREFQORE RECOMFIRMS CUR REZIQUEST FOR AUGUST 11-17 AND
ASKS WASH PROJECT FOR CONFIRMATION.,

3. LAURIA SHOULD PLAM TO MEET WITH MISSION 'IN QUITO

PRIOR TO AND AFTER CCURSE. FOR YOUR INFORMATION. AUGUST

18 IS AN ECUADCREAN HOLIDAY SO THAT LAURIA SHOULD MAKE
TRAVEL ARRAMGEMENTS TO SE IN QUITO AUGUST 9.

4, PLEASE SEND COURSE OUTLINE AMND LAURIA RESUME, IN SPANISH.
TO JOHWHN MILLER, USAID, QUITO, APO MIAMI 34039.

YOQULE

NOTE BY OC/T: PASSED ABOVE ADDRESSEE.

MM;JJ S?/f/ (“U‘%‘*) s-2/-fe.
J & w/»fﬁ" {fZ/—f’Z,

UNCLASSIFIED


http:COMMITMEr.TS

Date

10 August
15 August

17 August

Day

—

Tuesday
Sunday

Tuesday

APPENDIX B

Itinerary

-17~

Piace

Chapel Hill to Guayaquil
Guayaquil to Quito

Quito to Chapel Hill



APPENDIX C

Officials Contacted

Colegio de Ingenieros del Guayas
Carlos Balladares V., President IX Jornadas
Pablo Baquerizo N., President CIG
Carlos Oporto C., Course Coordinator
AID-Quito

Herbert Caudill, Jr., Coordinatcr AID-IEOS
Kenneth R. Farr, Chief, Office of Health

Escuela Politecnica Nacional

Enrique LaMotta, Professor Environmental Engineering
Gonzalo A. Ordonez, Professor Civil Engineering
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APPENDIX D

Course Qutline
Guayaquil, Ecuador

Wednesday, August 11, 1982
Morning (2 hrs.)

Analysis of Cost Data
Regression Analysis
Determination/Interpretation Economies of Scale

Evening (4 hrs.)
Regression Analysis of Data
Optimal Design Periods
Thursday, Auqust 12, 1982
Morning (2 hrs.)

Design of Branched Pipe Networks
Linear Programming

Evening (4 hrs.)
Use of Computer for Designing Branched Networks

Friday, August 13, 1982
Morning (2 hrs.)

Design of Locped Pipe Networks
Design of Pumping Stations

Evening (4 hrs.)
Use of Computer for Designing Looped Networks

Saturday, August 14, 1982
Morning (3 hrs.)

Design of Multipurpose Reservoirs
[Tlustrative Reservoir Example

-19-
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MODELS FOR CAPACITY PLANNING
OF WATER SYSTEMS

By Dunald T. Lauria,’ M. ASCE, Donald L. Schlenger.?
and Roland W. Wentworth,* A. M. ASCE

INTRODUCTION
.

It is common practice in the ficld of samtary engineerning for designers to
provide capacity in water systems beyond that needed for satisfving immediate
requirements. Facilities are usually sized with sufficient capacity to meet
anticipated flows several years in the future. The perind during which facilities
are expeciedto have excess capacits i calied the design period which is sometimes
as short as 10 yr for treatment planis and as long as 50 vr or more for pipelines
ond conduits.

Sanitary engineers are well equipped with standards for selecting design periods.
Inthe past 10 yr-15 yr. however, these stundards have been seriously questioned,
and a number of mathematical models have been developed in the search for
more nearly optimal designs. The underly:ng concept oi these models is that
the amount of excess capacity to be provided is a function of the tension between
economies of scale and sociul time preference as reflected by the discount
rate. Onone hand. economies of scale mahe it attractive to puild peyond immediate
needs as incrementu! costs are proportionztels small: on the other., society is
disinclined to tie up valuuble resources in fucthives that remun unproductive
for long periods of time. The models reveal that only afier cureful consideration
of these two factors can proper desipn periods be selected.

Amang santtary engeers. Lynn (3 was one of the fire 1o address the problem
of uptimal scute. His work was preceded. however, by Chenery (1) who developed
& simple model for determining the optimal scule of capucity expansions.
Chenery’s model was refined und extended by Manne (61 whose work has received

Note.—Discussion open until Septemoer 1. 19
@ wrilter request must be filed with the Editor of Teshnrcut Publications. ASCE. This
paper is part of the copyrighted Journst of the Envionmenty! Enuineering Divicion.,
Proceedings of the American Societs of Civil Enwneers. Vol 1030 No. EE2. April. 1977,
Manuseript was submitted for review for possibic publicution on February 12, 1976,

“As<oc. Prof.. Dept. of Environmieniad Soi. anid tingrg., Univ. of North Caroling, Chapel
Hii, N.C

TSpecial Projecis Eng - Huckensadkh Water Co Weohnal n, N T

*Environmental Engr.. Camie, Dresser and Mohee. tne Roston, Mass.

o extend the closing date one month,
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Ao o constuchion oost Tunction of the type da g 2 orepresented by
Eg. 30 the expression of total present svalue penaliy and consiruction costs
for an mfiniic tme honzonas

J expt -ryptD = Dnyde +exp(—r) k(D + yD~ x D)®
t=y

k(xD)-
~expl-rly+x V) ——— ... D)
I —expl—=rxi
the second and third terms of which are prosent value initial construction and
expansion costs, respectively. Optimal values of the decision variables can be
found bty setiing the appropric. partial derivatives of Eq. 12 equal to zero
and solving.

The derivative with respect to x resuits in an eapression dentical 1o Eq.
3 of Mannz's cvpansion model. The derivative with respect to 4, results in
Ey. i3 which is equivalent 1o Eqg. 3 obtained by Thomas for the I[nitial Deficnt
Mode! but shightly different in symbols:

rkixD)*

DaikiD_, = Dy = Dxty* ] =expl—rx;) —————. ... (3
| —exp(—rx)

Note on the left side that Dy has been added to the term in parentheses 0
account for increasing demand during the initial years of deficit. The interpretation
of Eq. 13 is unchanged from that presented for Eq. 8. but it applies at time
t = v: ie.. the initial project is optimally scaled when the incremental cost
of providing one more year's capacily 1s equal to the present value of annual
interest costs of all expansions discounted to year v,

The opiimal waiung period is determingd from the derivative of Eq. 12 with
respect to y. The resuliing expression 1s cumberseme:

rk(xDy-

ptD, + Dy*)=rk(D + Dv* ~ Dx )+ expl(—-rx))
I —exp(—rx)

~Dalk(D, +Dy*«De '] Lo 4

Note. hewever, that the last two terms on the right-hand side are identical
to the right and feft-hand terms of Eq. 13, except for the asterisks. i the
imtial project s optimaily timed and scaled tiel, i v o= y®oin Eqo 13 and
v, = v in Eq. i4)0 then the last two terms of Eqg. 14 are equal and can
be eiiminated because they are different in sign. The resuiting optimality condition
1s

ptD, = Dyy=rlkD, =Dy~ Dx*] ... . L o1

This completes development of the optimality conditions for the Waiting Period
Vodel, The opumat design period of expansions x* can be calculated from
Eq. 5. or approvimated from Eq. 6 given values for r and a. The optimal
dming., 7o and design period of the initial project. v, can be deternfined
by solhving Fas 13 and 14 simuitancousty as shown in Appendin T given values
fora . Do DL end AL This, howeverd i~ ditficnit and regrares use of numenical

techniques and the electronie computer.,
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Hefore presenting an approvmating equation for the optimal waiung period,
1oy useful 1o examune Eg o L3 the condition that must be met if the waiting
and design periods of the initial project are to be optimal. Note that the term
in parentheses on the left side of Eq. 1S 1y the rate of unsatisfied demund
at ¢ = v, the tin.e of initial project construction: multiplying by p re~ults in
the rate of penaity cost accrual at 1 = v, with typical units in dotlars /year.
The right side of Eqg. 153 is the annual interest cost of the inital project. Thus,
Eq. 15 says that consuuction of the first project should be delayed until its
annual interest cost is equal to the rate of penalty cost accrual.

Eq. 15 can be rearrunged to provide useful insights into capacity planning.
Solving for v~ resuits in

rk(D, <+ Dy~ = Dx7)* D,

v o= - e
pD D

which showe that the optimal weiting period decreases as the penalty price,
p.increases. e.. if the cost of importing water from @ neighboring community
is high. or il the social loss from ketting demands go unsatisfied is high. then
local facilities should be constructed sooner than if p is low. The value of
p for which no waiting is optimai (denoted p) can be found by setting v*
= 01in £q. 16 and solving: the resulting expression is

. rk«D,+ Dx®

P e e oo

D

0

Note that Eq. 17 applies to the Initial Deficit Model of the previous section
since that model is identical to the Waiting Period Model with v* = 0. Should
the planner. then. use Thomas™ model for determining the optimal scale of
a project and decide 10 build at 1 = 0. a penalty price of p would be implicitly
assigned to cach gallon of unsatisfied demand. Eg. 17 provides the means for
imputing p: note that it is simply the preduct of the discount rate and initial
project cost divided by the unsatisfied rate of demand at the time of coastruction.

Values of pegreater than presclt in negative waiiing periods. 1 v7 iy negative,
it would have been optimal for construction to have taken place sometime in
ihe past q.e., before the start of the pianning period). Since this is obviously
impossible. implementation should take place @t t = 0. If. however. the actual
penalty price is less than p. construction should be delaved: the optimal aanount
of delay v¥ cun be calculated from the simultaneons solution of Eqv. 13 and
14 as shown in Appendia 1. Alternativelv. an esumate of yv* can be obtained
from

+

Y=aFY—x, oL oo ool
kD*

mwhich F=——— . . . ... .. ... . ... A € 5°)
pD

a=0.M2a 37" 2

B=538altromw O g §

Note that one of the independent vanables of Eq. 18 is F. defined in Eq.
19: F iy dentical to the  penalty factor™ empicyed by Erlenkotter (2). Note
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To determine v+ ve from Eg 240 vaives wie needed for xooroaland M
X etualts Ty enn be obtuned from Eq. 50 gnven vadues for roand u. and
Feun be evaluated from Eq. 19, given values for &, D, a. and p. Even with
siachdat, Eg. 24 cannot be solved explicitly for 1 + v= 1 this study, Newton's
method wus used for solution. Qnee v* is evaluated, x7 can be culculated
from Eq. 23
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Apeennix lIl.—MNovarion

The following sxmbols are used in this paper:

a = c¢conomy of scale factor:
C(xD) = construction cost of system with capacity xD:

D = annual rate of deinand increase:

D, = imual unsatisfied rate of demand;
= = penalty fuctor:
k= cost of system with unit capacity:
n = number of expansions:
o= penalty cost of unsausfied demund:

g = mplicit penalty cost associated with no waiting period:

EE2
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annuai discount rate:
time;

esign period of expansions;
optimul design period of expansions:
elapsed period;
design period of initial project;
optimal design period of initial project;
wailing period; and
optimal waiting period.
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APPENDIX F

SPSS
USER
INSTRUCTIONS

August 1981

Direct inquiries to:

Professor Donald T. Lauria

Department of Environmental Sciences and Engincering
School of Public Health

University of North Carolina

Chapel H1ill, North Carolina 27514

USA

-30-



ABSTRACT

SPSS is a computer package which provides a wide variety of statistical
services. Of greatest interest to us is the "regression" feature, which
allows us to develop and compare different equations describing dependent
and independent variables from input of raw statistical data. 1In the
following example, statistics from 16 network designs are analyzed to
develop relations for

1) Cost as a function of length and average diameter,

2) Cost as a function of tap spacing and per capita flow,

3) Average diameter as a function of per capita flow and network length.
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RAW DATA

R Q L D c
Service Per Capita Network Average Cost 1in
Radius (m) Flow (LPCD) Length (m) Diameter (mm) $1,000's
100 20 1450 59.0 25,7
100 50 1450 88.0 37.4
100 100 1450 110.5 46.4
50 20 3007 42,6 44 .4
50 50 3007 61.2 58.1
50 100 3007 79.8 72.9
50 10788 35.6 142.1
8 100 10788 43.0 160.6
100 20 2080 45.8 31.9
100 50 2080 66.8 42,2
100 100 2080 85.8 52.8
50 20 3780 35.4 49.8
50 50 3780 50.8 63.0
50 100 3780 65.2 76.8
13 50 12580 34.4 159.5

13 100 12580 , 42.7 184.9



MODELS TO BE TRIED

Cost as a function of length and diameter
1) C =K+ aL + aD
2) ¢ =K 1®D" [for SPSS: In(C) = 1n(K) + a In(L) + b in(D)
3) ¢ =k e e [for SPSS: 1n(C) = 1n(K) + al + bD]
Cost as a function of service radius and per capita flow
4) ¢ =K R* Q" (for SPSS: 1n(C) = In(K) + a In(R) + b 1n(Q) ]
5) ¢ =K e @ [for SPSS: 1In(C) = In(K) + aR + bQ
Average diameter as a function of per capita flow and network length
6) D =K Q° L [for sPsS: 1n(D) = 1n(K) + a In(Q) + b 1n(L)]
B = Kk 2@ el [for spss: In(D) = 1n(K) + aQ + bL
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SIMPLIFIED REGRESSION INPUT INSTRUCTIONS#

"CARD NUMBER" Represents the order in which the data is to be read in,
and does not itself appear on the card.

"CARD NAME"  (where shown), indicates the name of the SPSS function,
which must appear in the first 15 columns of the card.

"CARD INPUT" Rercesents the instructions which are supplied by the user
to the program, in columns 16-80 of cach card.

Card Card Card
Number Name Input
1 RUN NAME The title the user wishes to appear on

the output for identification of the run.

2 VARIABLE LIST The names (up to cight characters in
length) of the variables in the raw
data to be supplied. These must appear
in the same sequence as they appear in
the data. Variable names are ceparated
by commas.

3 INPUT MEDIUM The form in which data will be read in
(CARD or TAPE or DECK or OTHER).

4 N OF CASES The number of complete observations input
as raw data. A "complete observation"
consists of a set of dependent and
independent variables.

5 INPUT FORMAT The format of input data. (FIXED or
FREEFIELD or BINARY). FIXED format
indicates data will appear in fixed
fields, which must then be specified
(e.g. FIXED (Fl10.5, I5, F8.2)).
FREEFIELD implies that data will be separated
only by commas.

*More complete documentation is available from Statistical Package for
the Social Sciences by Norman il. Nie, C. Hadlai Hull, Jean Jenkins,
Karin Steinbrenner and Dale H, Bent. (McGraw Hill, 1975).
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Card
Number

6 et seq.

7 et seq.

8 et seq.

9 et seq.

10 et seq.

11

Card
Name

COMPUTE

REGRESSION

(regression design
card. No name is
entered in the
first 15 spaces,
however.)

OPTIONS

STATISTICS

READ INPUT DATA

Card
Input

(optional). If variable transformations
are desired, they must be specified here.
This 1s done by writing an equation in
which a new variable name is on the left
side of an = sign, and the transformation
of the input variable is on the right side.
Examples and specifications of thesc
transformation functions are attached.

A new COMPUTE card must appear for each
transformation.

The variables (both those input and those
developed in COMPUTE statements) which will
be included in regression equations described
in cards 8 et seq. These are listed to the
right of the expression VARIABLES =, with
variable names separated by commas. If these
cannot all fit on one card, then the first
line should end after a complete variable name
and comma, and the remaining varaibles may

be listed on the following line starting in
column 16. A SLASH MUST FOLLOW THE LAST
VARIABLE NAME,

The proposed regression models to be
examined are typed in columns 16-80. These
are specified by writing REGRESSION =
dependent variable name WITH independent
variable 1, independent variable 2, etc.
(e.g. REGRESSION = Z WITH X,Y). These
cards must follow immediately after the
REGRESSION cards (card number 7 et seq.).

A regression design card is required for each
model. A slash follows all regression
models except the last. The mode of the
regression must also be specified....

gsee Note 1.

(optional.) Additional manipulations of
data or output which may be performed.
These are identified by number. A list of
these options 1s attached.

(optional.) The additional statistics
besides basic regression data (regression
terms, r2, F-tests, standard errors,

etc.) which the user wants. A list of these
statlstics follows. These optional
statistlcs are listed by number.

No card input required. This card simply
signifies that the data follows.
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Card Card Card
Number Name Input
12 et seq. (no name) The raw data being input for analysis,

in the sequence and format specified in
the VARTABLE LIST and INPUT FORMAT cards.

13 et seq. FINISH No card input. This signifies the end
of the program.

Note 1l: There are three ways in which SPSS can perform regressions:
simple regression, iilerarchical regression, and stepwise
inclusion subject to statistical significance,

In simple regression, all variables are introduced into the
equation simultaneously. This is signified by following all
the variables on the right hand side with an even number in
parentheses. (e.g. REGRESSION = Z WITH X,Y (2)/).

In hierarchical regression variables arc introduced stepwise
so that models using less thaza all of the variables are
developed. Each variable 1{s followed by even numbers in
parentheses, with the higher numbered variables introduced
first. Thus

REGRESSION = Z WITH X(4),Y(2)/

will develop two regression equations: Z = f(x) and Z = f(X,Y).

In stepwise inclusion subject to statistical significance, variables
are introduced sequentially at each level of inclusion according

to the fraction of variance they explain, and subject to the
satisfaction of etatistical significance tests specified by

the user. These tests are indicated immediately after the

dependent variable and consists of the maximum number of

dependent variables, the minimum F-test acceptable, and the minimum
fraction of a variable's variance unexplained by previously

entered variables.

For example,
REGRESSION = Z(4,5.2,.2) WITH A(5), B(5), C(3), D(1), E(1), F(l)/

Indicates that

(1) variables A & B will be cwamined first, then C, then D,
£, and F,

(2) a maximum number of 4 independent variables will be
considered in a regression equation.

(3) Tndependent variables will onlvy be entered which have
F-test values greater than 5.2, and

(4) That an independent variable will only be entered if
at least 20% of Lts variance is uncxplained by previously
enterad varilables.
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98

STATISTICA!. PACKAGE FOR THE SOCIAL SCIENCES

Graphic Maaning Example

/ Division VARX-VARA/VARE
o Multiphcation VARX=VARA+VARYB
+ Addition VARX=VARA+VARB
- Subtriactinn VARX =V /B VARE
.o Exponintiation VARX-VARA: 2

In addition 1o these standard arithmetic operators, any of the variabies or constants used in the
expression may also be acted upon by one of the following prepared or packaged functions.

Mnemonic Meaning Example

SCRT Sauiare 100t VARA CORTEI AR

LN Natural or VAL AR
Naperian Ingarithrn

LGIO flave 10 loganthm VARX LGNS ARA)

£XP Canyonntial {e%79) VA RXE P AL VARE)

SIN S VALK ST ARN Y ARB)

cOoSs Comm ™| VARY -COSEYARAY

ATAN Arctangent VARY=ATANPY AR

AIND Round result to VARX-AREDIVARAYWARC/G)
~bob number

ABS Ausolute value VARX- ABSIVARA)
fienor:s sign)

TRUMNC Truncate value VARY s TRUNCIVARA)

{whole number
: wthoeut rounding)
MODIO Re it s remainder
of awision by 10

VARY CMODINIVARA)

~h\rgummn 1500 rarhans

In order to ke use of the above functions, itis necessary to follow the mnemonic of the
function with an expression entirely enclosed in parentheses. The parenthesized expression inay
be the name of a single variable, or it may be i more complex expression containing one or more
variable names andior constivis,

The COMPUTE card, like most other SPSS cards, nay be continued on suceessive cirds
il the entire statement cannot be completed on one physical card. When this is the case. columns
[ to 15 of suceeeding cards are feft blank. and the rest of the statement is completed in columas
16 10 R0 of as many cards as needed.

The COMPUTE control card. unlike many other SPSS cards, may contam no more than
one transformation though a transformation may take more than one physical card to complete.
Foit new statement must begin with the word COMPUTE starting iy column | of the control
field. For these reasons it is incorrect 1o nse a card like the following !

1 16

COMPUTE HERVARWYARAUVAKE FIRST VARsNEWVAR/VARC VAKO3B«F [RSTVAR
/IVARO29-1)

The use of this card would cause the run to he terminated and an error message to be reported

When generating variable transtormations by means of the COMPUTE card. the user need
not be concerned with the amount of space (e, the number of digits) taken up by the results ol
the transformation since space is automaticatly: proveded by the svstem. The user shoutd re-
member that of the caleulated variables are nitended for crosstabalations and other such proce
dures, there should be a reasonable number of catepories tor convenience. The uscr has at nand
the RND and TRUNC functions, which convert mixed, te.. numbers mcluding decimal frac:
tons. to whole numbers betore the values are actually output onto the cases.

, .
'Note that this oy anancorrect control card (for demonsteation only)
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STATISTICAL PACKAGE FOR THTE SOCIAL SCIENCES

Alony wrth the Statstic - piot, Y scores, predicted Toovabies, and tesidoals e Tisted
raw-score (unstandandized) form Also isted v the SEONUN of cach case, which sy the
sequence number of ccise as atovearo o de hile The SEFONUAN s prenctated by SPSS and s
used as the vertcat dimension of the Staos o plor To abian the areatest utthin tron the oot
the user should attempt 1o sort cases alony some mcammetal dieosion s previogs rn
Sorting cases into a tune sequenve, Lor cvaomple s woanld allow the user 1o esploce tor time
dependence o autocorretation A an acd noterprenne the plot the wser nany bty the
so-called Durbon SWatson statstie by specitvinye Statstie S on the STATISTIOS cand - A tabled
samphng distribution for the Darbin Watson statistie, adony wirh o discasston of it use 1
tatmg for autocorrelauon, s provided by T Johinston (1972

Follnwine the scatterplots requested by the vaer, stdardized residuals and prodicted
vitlues iy be output on the rae-output date Gle tor tutare aee The wnmme of stoadardized
reskdunls and poedicted Y ovalees oo connotled B canon conntmations of Onaons Pad 12 on
the OP TTONS card Hnerther Option T aon 12 00 speatie d, dhe tas ontpatdata hile ol he
produccd. Opaon T used alone cawes ontout of standardeed resihals:, Opion 1 alone e
eutputot stindardyed b ovadaes Frinadls s the wse of Oprors i and 12 topethet canses ontput of
hoth ~tandodired rewadnais and predicted 17 valoes !

Phe detault outpor tormar for the vesiduad anl/or predicted V0 vadnes wnttein on the
rascoutput data bie s BETO G0N pinvemum of cechtresebuals on Fovalues o aomaennom o
Forr paes ot v sl nd YOvadnes e snitten o cack recond Outpat crconds of the residuals
can be sequenced by spe iy Giption 1O Bpohins e the st 20 cobyrnns an the recond e
used for o eguenamy mtornationand onle o resrdoads andlor Y vadues are aontten o B0 6
farmat i coisins 2o RO The seguencmy mdormaeton ncheles the SEQONEN i colmnns |
W0 S recaia number per s cohtnns 9ot T and the tost fows chanacters of Ce tille namy
(or subtile paee o elevant m o colome 12 50 08

Provse 2005 g0 5500 20 10 Shows outpun venciated soth Opnons B and 120 Wien both
restduals and pre haed Y vilues ae outpat, thes appear as o cadual tor the tirst equation, then
Y for the wecond and o fortn The followang mlotimation 1 also output

LA mess e mchaating the nnmbor of resrduals andon peedictons outpat, the number of cases,

.H\" the e of reconds WO fol e Cuase

(3]

The value wsserned 1o cesiduads and/or V7 vaducs b they are msane (090,
3 [he pocahie ranve of vl vadies Tor e aduads andior 3 Posable fange s alwavs - 99 U o
S0 and cvee valnes hevond e Tsaes e naneateds Sinee the residials and pre-
dicted 17 v alues are output i stmdardized tonm s this ranee i guite pencrons
4 A summare table Chowing e VAREARE T Do and REGRIESSTON deven statenmients fog
whichoreseduol were cniput The sty b e alo dicates the ouput recond monber,

record columuos, and the sumber of s ane cases

20.6 OPTIONS AVARABLE IO SUBPROGRAM REGRESSION

There are By optiorcaviniabte watlo subpropran REGRESSION Optons are specibied by
the uaer on o OPTIONS Card placedmmedineds bt the REGRESSION procedure cand. The
OPFTIONS Cand Contons the comnol ward GPTTONS beanmugye mocolemn |, oand the list of
desired options bepmmmz e cobiin 160 When more g one opton 15 wpecifiod . option
numbers are Pated i ondes ob incrcasing size, sepacated by comannaes The peneral format ot the

OPTTONS card s

HEOpten T der Ve used D oneperatimy syt s ool cand debre the rawecatpee bt Bhe nst beone udesd
free Approdiv b G or BV RAW OUTRGT B3 cand i be nesbedd toseparate the resadvials aond'or paedis tons
from rne output ot varten by other Gk the tins A hew tesduadcand o predicton are sutput, correlation maiies,
el shoult prabably not be outpt from ahe same KEGRESSION ik simee they wilb gl be wntten on the wame

fawcouput data o
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1

OP TTONS

16

number hst

[ the user wishes to specity, say. Options 4 and 9, the card woukd appear as

!
N R YR

16

et

f should be noted that some options may be used only when one or more other options are also
specitied. For example, Options S and 9 presuppose that Option 4 is also spes thied On the other
tend. there are some options that are mcompatible and may not be used on the same OF FTHONS
caxds for example. Options Tand 2 or 4 and 15 may not be specified for the « - run- Options
~peertied on the OPTIONS card are i ettect for all VARIABLES Doty and or K GRESSTON

acspm statements contmned on the procedure card.

PTION 1

OPTION 2

tnclusion of missine duta. This option causes the subprosran to mchade all
cases in the calculation of correlation coefficients regardiess of any missing-
data values which may be defined.

Pairwise deletion of missing data. This option causes pairw e deletion of cases
which contun missing-data values. With this option, a nussing salue for
particular variable causes that case 1o be climinated from calculations involving
that variable only. Pairwise deletion should be used when aresearcher has many
variables cach with just a few missing values, and when histwise deletion (the
default opuon) would reduce the number of cases farther than desired. The
number of cases from which the degrees of freedom are caleulated is, under this
parrwise deletion option, the minimum number of cases that iy correlaton
cocfficient required by the particular REGRESSION design statement 18 based
upon.

The ueer should be aware that serious problems may result from using
pairwise deletion. As a tesult of computational inacenracies. htle contidence
can be placed in maltiple regression statistics when pairwise deletion as used.
Occasionally, such anomahes as multiple correlation coctticients greater than
1.0, or negative suins of squares and /7 ratios, are obtamed with pairwise
deletion. Consequently, Option 2 is often not justitied and shoulid be used with
extreme caution.

Default Option—Listwise Deletion of Missing Data.  When neither Option T nor Option 2

OPTION 3

OPTION 4

OPTION §

is specitied, cases with missing values are automatically ehmmated from all
caleulations through listwise deletion. Thus, all means, standard deviations,
and correlations are based on the same universe of data. While sample size may
be decreased markedly, there are sound statistical reasons tor prefernng histwise
deletion, as can be seen i the discussion ol pairwise deletion. For further
discussion of the vartous treatments of missing data the reader may refer to Sec.
19.4.

Suppression of variable labely. Selection of this option causes suppression of
the variable Tabels on the printed output. While resulting in a shghtincrease m
processing speed. the absence of variable fabels makes the output fess conve-
nient 1o use, especialiy when it is 1o be read by persons unfanliar with the
user’s data.

Matrex inpur. This option specifies that @ matrix ol correlation coctticients will
be input by the user. Detailed specifications for the imput ol s correlition matrix
are given an See. 0.4

Input of means and standard deviations. This option indicates that means and

-39-
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OPTION 6

OPTION 7

OPTION 8

OPTION 9

standard deviations are to be read-in preceding the input coreelation nn (see
See. 2000.2) Opuion S may ondy be wved wihen Option 41 also used.

Suppression o step-by-siep ordpat - When this option s specthed., only the
summary table porton o the REGRESSION output wilt be printed

Suppression of the summary tible When this opton s spectteed, only the
step-by-step portion of the REGRESSION output wall be printed.

Matriv owtput. This option causes the Correlation matriy of matrices used i the
caleulations to be output on a unitof the user's choree In this case. an operating
system control card defining the raw output-dats hile must be prepared (see
Appendiny ECFCGLor H A RAW OUTPUT UNTT cand iy alsa be needed o
separate the matriy from the r output data produced by othier ks e the run.
The formar of the output matrix 18 compathle with that required tor input 1o
subprogram REGRESSTON and this may be ased Tor matins input on subse-
quentruns. Means and stndard des Barons may also be output esce Option 15y,

Tuput corvelanon matriy i imdexcd by the NARIABLL LIST o) As deserthed
teosees 2040 Option 9 mdicates that the user will input only one Luge
coreelation miatris and that subsets of Varrables from the e will be used an
tdattaus regression caleulitions The ase of this option 1 comvenrent when a
large nummber of vartbles s 1o be tead-m, and when severddl VARTARL TS hisis
o the procedure card contan many varabics m ommon Opiren Y cannor e
ied wuliowr Opron o

Options 10 through 14 pertam o analysiy ot residuals

OPTION 10

Causes sequencony information 1o e entercd o ol | tiooweh 2000 cuhy
record o the vaw-output data file SEONUN i placed in columine o S, e
tecord number in columne 9 and 10, and the Tt four characters of hile o
subfile name m columns 1210 15, Siy readual and o 3 valtes are written on
the record starting in column 21 with fomat 0F 10 6 Option 101 not uned,
wutput tormat s BE10.6 1o residuads and Y vadues and oo sequeneing
mformation is output

OPTIONS 10and 1211 Opuon 11 s used alone . staned o frecd resndaad e outpar on the

OPTION 13

OPTION 14

rasc-output-data files Option 12 wone will canse outpul ol standawdized Y
valies When Options TEand 12 e used tosether, hoth e adials and values
e outpat I only plots are desired . nesthier Opton V1 noe 12 should be used.

Fhis option s an etiect only when paro e deletion cOption 218 beme used and
when dat replacement i requested (RESTD mdip. where indep - )

Opuon 13 will create standardi ed predicton s which are o werehted
product of the existing data,

standardized -+ -

Weighted . . :
nwnber ol independent variables in teression equation /o
A o ) . - - I/'l
predictor

number of nonmissing independent variables

where s the standardized wresston cocthiewent (07,08 the standardized
independent varable, and the summation 1 over all notmissn vanables
entered an the reyression cquation. Phe standardized residual i then caleulaed
from the wershted predicuy

IEthe proporticon of mdependeni van bl whn boare i evceeds the
mdip.the output ve aduads and, o prodctors el not be voeirhied, bur wall Jine
the value ol 994 ()

IEOptien 1409 e spectiied o owerrhone e done

Suppresves the prowine of aves o plove ot swacdande ed prcdicnn ersin
stanelardized vesidual (These plots are oblsned by spectvme Stanse o))

~-40-
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OPTION 15 Ouwiput of means and standard deviations. This oprion caties e and
standard deviaticns (o be output on the raw-output-data tle i 8 FO tormat.
Means and standard deviations are output in sepirie sets, corresponding 1o
separate. VARIABLES hists, when more than one such Dist appeins on the
procedure card.
Cards obtained with Options 8 and 15 i be used forinputon stthsequent
REGRESSTON runs using Options - and 5. The user st note tha the tormat
is unalicrable. and 1~ not suitable For mean and standard deviation values greater
than or cqual to 1,000,000 and less than or equal to- = 100,000, Oprion 15

camnot be used with matriv imput.

20.7 STATISTICS AVAILABLE WITH SUBPROGRAM REGRESSION

The optional statistics avalable with REGRESSTON run are specthied by the user ona
separate STATISTICS card 11 present. the STA FISTICS card is placed mmediaely after the
OFTIONS card, I thete is no OPTIONS card. the STATISTICS card s placed directly after the
REGRESSION procedure cad.

There are seven optional statsticos avinlable. The STATISTICS card has the usual format:
e control word STATIS TICS bemmmine in column Land afist ol desired statistics begmping in

ol 16, In place of the hise of statsues the wser may put the keyword ALLL mowineh case
AE statisties are called tor However, only ane of Statisties 1.3, and 7 wall be prmted, and
Suateties 1S, and 6 are o cettect enfvowhen the user has specttied on - the RIGRESSION
procedare card that an analyais ol residuals v to be performed. (The manner 4n which an
anadysis of residuals s called foros discussed 1 Sec. 20.2.2 ) 1 none of the Tollowing

ctatistios are desired. no STATISTICS card i placed mthe deck

GEATISTIC U Primtour of the correlanon matriv (matricesy. 1t statistic is called tor a
correlition matny s prnted Tor cach VAREABLES list appearing on the
REGRESSION procedure card.

STATISTIC 2 Means, standar d deviations and wamber of validd cases  This stalistic cises
means and standurd deviatons o be ponted tor each VARIABLES - st
appearie on the REGRESSTON procedure card - Inadditon, the number of
valid cases on s eh means and standard desiations hase heen computed are
pronted. For panwse deleton, the number ot valid cases s the number of
cases N0t iavne mesing vatues fora piven variable: For hviwise delenon. the
pumber ol valud Cases sy the number of cases not having missiny vidues on
am of the vartables on the VARTABLES + hist. Note that suswing data values
are all counted as valid when Option s apectiied by the user

STATISTIC 3 Lorced pronore of dhe conrelanon matin and vwarnme of had eloments,
Selection of this statistie forees the prantimg of the correlation matnx i the
event that one o mote correlation coelticients cannot be calealated. Correla-
Gon cocltierents that cinnot be caleulated are represented i the matriy by the
value of 99 11 Stanste 3 s used without Statstic o 7. the ity will be
printed only 1t cne or more correlation cocthcients are incatculable. 1f
Statistie s used nad Statisties 1os 7 fas whe the kevword ALL s used).
the cortebition matriy wall abway s be printed

Sratimtie e unetal as @ warning when the user v pertormie RE( RES-
SION nalvaas on sapables whose characteristies e somewhat untanmbar,
The appearance of the correfation matin will alert the user to had varables
which <hould be dropped from the analysis the nest tine aroungd

Statistics < throush 6 are weed i connecton with analysis of readuals - Both Statisies 4
and 3 are meantnetul onky b the tile has been sorted mesome relevant bishion twee Sec. 2005),

-4~

11



356 STATISTICAL PACKAGE FOR THE SOCIAL SCIENCES 12

STATISTIC 4

STATISTIC 5

STATISTIC 6

STATISTIC 7

Canses ouput of a plot of standardized residuals aeand the sequence of caves
ina file. This plotis obtained tor only the fast regre sion cquation deazeaated
by the RESID -0 kevwerd The plot is accompamed by histimg o unstan
dardized Y, Y and residuals Onfy 500G cases wall be plotied

Computes the Durhin Watvon saatostie for vesediualy This stanstic o based on
the differences between the restdids of adjacent cases inbeguetced Tike and
is used i atest for antocorelation.

"

b
) )
ek AR . -
; e =)

Durbin-Watson statistic = S e e

where o, is the residual for case 2 and s the number ol cases.

Requests a plot of standardized vesiduals agamse sendardized Y values wih
resicuals on the vertical axis Twa plots are prnted per page These plots can

be exiumined for abnormahities as described in Sec. 2001 2.6,

Provtont of corvelation matriv and niember of cases This statistie may be
requested when parrwise deletion s specitied (Option: 2). When Tistwise
deletion of missing data (default option) ot imchision of nissig data (Oplion
1) s used, requesting Statistic 7 will canse Statistic T o be printed instead
Stee e 7 ocauses a matiin to be printed snowhich the tover tranele
contains the cotrelation cactficients, the upper tanele contns the nombe
of cases nsed i budding each coneiatton coctherent, and the diaconal
contains the number of nonmissang Gises (or cach vaniable H both Stanshies 7

and 1 are requested. only Statistie 7 will be printed

20.8 PROGRAM LIMITATIONS OF SUBPROGRAM REGRESSION

LIMITATION 1

LIMITATION 2

LIMITATION 3

LIMITATION 4

LIMITATION §

A maximmm of 10 VARIARLES Doty 1o wllowed ona REGRESSION
procedine card. Stated another way, @ maximsam of 10 correlation matiees
will be constructed trom raw data for read with matrin inputy onasangle
REGRESSTON run.

A maximum of SO REGRESSTON destm statements oy allowed pe
proceduie cand, drrespective of the mimber of VARIABEES Bists appearon
on the card.

A manimum of 100 vanables in allowed oo any VARIABLES har, and o
maximum of 200 variable names s cllowed m the combied VARITABLLES
lists of the procedure card  Varables oconmng momore than one VAKI
ABLES hist are counted once lor cach list

A maximum of 400 vartable names 1oy be wsed s the conthimed RE-
GRESSION desien si tements onany procedare card. ach occntienee o
a vavtable as ather a dependent or idependent varrable counts as one 1
thes total, A eoamum of 10O different varables s allowed for a sinels
REGRESSION desipn statement

This himitation applies 1o the TRM 300 370 veraon of SPSS Other usors
should consult Appendix o G, or HL or ther focal computation cente:
personnel

iyl

-4 -



_Sb_

\

//SFSSTEST JCB
/30 wmz

/4 EXEC SpSS
/7/81SLL CD »
RUN Nawg
VaRI=aLE LIST
INPUT MEZIUM
N QF (aSES
INPUT FCRMAT
COMFUTE
COMPUTE
COmMPUTE
COMPUTE
camMpyTE
REGFESSICN

STATISTICS

REAC INPUT DaATaA
100,20,1450,59.
100,90.,14%0,88,
100,200,145%C.21
50,20,3007.42.6
50,50,3007,61.2
50,100+3007.,79.

UNC.ES.F219K+KCLSKYREGIONZ200K

BRANCH NETWCRK STATISTICS FOR ZONE 1 g 2 + SANA*A. YEMEN
SEPVRAD,LPCC NLENGTH DgAR,COST

CARD

16

FREEFILLD

LSERVRAD=LN{SERVRAD)

LFLOW=LN(LPCD)

LNLENGTH=LN (NLENGTH,

LDBAR=LN (D82R)

LCDST=LN(COST)
VARIABLES=SERVRADLPCD(NLENGTH+DBARCOST+LCOST+LSERVRAD +LNLENGTH,
LFLOWLDBAR/

FEGRESSION=COST WITH NLENG6TH.OBAR(2;/

REGRESSION=LCOSY WITH LNLENGTH.LDBAR(2)/
REGRESSION=LCOST wITH NLENGTM,UBAR(2)/

REGRESSION=LCOST wITH LSERVRAC(4) LFLOW(2)/
REGRESSION=LCOST wITH SERVRAD,LPCD(2)/

REGRESSION=LOBAR WITH LFLOW(4) sLNLENGTH(2)/
REGRESSION=LDBAR WITH LPCD,NLENGTH(2)

1

0:126.7
04378
0.5446.4
4,8
2581
B8:72.9

8+50+10788435.6,142.1

841060,10788,43,
100.20.2080+453.,
100,50,2080:66.
100,100+20680,85%
50.20:3780¢35.8
50,50,3780,50.8
50.100+,3780+65,
13,50,12583434%,
13,100+22580,42
FINISH
/7SYSPRINT DD S
77

CARD COUNT= 000

D+160.6
8:¢31.9
8e4242
.B8152,8
149,868
«63.0
2¢76.8
44159.5
.T7.184,9
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Y
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=ssos REGRESSION PROBLEM REQUIRES

1
F=9
Ba)

t

08/1u/81

VALUES o LaG VARIABLES

PAGE 1

8RANCH NETWORK STATISTICS FOR ZOME 1 3 2 » SpNatae VEMEN - —-—

VARIABLES=SERVRAD«LPCCINLENGTH+0BARCOST+LCOST +LSERVRAD«LNLENGTH

LNLENGTH«LDBAR(21/
NLENGTH,OBAR(2)/
LSERVRAD (4) LFLO¥(2)/
SERVRAD,LPCD(2)/
LFLCW {4 «LNLENGTH(2)/
LPCO +NLENGTH(2)

R C35/360, VvCRASION W, RELEASE 8,8, MAY 1%, 1979
SPAZE ALLOCATION,, ALLOwWS FOR | 53 TRANSFCRMATIONS
c< 3sas: BYTES 23% RELCODE
ce =120 BYTES 822 1F,COMPUTE OPERATIONS
I RUN KNpmg
2 VARIAgLE LIST SERVRAQILPCOINLENGTHiGgARcOST
3 INPyT KEDIUM CagDb
4 N GF CASES 16
5 INPUT FORNAT  FREEFIELD
_6 COMNPUTE LSERVRAD=LN(SERVRAD)
7 COMPUTE — ~ LFLOWSLN{LPCD,
& COMPUTE LNLENGTH=LN (NLENGTH)
3 COMPUTE _ LDBAR=LN(DBAR)
15 COMPLTE LCOST=LN(COST)
11 REGRESSION
12 e o LFLO¥.«LCBAR/
13 REGRESSION=COST wi1TH NLEMGTH pBAR(2)/
14 EGRESSION=LCOST WITH
1% EGRESSION=LCCST wWlITH
16 REGRESSION=LCOST wWITH
17 REGRESSIONZLCOST wITH
18 REGRESSION=LOBAR WITH
lg REGRESSION=LDBAR WITH
20 STATISTIcsS 1

21 READ INPUT DATA

- e = e e = e« TO0P «0F cFORMNGE®T2===a

_BRANCH METMORK STATISTICS FOR _ZONE 3 3 2 , SANA'A, YEMEN

FILE

NONAME (CREATIQN CATE = 08/14/81)

CCRPELATION COSFFICYIENTS

A VELUE CF 93.05000 IS PRINTED
IF 4 COEFFICIENT CANNOT BE CONPUTED,

SERVRAD

1.0000C
-0.19“51
~t.87339
5,67316
-2.86269
«0,B853153
3.54606
~0.33793
-5.2308¢
670306

- .- =T

LPCC

~0.19881
1,50002
C.24067
C.46821
D.425%%
J.%C1cCs
-0.,23C009
C.283ug
c.57212
LIRSS

_-0,£6913

NLENGTH CBAR

-0,87339
0.24080
1.3C0000

-0,62032
3.97868
0.53e€2

.S ,92320
0.9£855%

g.2e%2%

]

e % & s e o
MEOoT e RO £
W DA DmONG ~d

R DD O A b
N O D AO R Y

]
COOODOOraonoo
DD ~NAIDIOD W

- dee

-

P «a 0OF «a FLRMK @ = = = « « =

cCs7

1680 BYTES wORKSPACE+ NOT INCLUDING RESIDUALS sssss

08/14/81

LCOST LSEZRVRAD LNLENGTH

~0.A6269 ~0,85818 0.9%606 -3,94793
0.4255% 0.5010% ~0,.23009 0.,2234¢
t.37868 0.93¢82 -0,9%33¢ C.5685%

-0.5378% .),.%3%39 0.63729 -G,69%1)

1.0C0000 LITuT9 -2,928u40 2.9%827
0.97-79 1,36068 -C,%ce7 5,9%736
-C.92840  -0,92267  1,07¢00 -0,96%57
S.9uBe” 5.96736  -0,96267 1.50000
Q. .uiZés C.9%%3c7 «0,27753 3.26474
~6.33207 -g,%72311  0,67S:C  -2,72336

LFLOX

-0,23030
0,97232
0.28%8%
G,4%37¢
C,e6264
3,56967

-6,27253
0,257
1,02320

0,48612

) PAG; .2

LOBAR

3,70006
0.435342
-0,66913
0.98617
~9,33007
-2,47811
3.67530
-0,73338
C.un611
1.0000¢

1



'gbj

Leosd -{.89:2:8

5.5C1CT+  C,$3582 -0,%3353F  5.=7e73  1.00002
LSESVRaAD 0.946C¢ «0,22085 -0,95133 $.,68372%  .0.93&-0 =-0,93C&7
LHLENSTH «0.957932 S.2234¢g C.9686% -0,639:0 0.94827 C.%4738
LFLcw -C,23G8¢ 5.572%22 0.2850% 0,%5973 GL.NE264 0.549¢67
LOBAR C.70065 2.9%341  _.0,66913 ¢.%8617 -£.53507 -g,47611
St Tt e s e T 0P «0F «aF CRM=="=ooueoao-a
SRAMCH NETWORK STATISTICS FOR 20NE 1 2 2 . SANA'A, YEMEM T T
FILE NCNAME (CREATICN DATE = 0B/14/81)
“ % % 8 s 3885868893588 ess8se MULTIPLE REGR
OEPENCENT VARIABLE.,. cosT
VARIABLE(S) ENTERED ON STEF NUMBER 1, NLENGTH

DBAR

MULTIPLE R 0.99042 . ANALYSIS OF VARIANCE
R SCUARE 0.98093 . REGRESSION
ADJUSTED w SQUARE 0.97800 RESIDUAL
STANDARD ERROR T.74524
----------------- VARIABLES IN THE EQUATIQN e=eveccecuccccecna
VARIABLE B8 BETA STD ERKRQR B8 F
NLEMGTH 0.13746460-01 1.09893 0,00061 506,462
DBAF 0.4%29%37 0.19384 0.11%10 15.7%9
(CONSTANT) «1%,54930

AL VARIABIES ARE IN THE EQUATION
STATISTICS WHICH CANNOT BE COMPUTED ARE PRINTED AS ALL NINES.

= * == e * 2o @eaTOP «aOF CcFORMOGEGe oo

BRANCH NETWORK STATISTICS FOR 20NE 1 3 2, SANA'A, YEMEN

FILE NONAME (CREATIQN CATE = 08/14/81)

S * %208 %8588 08808 0e3s23883ss MULTIPLE REGR

DEPENDENT VARIABLE,. cosT

SUMMARY TaBLE
VARIABLE

MULTIPLE R R SQUARE
NLENGTRH 0,97868 0.95781
DBar 0,99042 0.98093
lCONSTANT)
T T s e e« TOP «0F «a FORMO®S®® o o o o « =
BRANCH NETWORK STATISTICS FOR 20NE 1 & 2 + SANA®A, YEMEN
FILe NONANME (CREATION CATE = 08/14/81)
T T e s s 3 s %2 e e s e xge MULTIPL E REGR

DEPENCENT VARIABLE,. LCCST

VARIASLE(S) ENTZREp ON STEP NUMBER LDBAR

t i CNPATL

14

e me - - Vee e T g It
-0,33067

,947136 0.5+967 .po.47811
1.62000 =-0,96%97 -0,272690 0.67930
-0,96597 1,00000 C,2647%  .0,73338
-0,27260 0.26474 1,00000 0.44611
0,67930 0,73338  D,44611 1,00000 _ o
T 08/14/81 PAGE 3
ESSION ¢s 8333888 ssass VARIABLE LIST 1
REGRESSION LIST 1
DF SUm OF SQUARES MEAN SQUARE F
2, 40114,59584 20057,29792 338,335101
15, 719.85371 59,9887%

cecpecoccanee VARIABLES NOT IN THE EQU‘YION cesensccevacag

VARIABLE BETA IN ) PARTIAL TOLERANCE F
08/18/81 PAGE [
ESSION s ¢33 38 es3s82ss VARIABLE LIST §
REGRESSICON LIST 1
RSQ CHANGE SIMPLE R 8 SETa
0,95781 0,97868 0.1374646D-01 1,09693
0,02312 -0,88788% 0.,45295%7 0,1938%
*15,44930
g08s14,81 PAGE 5

ESSION 42695283559 ¢85 2=

VARIABLE LIST 1
REGRESSION LIST 2

Gr
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-~ . - Tk ae e e PR Vibvdas - VewwewdD
ST CRRCR C.2153%
----------------- VAR:AELic XN Tug ich7SON e . L P L T R V‘F:ABLES NQT IH TRE EGUATIou ceserswvevesse
JARIAELE 8 BETA STD ERRQR 3 F VARIABLE BETA IN PARTIAL TOLERANCE F
LO08aR 0.7889383 0.%6882 0,52086 16431.075
LNLENSTH 1.0:208% 1.2911% _ 0,00971  10334,878 L
(CONSTaRT;  -7.279131 -
ALL VARIZBLES ARL IN THE ECUATION ~ 7~ a . T
STATISTICS wNICH CAMNDT BE COMPUTED ARE PRINTED AS ALL NINES. _ L _ _ o
- e e e e = e e T CP-0F «F ORMGSG®=o=2ooo=conu-m
3RANCH NETwORM STATISTICS FCR ZONT 1 3 2 4 SANA'A, YEMEN 08/714/81 PAGE & '“—

FILE NONAME (CREATIQON CATE = 0B/14/B1)

€ 5 2 3 8 85 ¢ 5 85 % s s s s s as s NULTIPLE REGRESSION = s 8 3 9% 5853535 8838 YARIABLE LIST 1

REGRESSION LIST 2

DEPENGENT VARIASLE.. LeCST

o L SUMMARY TABLE B o o
VARIASLE MULTIPLE R R SGUARE RS@ CH -GE  SIMPLE R 8 BETa
LOBAR SRR e g.u7811 0.228%9 0.228539 -0.27811 0.7889383 0.86882 - -
LNLENGTH . 0.9995% 0.99508 0.77089 8,9%736 1.01208% 1,29119
(CONSTANT) 7 ) <T.279131 _ e
-~ e e e e % e e T QP «a0F «aFORMN®="==2eoocoesa-
BRANCH NETWORK STATISTICS FOR ZONE 1 2 2 , SANA'A, YEMEN 08/14/081 PAGE ~ T~ ) T T

FILe MONANE (CREATION DATE = 08/15/81)

¢ & T 3 5 % 8 3 238585 8 58 228 89 *vs MULTIPLTE REGRESS IOHN ®* s 5858 288 ¢ 835 8

LeCST : .

VARIABLE LIST 1

REGRESSION LIST 3
D:pchc&T VARXABLE.O

VARIASBLEC(S) ENTERED CH STEP NUMBER 1,. NLENGTH

DBAR
MULTIPLE R 0.95492 ANALYSIS OF YARIANCE OF SUM OF SGQUARES MEAN SQUARE F -
2 STUARE t.91186 REGRESSION 2, 5,05773 2.52886 67,2501
A0JUSTEC R SGUARE 0.89831 RESIDUAL 13, 0,4888% 0,03760
STANDARC ERROR 0.19392 )
----------------- VARIAB £S5 Iy THL EQUATIQN ==-=e--=ec=caca-ca m=-e--e--cce- VARIAB ES N0T Iy THE EQUATIQN =v=~-=---c=c°=-
YARIASLE | _ ... B_ . BETa | SIp ERHCR g F VARIABLE 8ETa IN PARTIAL TOLERANCE F
HLENGTH 0.1%77962p-03 1,0831E 0,00002 106,462
3BAF 0.64202150-02 2.,23592 0,00286& 5.051

{CONSTANT 3.0277C2

ATISTICS wwilo CANNDT 22 CCMPUTEC ARE PRINTED &S ALL NINES,



L= Tl el L Lemea s au

STATISTICS wHNICH CANNOT BE COMPUTEC ARC PARINTED AS ALL NJMNES, .

m e e e e e s e« TQOP -0F «cF ORMe == a=ua=-=

3RANCH AETwORK STATISTICS FOR ZONE 1 3 2 4 SANA'A. YEMEN ’ ' ) 08/1u4/81 PAGE [}

FiLe NONAME (CREATIQN CATE = 08/14/81)

« ¢« 35 3355 85 8 s 9 8808 ¢33 32sss % ss RULTIPLE REGRESSION =935 323883253533 VARIABLE LIST 1

s - . . . i ) REGRESSION LIST 3
JEPENDENT VARIABLE..,  LCOST ) ' '

SUMMARY TABLE

VARIABLE MULTIPLE R R JQUARE RSQ CHANGE SImPLE R B8 sEYa
NLENGTH - ) T T T 0.93682 0.87762 0.,87762 0,93682 0,15779620-03 - 1,08318 —
DBAR 0.,9%5492 0.91186 0.,0342% -0,43%599 0,6820213D=02 0,23392
(CONSTANT) 3,027702 L
----- - - -TQOQP-0F-FORM®====9=1===

BRANCH NETWORK STATISTICS FOR ZONE 1 3 2 4 SANA'A, YEMEN 08/1&/81 PAGE 9 : -

FILe NONAME (CREATIQN CATE = 08/14/81)

® & 5 8 » 8 2 5 5 8 8 5 8 8 5 s s s s % a3 MULTIPLE REGRESSION s 895 358385885888 s VARIABLE LIST 1
REGRESSION LIST &

DgP;NOphT VARIABLE.. Lcost -~

VARTABLE(S) ENTERED ON STEP NUMBER 1,. LSERVRAD

MULTIPLE R 0.930867 ANALYSIS OF VARIANCE oF SUM OF SQUARES MEAN SQUARE F

R SZUARE 0.86615 ~~—— -~~~ - - REGRESSIQON 1. 4,80418 4, 80418 — - - 90,9964%3

ADJUSTED R SQUARE 0.8%6%9 RESIDUAL 14, 0,74240 0,05303

STaNDARD ERROR 0.23028

—ceececrro--a ~--=- VARIAB ES Iy THE EQUATIQN ======----=--- cee- s---e-e----o- VARIAB ES 40T Iy THE EQUATIQN ==e-e====e==-=<

VARIASBLE 8 BEYA STD ERKROR B F VARJABLE BETA IN PARTIAL TOLERANCE F

LSERVRAL -0.6096454 C o~ a0,93067 - 0,06405% 90,596 LFLOW 0,31973 0,8508%8 0.92569 31,3711

(CONSTANT) 6.474811

ﬂ‘.."l.l....""'..'....'..'..‘."."...".l..."."l......‘..“.

VARIABLE(S) ENTERED ON STEP NuMBER 2, LFLOW

MULTIPLE R 0.98020 ANALYSIS OF VARIANCE DF SUM OF SCUARES MEAN SGUARE F

R SCUARE 0,96079 REGRESSICN 2, 5,32907 2,66453 1%9,25303
ADJUSTED R SGUARE 0,95475 T RESIDUAL 13, 0,2175%1 0,G1673

SYAKCARC ERROR 0.,12933

------- sm-e--=-o- VARIABLES Iy THE EQUATIgN ==-=serce-cc-cco-e e-=a---c----- VARIAB ES joT Iy THE EQUATIgQN ===-==-=<===-cce
VaRIABLE 2] BETA STD ERROR B F VARTABLE BETA IN PARTIAL TOLERANCE F
LSESVRAZ -C.5525%516 -0.8u381 0,03739 218,345

LFLCn C.3517877 031973 0.0%9388 31,371

(CO:STanTy 5.569398


http:CCOST.NT

MAXlmex STEP REACwEC
STATISTICS wrllnw CANNGT EC COMPUTER ART PRIKTED S ALL NINES,
S e - e = e« e T 0P L CF O F CRMaoaoaoeoeoeoe-
SRLNCH NETWCRY STATISTICS FOR ZONE 3 2 2 , SANa'A, YEMEN G8/14/81 PAGE 10
FILE  NGNEME  (CREATIQN CATE = 0B8/14/81) T
@ % T3 388 % s 380 s 0 MULTIPLE REBRESSION ssssssssassscs VARTABLE LIST 1
REGRESSION LIST & -

CEPENDENT VARIABLE,. LCOST

T o ) SUMMARY TABLE
VARIABLE L MULTIPLE R R SQUARE RS@ CHANGE SIMPLE R B BETA
LSERYRAD G.93067 ‘ 0.8661% 0,8661% -0,93067 *0,5%5255%516 =0.88351
LFLOW 0.,5802¢0 0.96079 0,09463 0,54967 0,3017877 0,31973
(CONSTANT) ) 5.069398 T ;
S T T e s s c e T OP<-0F ~aFORMO®e®cooweoea ‘
BRANCH NETWORK STATISTICS FOR 20NE 1 3 2 « SANA®'A, TEMEN g8/14/81 PAGE 11
FiLe NONAKE (CREATIQN DATE = 08/14/81) i 3
4% &% 8% e %8s s 05 s MULTIPLE REGRESSION s 228828 5s3ss83s0e VARIAZBLE LIST 1

DEPENDENT VARIABLE,. LCCST

REGRESSION LIST 3

VARIABLE(S) ENTERED ON STEP NUMBER 1,.,  SERVRAD -
LPCD

MULTIPLE R 0.95773 ANALYSIS OF VARIANCE OF SUM OF SQUARES HEAN SQUARE F

R SJUARE B.91724 REGRESSION . $,087%7 2.34372 T2,08427

ADJUSTEGC X SQUARE 0.90451 o RESIDUAL 13, 0,43901 0,03%531 - -

STANDARD ERRQR 0.18791

----------------- VARIAB ES Iy THE EQUATIQON ~~v==eececcomccacaas Tesess------- VARIAB ES NOT IN THE EQUATIQN =~===c+eccece.

VARIASLE B BET4 STD ERROR B F VARIABLE BETa IN PARTIAL TOLERANCE - F —

SERVRAC ~0.13856089-01 -0.8321¢ 0,0013% 104,653

LPCce 0.61959523~92 C.33892 0,00149 17,360

(CONSTANT) 83,609737

AL YARIABLES ARE IN THE EQUATION

STATISTICS WHICH CANNOT BE CONPUTED ARE PRINTED aS ALL NINCS,

. . e e = o T OP « 0OF C F ORMOG© = = o o o o o

BRAMNCH NETWORK STATISTICS FOR ZONE 2 2 , SANA'A, YEMEN 08714781 PAGE 12

rILe NONAME (CREATION CATE = 08/14/81)

T *T L3Nk sy s 2 28 8. e MULTIPLE REGRESSION =38 =832 9383838 s VARIABLE LISY | B
REGRESSION LIST 8 !

DEPEMNCENT VARIABLE, .

v

LCOST

——

SUMMARY TeBLE T T

Bl



. VARIaBLE o MULTIPLE R
SERVRAD g.89818
Lecn G.95773
(CONSTANT,

- - e 2 - e e e TO0OP-20F «cFORHMOSS=-22=2==e-a=

,_6?—

BRANCH NETWORK STATISTICS FOR 20NE 1 2 2 . SANA'A, YEMEN

FILE NQNAME (CREATIQN DATE = 08/14/81)

" s 2 3 33 358 a8 % s e MULTIPLE

SLMMARY
R SQUARE

0.808673
0.9172%

DEPENDENT VARIABLE,. LDEAR
VARIABLE(S) ENTERED ON STEP NULMBER 1,. LFLOW
HMULTIPLE R C.44611 ANALYSIS OF VARIANCE
R SCUARE 0.19902 REGRESSICN
ADJUSTEC R SQUARE 0.1418¢C RESIDUAL
STANDARD E£RROR 0,33473

| wme—ecccececcce-ce VARIABLES IN THE EQUATION --eccccmcccccnena-
VARIABLE 8 BETA . STD ERROR B F
LFLOW .2%50221% 0.48611 0,13%16 3,479
(CONSTANT) 3.030987

REGRESSION #8233 3ss6s33s3ss

RSS CHANGE SIMPLE R 8 o BETA
0.80673 -0,89818 «0,138%6080-01 (,83216
0,11651 0,50104 0,61999%20-02 0.33892

4,609737
08/714/21 PAGE 13
€ - —

VARIABLE LIST 1
REGRESSION LIST & —

SUM OF SQUARES MEAN SQUARE F
1, 0,38980 0,3089%80 I,47838
18, 1,56834 0.11206

c--aces-=cee- VARIABLES NOT IN THE EQUATION =ve-c-eveecese™

VARIABLE BETA IN PARTIAL TOLERANCE F

LNLENGTH =0,91566 =0,908661 0.92991 875,931

" 8 5 » % 2 3 % 3 3 88 % 3 3 82 8 328 2 2 9 2 2 &S S 5 8 8 5 2 4 S S S S S X F S S S S S 8 &8 T 8 S 2 5 8 2 8B S 8 8 B S8 B

VARTIABLE(S) ENTERED ON STEF NUMBER 2,. LNLENGTH

MULTIPLE R 0.9892% ANALYSIS OF VARIANCE SUM OF SQUARES MEAN SQUARE F

R ScuaRE 0.97869 REGRESSION . 1,91689 0,9584% 298 85738
ADJUSTEDC R SGQUARE 0.97541 RESIpDUAL 13, 0,04173 0.00321

STAKDARD ERROR 0.05667

----------------- VARIABLES Iy THE EQUATIQN -===+eeccccecccccane s=-e--~=c-ce- VARIAB.ES NOT IN THE EQUATIQN =e~-=-===+s=c=e
YARIABLE 8 BETA STp ERROR B F VARIABLE BETA IN PARTIAL TOLERANCE F
LFLOw 0.286188% G.6B853 77 0,02385 268,876

LNLENGT), -0.4265072 -0.91%66 0,C01956 475,531

(CONSTANT: 5.985553

MAXIMUM STLP REACHED . . .-
STATISTICS WhICH CANNOT BE COMPUTED ARE PRINTED aS aLL NINES,

------- =« TOP =« 0OF @aF ORMOGCEGSoeowoeowooea

87a*.Ch NETwORK STATISTICS FCR 20NE | & 2 , SANA'A, YEMEN 08/14/81 PAGE 1%

il NCNAME (CREATION CATE = 06/i4/81)

= ¢ 3 8 &% ,~7_;f;—3 ?—?—T—?—?—in*._i_i_. s "MULTIPLE »'R EGRESSION 8383 % 58 528 s 89 s 828 VARIABLE LIST 1

wabe o TeN -

DEPCNOENT VARIABLE..  LODBAR

b

-

REGRESSION LIST &

6T
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B=ATCh NETWTAR STATISTICS FCR 200E 31 32 2 « SANA®a, TEMCH

Flcg NONANMT (CREATION CATE = US/14/81)

MULTIPLE

REGRESSTION

_ DEPENDENT VARIABLE.,. LOBAR __
SUMMAF " TABLE
VaRIABLE MULTIPLE R R SGUARE
LFLOW 0.44611 0.19902
" LNLENGTH T T T T 0.98929 0.97869
(CONSTANT )

-~ e e e e @ e aTOP-=0F -aFORM®="=="o2m=mzo0esa"
BRANCH NETWORK STATISTICS FOR ZONE 1 8 2 , SANA'A, YEMEN

FILE 08/714/81)

NONAME ({CREATIQN DATE =

£ 8 %32 830 vesss0ss32ess9se MULTIPLE

REGRESSION

DEPENDENT VARJABLE.e LDBAR
VARIABLE(S) ENTERED ON STEP NUMBER 1, LPCD
NLENGTH
MULTIPLE R 0.92110 ANALYSIS OF VARIANCE
R SOUARE 0.84862 REGRESSIOK
ADUUSTEG R SQUARE  0.82510 RESIDUAL
STANDARD ERROR 0.15112

crecececmemmecena VARIABLE§ Iy THE EQUATIQN -=-=eeccacmmmcanan

VARIABLE B BETA STD ERKOR B F
LPcp 0.7089254D-02 0.6321% 0.00121 34,363
HLEKGTH -0.71510%5D~08 -0.82604 0.00001 35.134
(CONSTANT)  3.930%78

ALl VARIAB|ES ARE IN THE EGUATION

STATISTICS WHICH CANNOT BE CONPUTED ARE PRINTED AS ALL NINES,

- e = e =@ c«TOP«aOF «cFORMG®®==nuwna-4o - -
BRAMCH NETWORK STATISTICS FOR Z0NE 3 2 2 « SaNa'A, YEMEN
FILe NQONANME (CREATIQN CATE = 08/14/81)

T8¢ s 0 st ses 090 MULTIPLE

OEPENDENT VARJABLE.. LOBAR

REGRESSION

SUMMARY TABLE

VaRIaAgLE MULTIPLE R

. LPep B 0.45341
NLENGTH 0,92110
(CONSTANT,

- - - -.:- - - .-- T_°~P—;_°_F—:.F-.0-R_ H_-—; -AV.--A—-‘ . -

* BRANCK NETWORK STATISTICS FOR ZONE 1 £ 2 + SANATA+ YEMEN

R SQUARE RSU CHaNGE

0.20%58
0.84842

RSQ CHANGE

0.19902
0.77967

08/71%/81

PAGE 1.

3 %5 %2 52338880 VARIABLE LIST 1

REGRESSION LIST 6

SIMPLE R B 8ETa
0,44611 0.3861885% 0.63853
-0,73338 T e0,42695072 T T T T "eD.91366
5,985553
08/14/81 PAGE 13

S 2 % 8 5 " S P e e B VARIABLE LISY 3§ —

REGRESSION LIST 7

OF SUN OF SQUARES NEAK SQUARE F
. 1,66176 0,83088 36,3828%
13, 0,29688 C.0228%

crcovcomvenas VARIABLES NO’ IN THE EQUATION covrcconccavea

VARIABLE

0.20558
O.64284

BETA IN PARTIAL TOLERANCE F

08714781 PAGE 16

S & 8 8 % %% 98¢ 38 VARIABLE LIST 1

REGRESSION LIST 7

SIMPLE R 8 8ETa -
O,453541 0,70892%4p-02 0.65219% .
~0,66913 =0,71510450~-04 «0,8260%
3,930578
08/1use" PAGE 17

0¢









APPENDIX G

LINEAR PROGRAMMING MODEL
FOR LEAST COST DESIGN OF BRANCHED (NON-LOOPED)
WATER DISTRIBUTION SYSTEMS AND USER INSTRUCTIONS
FOR BASIC MICROCOMPUTER PROGRAMS
"NODELINK" AND “BRANCH"*

1982

*Developed by Keith Little, Department of Environmental Sciences and
Engineering, The University of North Carolina at Chapel Hill, Chapel
Hill, North Carolina 27514,
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BRANCHED NETWORK LEAST CQST DESIGN EXAMPLE:

—
]
P —p—B—=C
NETWORK CHARACTERISTICS
-HGL of
Node # Elevation Input Demand Input Link # Length
1 m 0.5 1ps 0 lps 20.0m 1 500 m
2 3 0 0.4 --- 2 1200
3 1 0 0 --- 3 1000
4 5 0 0.15 --- 4 1500
5 2 0 0.2 - 5 1500
b 2 0.25 0 12.0

Link #1 is an existing 50 cm with friction coefficient of 100.

DESIGN CRITERIA

Available pipe dia's are 2 cm @ $100/m and 50 cm @ $150/m
Friction coeff. in Hazen-Williams eq'n for new pipe is 140
Minimum residual head at all terminal nodes is 1.0 m
Peaking factor = 5.0

OBJECTIVE: Minimize construction costs while meeting design criteria.
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1. Linear Programming Formulation of Example Design Problem

Let's express the design criteria as linear, mathematical equations/in-

equalities.

Let
x]* = the length of 2 cm pipe in link 1
Xo = the length of 50 cm pipe in link 1
Xy 7 the length of 2 cm pipe in link 2
Xqg = the length of 50 cm pipe in link 2

Xg = the Tength of 2 cm pipe in link 3

X = the length of 50 cm pipe in link 3
Xy = the length of 2 cm pipe in link 4
Xg *© the length of 50 cm pipe in link 4
Xg = the length of 2 cm pipe in link 5
X109 * the length of 50 cm pipe in link 5

(* Note that link 1 exists as 50 cm but we'll define X1 anyway)
Let
hij = the slope of the hydraulic gradient in pipe j of link i
for the link flowrate
From the Hazen-Williams relationship (for Q in Ips, L in m, Dia in cm, and
h in m/m)

.85
hij = 1.62 x 10° (9,1) (Dia of pipe i) 487
F

J

Fj is the friction coefficient for pipe j.

The design link flows are found to be (using the peaking factor)...
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The hij's can then be determined

hyy = 6.02 hy, = 2.56 x 1078
hyp = 9.37 x 107 hgy = 0.35
hyy = 2.14 hgp = 5.42 x 107
hy = 3.33 x 1077 hsy = 0.90
hyy = 0.17 hep = 1.40 x 107/

Let's now write the headloss constraints. We need to define a reference
input node so that headloss constraints can be written from this reference
node to any other nodes that may be necessary. Let the reference inputmde

be node #1.

There are two types of headloss constraints. The first type specifies that
the headloss between the reference input node and each of the non-input

nodes in the system is < that headloss which will just satisfy the minimum
residual head requirement at the node. (It is generally sufficient to write
these constraints only for "terminal" nodes, i.e. those nodes at the extremi-
ties of the system. If an interior node has a high elevation relative to the

rest of the system, a constraint of this type should also be written for it.)
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The headloss constraint for non-input, terminal node 2 is

h]]x] + h]2X2 + h2]x3 + h22x4 < 20.0 - (3.0 + 1.0%
| . 3 L i | L
Tink 1 Tink 2 Maximum headloss

i.e., the headloss in link 1 + the headloss in link 2 must be < the maximum
allowable head loss.
Similarly, for non-input terminal node 4, the headloss constraint is

h]]x] + h]2x2 + h3]x5 + h32x6 + hmx7 + h42x8 < 20.0 - (1.0 + 5.0)

The second type of headloss constraint is for input nodes. It can be shown
that, for every input node (a) the HGL of the reference input minus the
headlcss between the reference and some point on the path between the reference
and the other input, must be equal to (b) the HGL of the (non-reference) input
minus the headlosses to the same intermediate point along the same path.

This is simply an awkward way to say that the pressure at any point inthe
system is the same regardless of how the water got there!

For the example network, such a headlcss constraint must be written between

the reference node 1 and the other input node 6. Letting node 3 be the point
along the path from 1 to 6 at which the headlosses must be equal, we can write

20.0 - (hypxy # hypxy) = 12.0 - (hgyxg + heoxq o) +(hggxs + haoxe)

or
“hiy%y - hygXg - Mggxg - hgpXg + hgyxg + hgoxgg = 12.0 - 20.0

The remaining design constraints simply state that the sum of the length's of

the pipes selected for any link will be equal to the length of that link.

There is one such equality constraint for every link (existing also) in

the network. For the example, we can write...

-57-



X1 + Xy = 500

Xg ¥ X4 = 1200
Xg t X = 1000
X9 + Xg = 1500
Xg t X507 1500

Linear programming requires (as does our design) that the decision variables
(the x‘s) be non-negative, or

ﬁ,ﬁ,””xmzo

These non-negativity constraints do not explicitly appear in the LP formula-
tion but are understood to exist.

We would now be ready to solve the LP except for two problems with our formu-
lation. LP does not know how to solve inequality constraints (which do
result from the Type 1 headloss constraints) now does it know how to solve
equalities with negative right-hand-sides (which may result from the Type 2
headloss constraints).

The inequalities are easily made equalities by defining new variables that
represent the "slack" headloss available on any path between the reference and
the non-input nodes for which headloss constraints have been written. If

any slack variable has a non-zero value in the solution, it simply implies
that the constraint was not binding (it could have been left out without
affecting the solution) Defining slack variables X1 and X172 for the two

Type 1 headloss constraints, we can rawrite them as equalities...

h X + hoox, + ho X, * h, X, + x,, = 20.0 - (1.0 + 1.0)

1 1272 2173 224 11
hyyxy * h]zx2 * hgyxg + Xgoxg ¥ hg1Xy * hgoXg * X1p = 20.0 - (1.0 + 5.0)

Every decision variable (x's) must have an associated cost coefficient so

that they can appear in the objective function. Since we don't want to
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prevent the slack variables X1 and X12 from appearing in the solution, we
let €12 €2 0.

The negative right hand side resulting from the Type 2 headloss constraint
is resolved by multiplying both sides by -1. The constraint for input node

6 becomes

For reasons that won't be explored here, we must add an "artificial" vari-
able to the left-hand-side of every length and Type 2 headloss constraint.
There variables are "artificial" because all constraint are already legiti-
mate equalities, and adding anything to only one side of an equality is
illegitimate, hence they are articial. To prevent these artificial variables
from appearing in the solution we will penalize them heavily in the objec-
tive function. Let the cost coefficients of the artifical variables X13:
x]4...,:;8 be much larger than the largest legitimate cost coefficient, say
10 x $150 = $1500. If any of the artificial variables appear in the solution,
it will mean that the problem is infeasible.

While we're on the subject of manipulating cost coefficients, we must fix
the cost coefficients of the candidate pipes in the link which already exists
to ensure that no non-existing diameter appears in the solution. For the
non-existing candidate diameters, we'll let their cost coefficients be the
same as the artifical variables, or $1500. Since the cost of the existing
diameter is $0, that's what it will be. We have then ¢, = $1500 and Cp = $0.
Finally, the objective function that LP will seek to minimize subject to the
constraints is the mathematical expression of the construction costs. The
cost of any pipe j is its length (xj) times its unit cost, ¢ The objective

function, including slack and artificial variables, is then
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original variables slack variables artificial variables

LP codes are written to either maximize or minimize. The code used in
"BRANCH" is a maximization. Since maximizing z is equivalent to minimizing

-2z, we write
min -z = “CiXy 7 CXp oy t ¢18%18

Writing all the constraints and the objective function in a matrix of coef-
ficients of the decision variables where each row is a constraint (the last
row is the objective function) and each column is a decision variable, the
LP formulation is complete and expressed in a form suitable to LP's simplex

algorithm,
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2. User Instructions for "Nodelink" and "Branch"

The least cost design of branched water distribution systems is accom-
plished by means of the computer programs, “NODELINK" and "BRANCH." Both
NODELINK and BRAWCH are written in the Basic programming language, a language
for which some dialect is supported by virtually all microcomputers. The
major difference in the language among various types of microcomputers is
input/output commands,i.e. READ, INPUT, PRINT, LPRINT commands. This is
especially true when writing to disk files. Source listings for NCDELINK and
BRANCH are in the Appendix. The listings are for the CP/M based Osborne 1
microcomputer.

NODELINK and BRANCH function sequentially. First, NODELINK reads the
original data that describe network characteristics and design criteria.
NODELINK transforms this data into a format suitable fur the linear program-
ming algorithm and writes this transformed data to a sequential data file
on a diskette. BRANCH reads the transformed data and activates the linear
programming algorithm which iterates until a least cost design is found or
the problem is determined to be infeasible. NODELINK and BRANCH were
designed as separate programs in order to conserve computer memory making
more memory available for data manipulation. With minor modifications,
NODELINK and BRANCH could be merged into a single program. This would be
necessary if a disk drive were not available.

Before illustrating the data input format for the example design problem
a few comments on the node and link numbering system and multiple sources
are appropriate.

The nodes and links may be numbered arbitrarily, but the sequence of

node numbers and link numbers must be an integer sequerce beginning

with 1. In other words, for a 2-1ink, 3-node (there are always n + 1

nodes in an n-link branched network) network, the Tinks must be num-
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bered 1, 2 and the nodes 1, 2, 3 (not 1.2, 3, 5 for example). Within

this framework, the actual numbering scheme can be arbitrary.

. If the network has more than one input node, the first node on the path(s)
from the reference node to the other input node(s) must be a non-input
node. This is so that Type 2 headloss constraints can be written to
these interior nodes. For example, the following network is not

acceptable...

RerERENT
NoOE

¥

3

The pseudo-nodes (6) and (7) must be introduced...

\@__é@/':” = v, :/

The pseudo-nodes and the resulting new links are then treated just as

if they were original nodes and links.

Let's input the data for the example design problem. The data are
entered in DATA statements beginning with data statement number 2000 and
continuing in sequential order (using any desired increment).

We'll use an increment of 10. Each item of dat: is separated from
others by a comma.

DATA Statement 2000:

This statement is for project identification. Any sequence of
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alphanumeric characters is acceptable if the sequence begins with a letter.
We enter ...
2000 DATA Project Example Network

DATA Statement 2010:

The first entry on 2010 is the number of 1inks, NL. The second entry,
NT, is the number of headloss constraints. For single source networks with
no Type 1 headloss constraints written for interior (non-terminal) nodes,
NT equals the number of terminal nodes -1 (if the input is at a terminal
node) or the number of terminal nodes (if the input is at an interior node).
For multiple source networks with no interior node Type 1 constraints and the
reference node at a terminal node, NT equals the number of terminal nodes -1
plus the number of non-reference node inputs at interior nodes. If the ref-
erence node s an interior node and no Type 1 interior node constraints are
to be written, NT equals the number of terminal nodes plus the number of non-
reference interior node inputs. If Type 1 headloss constraints are to be
written for interior nodes, these nodes are treated as terminal nodes sub-
ject to Type 1 constraints in determining NT. (The total number of con-
straints will be NT + NL). For our example, there are 2 Type 1 terminal
nodes and 1 Type 2 terminal node; therefore NT = 3. The last entry on 2010
is the number of candidate pipe diameters, ND.

2010 DATA 5, 3, 2

| DATA Statement 2020:

The first entry is the flow peaking factor, PF. Next is the minimum
residual head at the nodes, MR. Finally the hydraulic grade line eleva-
tion at the reference node is entered, RH.

2020 DATA 5.0, 1.0, 20.0
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DATA Statement 2030:

The first entry is the total number of links already existing, NE.

The next entry, NU, specifies the set of units that the data are in and that
the solution will use.

For NU = 1: Flows are in million gallons per day and lengths and pipe

diameters are in feet.

For'NU = 2: Flows are in liters per second. Lengths are in meters,

and diameters are in centimeters.

For NU = 3: Flows are in liters per second, lengths are in meters, and

diameters are in inches.

The last entry, NO, is a print option that displays intermediate results
if NO = 1 or no intermediate results if NO = 0. NO = 1 is much more enter-
taining.

2020 DATA 1, 2,1

DATA Statement 2040:

The ND candidate pipe ciameters are entered here. Th2y shouldbe entered
in a logical order, for instance “irst entry smallest diameter and last en-
try largest diameter, because the solution does not give the diameters but
rather a number that corresponds to the entry number in this DATA statement.

2040 DATA 2,50

DATA Statement

The KD unit pioe costs are entered here in the same sequence as the
corresponding pipe diameters in 2040.

2050 DATA 100.00, 150.00

DATA Statements 2060 - 3100:

There is one DATA statement for each of the NL links in the network.

-6hH-



These statements contain the network geometry and hydraulic characteristics.
It is essential that these statements be entered in consecutive order of the
link numbers, i.e. 2060 DATA (Link 1), 1500 DATA (Link 2}, ..., DATA (Link
NL). The first entry is the 1ink number. The second entry is "1" if the
link exists, "0" otherwise. If the link exists, the third entry is the
diameter number (not the diameter itself) of the existing pipe corresponding to
the candidate diameters in statement 2040 (Note the existing diameter must be in-
cluded as one of the candidate diameters). If the link does not exist, the third
entry is "0".
The fourth link entry is the 1ink's roughness coefficient.
The fifth link entry is its length. \
The next three entries correspond to the 1ink's "near node" with respect
to the reference node. "Near" means if a path were traced from the reference
node to the 1ink, the link's "near node" would be reached first. The link's
"far node" would be reached last. The firs{ "near node" entry is the node
numb2r, the next entry is the node's input or demand. If the node has an
nnput, enter the input flow. If the node has a demand, enter the flow
demanded preceded by a "-". If the node is merely a junction or pseudo-node,
enter "0." The last '“near node" entry is the ground elevation if the node
is a non-input node, or the elevation of the hydrauiic grade line if it is
an input node.
The next three entries are for the link's "far node." They are identi-
cal in format to those described for the "near node." (It is crucial that
the "near node" and "far node" entries are in the proper sequence - this
is part of the system by which the computer can understand the networkgeometry.)
The last link ertry is "1" if the link's far node is a terminal node.
It is "0" if the links far node is not a terminal node (but is an interior
node). Finally, it is “2" if the 1ink's near node is the reference node,
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regardless of whether the far node is terminal or interior. (If the reference
node is interior, more than one 1ink will have a "2" entry here.).
The link DATA statements for the example are...
2060 DATA 1, 1, 2, 100, 50, 1, 0.5, 20.0, 3, 0, 1.0, 2
2070 DATA 2, O, 0, 140, 120, 3, 0, 1.0, 2, -0.4, 3.0, 1
2080 DATA 3, O, O, 140, 100, 3, 0, 1.0, 5, -0.2, 2.0, O
2090 DATA 4, 0, O, 140, 150, 5, -0.2, 2.0, 4, -0.15, 5.0, 1
3100 DATA 5, 0, O, 140, 150, 5, -0.2, 2.0, 6, 0.25, 12.0, 1
After the last DATA statement, there is an END statement...
3120 END
The problem is now ready to run.
The example problem was run on an CP/M based Osborne 1 microcomputer
which uses a ZBOA microprocessor. The problem took approximately three

minutes to solve. The solution is:

Link # Length of 2 cm Length of 50 cm
1 Om 500 m
2 7.48 1192.52
3 85.09 914.92
4 0 1500
5 6.69 1493.31

The construction costs are $775,038.
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H %

10

20

I0

q0

a0

HO

70

80

Yo

100
110
1220
1550
140
IR
160
170
100
190
19F
o)
200
SO
L0
SO0
240
60
LhH0
AR]
280
190
a0
SO
T
0
I
0
260
e
b
AR
A0
a4t
N2
N o0
440
40
QA0
a4
ARTE)
A0
TRIN]
B EE]
500
Al
NN
0
Y]

70

SOURCE LISTING FOR NODEL INE#**#*

READ T%,NL,NT,ND,PF,MR,RH,NE, NU,NO
LL=J#NL+2
DIM DNACNL,14) ,LF(NT,LL) ,FP(ND),DI (ND)
FOR I=1 TO ND:READ DI(I):NEXT I
FOR I=1 TO ND:READ P(I):INEXT I .
FOrR I=1 TO NL:FOR J=1 TO 10:READ DA(I,J):NEXT J
FOR J=12 TO 1Z:READ DAC(I,J)INEXT J:NEXT 1
FRINT "THE ORIGINAL DATA FOLLOWS":PRINT
FOR 1=1 TO NL:FOR Jd=1 TO 14

FRINT DA(I,J);

NEXT J:FRINT:NEXT I

=)

PO T=1 70 NL2S=S+DA(I,10)INEXT 1

FOMe =1 TO NL

IF DACT, 13y < 2 GOTO 180

O=G+DACT,7)

GOT0 120

MOXT

' ARSS) » .01 THEN PRINT "WARNING--THE NETWORK INFUTS AND DEMANDS ARE 0OUT OF
IF APS(S) ». 01 THEN PRINT "HALAMCE BY";ABS(S)

NEM O THE TTERATIONS TO DETERMINE LINEKE FLOWS BY CUMULATING FLOWS AT DOWNSTREAM
i NODES FOLLOW

FOR 1=1 T NL

It bndl,13) < 1 GOTO 340

Irnacl, 1) x> 0 6GO0TO 280

fREM DA, 10) 70 IMFLIES A DEMAND NODE

DACT,11)=DACY,10)

DACT, 14)=-DA(],10)

GO0 540

IF DACCL,17)y=2 GOTO 320

DACE L) =DAcT, 1o

DOCL, 1) ==-DACT, 10)

(OT0 240

DAL, 11)=DAC(T,10)

DACHO A =DATT, 10)

NEXT T

REM WE NOW HAVE LINE FLOWS IN ALL TERMINAL LINKS

KEM FLOW IS + IF DIRECTED AWAY FROM THE REFERENCE INFUT
FOR )=1 TO Nl

IF badl, 14y <> 0 GOTO 510

[}

O J==1 70 NL

1IF DACT,?) <» DAWI,6) GOTO 460

a4

I DA, 14)y=0 GOTO SO0

D, 10 =DACL1,11)-DAWI, 14)

L THE NEGATIVE IN ABOVE STATEMENT IS BECAUSE FLOWS ENTERING NODES ARE NEG.
MECXT o

DAL, 11)=DACT, 11) +DACT, 10)

DAVCT 1) ==-DRA(T,11)

BOTH 510

RO THEN DACL, 11)=0

I

ot I=1 0 NLITF DA(CI,11)=0 GOTO 370
EETOR G |

PRINT D FRINT "THE LINK FLOWS HAVE BEEN DETERMINED"IFRINT

FPROINT “THE LINE. FLOWS ARE (+ FLOWS ARE AWAY FROM REF NODE),..":PRINT
FOR I=1 7O NLIFRINT “LINK ";1,"FLOW = ";DA(I,14):FRINT

MEXT
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580 FOK 1=. .u NISFOR J=1 TU LL:LP(I,J)=0:NEXT JINEXT I
590 R=0
HOO RC=0

410 RC=RC+1 :
o0 REM RC=1 IMFLIES TERMINAL NODE CONSTRAINTS (BOTH SOURCE AND DEMAND TYFE)

650 REM RC=2 IMFLIES CONSTRAINTS FOR SOURCES AT INTERIOR NODES
640 FOR I=1 TO NL

450 IF RC=1 GOTO 720

6H&0 IF DACCIL,13) >0 GOTO Q70

&70 IF DA(L,10) <= 0 GOTO 970

680 R=R+1

&90 1IF RMNT GOTO 1010

700 LF(R,1)=1

710 GOTO 760

720 1F DACIL,1Z) <> 1 GOTO 970

750 R=Rt+1

740 [F DACIL10) <0 THEN LP(R,1)=0
750 [F DA(I,10) >0 THEN LF(R,1)=1
vHO LR LLY=DACI,12)

Y70 C=Iw(l1-1)+2

TEHO LR, CY=DACI, 1)

TR0 C=C+1

700 1L (K, C)=DA(L,4)

310 C=C+1

too LF(R,C)=DA(I,14)

B0 =1
fao GOT0 B8O
B0 =]

G60 FOR J=1 TO NL
370 IF DA, 13)=2 60TO 970

g0 IF DA(I.9) <> DA(K,6) GOTO 960

90 C=Iw (J-1)+2

900 LF (K,C)=DA(J, 1)

910 C=l+l

970 LI (R, C)=DA (I, 4)

GO G

GA4c LF (e, C)=DA (I, 14)

950 GUTD 850

ot NEYY ]

970 AT ]

Do 1 RC=? GOTO 1010

U0 KEM NMOW WRITE LP ROWS FOR SDURCES AT INTERIOR NODES

LOUG GOTO 610

FOL0 FRINT

L0570 PRINT "MATRIY LP COMING UP...":PRINT

VOG0 FOIR I=1 TO NT:FOR J=1 TO LL:PRINT LP(I,J)35:NEXT J:PRINTINEXT I
L0an FRINT “THE DATA WILL NOW BE WRITTEN TO A SEQUENTIAL DATA FILE NAMED LFDATA"
1O%0 OPEN 0", H#1,"B:LFDATA.DAT"

{60 CLOSE #1

jO70 FILL “"B:LPDATA.DAT"

ioRn OFEN "0", #1,"B:LFDATA.DAT"

1090 FPRINT #1,T%

1100 PRINT #1,NT.NL,ND,FF,MR,RH,NE,NU,NO

1110 FOR I=1 TO ND

1120 FRINT #1,F (D)

P150 HEYT 1

f1a0 KUM TRONSFER THE EXISTING LINK NUMBERS AND THEIR DIA NUMBERS
VEan FOR =1 TO NL

P14 1F DACT,T)=0 GOTD 1180

;170 PRINT #1,DA(I,1),DACI,3)

1180 NEXT 1
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1190
1200
1210
1220
1230
1240
1250
1260
1270
1280
1290
1300
1710
15220
) ]
1540
13550
1760
1270
17580
1790
1400
1410
1420
OO0
R D R
NN
20350
040
OO0
LD
070
ago
2O90
2100
S0

FOR I=1 O ND
FRINT #1,DI(I)

NEXT I

FOR I=1 TO NT

PRINT #1,LF(I,1)
FOR J=1 TO NL

C=0

FOR K=1 TO 3

R=T8 (J-1)+K+1

N=LF (I,RK)

IF N < 0 GOTOD 1330
C=C+1

1IF C=1 THEN FRINT #1,0
GOTO 1340

FIRINT #1,N

NEXT ¥
NEXT J

FRINT #1,LP(I,LL)
NEXT 1

FOR I=1 TO NL

FRINT #1,DA(1,5)
NEXT 1

CLOSE #1

FRINT “"TYFE “RUN BRANCH’*
DATA FROJECT EXAMPLE NETWORK
DATA 5,3.2

DATA S.0,1.0,20.0

DATA 1,2,1

DATA 2,50

DATA 100,00, 150,00

DATA 1.1,2,100,500,1,0.5,20.0,3,0,1.0,2
DATA 2.0,0,140,1200,3,0,1.0,2,-0.4,3.0,1
DATA T.0,0,140,1000,3,0,1.0,5,-0.2,2.0,0
DATHA 4,0,0,140,1500,5,-0.2,2.0,4,-0.15,5.0,1
DATA 5,0,0,140,1500,5,-0.2,2.0,6,0.25,12.0,1

END
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http:J);NE.XT

1800
1810
182
1830
1840
1850
1860
1870
1880
1890
1900
1910
1920
1950
17240
1950
1960
1970
19280
12990
OO0
1O
2020
20T0
2040
2050
2040
2070
20870
2090
2100
2110
2120
S1Z0
2140
21E0
2160
2170
2180
2190
2200
o210
DD

Ly - A

D2UTO
2040
2050
2260
2270
2230
2090
2000
2710
no0

DITO

> 0an
2500
2260

PRINT:FR1NT "THE OBJECTIVE FUNCTION VALUE IS "3 ~ZIPRINT

PRINT "TABLEAU # "iN
FOR M=1 TO IW
IF (M-PR)=0 GOTO 1900
CM=-D (M, FC)
FOR N=1 TO 1Z
IM=D (FR, N) ¥CM
SH=D (M, N)
D(M,N)=5SK+IM
NEXT M
IF NO=O GOTO 1960
PRINT "X (":IR(M)3")"; :PRINT
FOR N=1 TO 1Z
FRINT D(M,N) 3
NEXT N
FRIMNT:FRINT
NEXT M
Z7=2+5I_*#SM
GOTO 1340
FRINT: FRINT "ENOUGH DF THIS ITERATING...":FRINT:FRINT
FIRINT "THE LEAST COST DESIGN FOLLOWS...":PRINT
FRINT "THE COST OF THE DESIGN 1S ";-Z
FRINT
L=
FOR I=1 TO NL
FO J=1 TO ND
=i 4
FOR F=1 TO IW
IF IKGY <3 L GOTD 2100
FRINT "THE LENGTH OF DIAMETER “3;J3"IN LINK ";Ii" IS "§D(K,I12)
NEXT I
NEXT J
NEXT 1
FRINT
L=0
FOR I=1Y TO IY+NT-1
L=+l
FOF =1 TO IW
IF IE(K) <> I GOTO 2200
FRINT "THE SLACE IN TERMINAL NODE CONSTRAINT “j;L;"IS "iD(K,IZ)
NEXT ¥ '
NEXT 1
FOIt T=1Y+NT TO 1X
FOR F=1 TO IW
IF IR < I GOTO 2260
FRINT "THIS PROBLEM IS INFEASIBLE--THERE 1S EXCESSIVE HEADLOSS"
NEXT K
NEXT ]
FOR I=1Y 7O IF+NT
FOR K=1 TO IW
IF IRGD < 1 GOTD 2340
IF P(L)=0 BOTO 2340
PRINT "THIS FROBLEM IS INFEASIEBELE"
FRINT "THERE 15 AN UNSATISFIED MULTIFLE SOURCE CONSTRAINT"
NEXT I
MEYT T
]0)
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APPENDIX H

USER INSTRUCTIONS FOR THE CLOSED-CIRCUIT
WATER DISTRIBUTION SYSTEM SIMULATOR PROGRAM
"LOOP" IN THE BASIC LANGUAGE FOR MICROCOMPUTERS*

1982

* Developed by Keith Little, Department of Environmental Sciences
and Engineering, University of North Carolina, Chapel Hill, NC 27514
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General

"LOOP" is a program written in the BASIC language that simulates
flows and pressures in a looped (closed circuit) water distribution
system. Some dialect of the BASIC language is supported by virtually
all microcomputers. LOOP accomplishes three algorithmic tasks. The
first is, from user-specified nodal inputs and demands and system
geometry, to determine an initial flow-balarced network. From this
flow-balanced network, the second algorithm uses the hardy-Cross
technique to systematically change the 1ink flows in such a way that the
headlosses around each loop cancel to within a user-specified tolerance.
The third algorithm calculates final link headlosses and nodal pressures
based on the flow distribution determined from Hardy-Cross, LOOP's source
Tisting is in the Appendix.

The Hardy-Cross method is well suited for microcomputers. The
network is described mathematically by a system of simultaneous, nonlinear
equations. The network simulation is the solution to this system.
Network simulation algorithms designed for mainframe computers operate
on all equations in this system at the same time using numerical techniques
such as Newton's method. This strategy requires a considerable internal
memory even for moderately-sized networks. Hardy-Cross is essentially
Newton's method applied to a single equation (of the system) at a time,
thereby greatly reducing internal memory requirements. The cost is that
convergence to the solution is slower and, in some cases, may not occur

at all.
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Limitations

LOOP is designed to simulate networks consisting of a single
input, multiple demands, and a geometry in which the number of 1links
(pipes between input/demand points or nodes) in each loop is either
2, 3, or 4. LOOP is, in fact, written for links per loop (the standard
urban layou*;; however, "pseudo-nodes" can be introduced in loops
consisting of 2 or 3 links to effect a four-link loop configuration.

A pseudo-node is an artificial node with no input or demand.

The network is assumed to have a single input and a single known
hydraulic grade line (HGL) elevation either at the inpu. node (the
common situation) or some other node. LOOP will find a "solution" for
multiple inputs and a single specified HGL elevation, but there is no
guarantee that such a system is physically realistic, i.e., rarely can
one specify an input at a node without also knowing the pressure at
that node.

LOOP does not accomodate in-line hydraulic elements such as booster
pumps, pressure reducing valves, etc.

The units for the network data and solutions are english. Lengths,
headlosses, HGL and ground elevations are in feet. Pipe diameters are

in inches. Input(s) and demands are in cubic feet per second. Pressures

are in pounds per square inch.

-78-



The daca for the modified network are entered as follows:
Data statement 4000 contains any descriptive name (alpha-numeric)

inhat begins with a letter.

4000 DATA EXAMPLE NETWORK

Data statement 4010 contains the stoppina criterion for the
Hardy-Cross headloss-balancing algoritim. A large value of the
criterion results in rapid convergence at the cost of lesser

accuracy and vice versa.

4010 DATA 1E-04

Data statement 4020 contains, respectively, the numbers of loops,

links, and nodes (including pseudo-nodes).

4020 DATA 2, 7, 6

Data statement 4030 contains the link lengths in sequential order

of link numbers, i.e., 1, 2, ...

4030 DATA 1200, 1000, 1200, 1000, 1000, 500, 500

Data statement 4040 contains the link diameters also in sequentiai

order of link numbers.

4040 DATA 12, 12, 15, 8, 12, 20, 20

Data statement 4050 contains the 1ink's C value (Hazen-Williams

coefficient) in sequential order of link numbers.

4050 DATA 100, 100, 100, 100, 100, 100, 100
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Data stetement 4060 contains the ground elevations of the nodes in
sequential order of node numbers. Note that ground elevations for any

pseudo-nodes must be krown,

4060 DATA 2, 1, 3, 2, 5, 3

Data statement 4070 contains, respectively, the node number at which the
hydraulic grade line elevation is known and the elevation. This will

typically be at the input node.
4070 DATA 3, 50

Data statement 4080 contains the input and demands of the nodes in
sequential order of nod. numbers. The demands are input as negative

quantities. Pseudo-nodes have O demand.

4080 DATA -1.5, -2.5, 10, -2, -4, O

The remaining data statements specify the network geometry. There are
four statements (one for each link) for every loop and three entries
per statement. The (sets of) loop statements are entered in sequential
order of loop numbers. The loops are not explicitly numbered in the
statements but it is necessary (for the user to understand the solution)
that this ordering scheme be followed. In other words, the first four
statement will be designatzd by the program as for loop #1, the second
four for %eup #2, and so on. Each of the {.ur 1ink data statements for
a given loop contains, respectively, the Tink number, tihe "counter
clockwise" node's number, and the clockwise" node's number. The counter
clockwise node for a given link in a given loop is the node (attached

to that link) that is first encountered when traveling in a clockwise
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direction around that loop. The clockwise node is the last encountered.
For example, the data statement describing 1ink 4 relative to loop 1

is: Data 4, 4, 3. The statement for 1link 4 relative to loop 2 is:

Data 4, 3, 4. Within a loop, the 1ink statements can be arbitrarily

ordered. For loop 1, we have:

4090 DATA 1, 3,
4100 DATA 2, 1,
4110 DATA 3, 2,
4120 DATA 4, 4,

WP N —

Similarly, for Loop 2:

4130 DATA 6
4140 DATA 4
4150 DATA 7
4160 DATA 5

wohbou

?
b
’
’

After the last data statement, there is an end statement,
4170 END

The example network was run on an Osborne 1 Microcomputer using the

Z-80A microprocessor. The solution is given below.
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THE
FOR
FOR
FOR
FOR
FOR
FOR
FOR
THE

THE
THE
THE
THE.
THE.

Tk
THE.
THE
THE
THE
THE
b O
Ui
F Ok
Fox
F O
F Ofe

L INK
L INF
L I
L INE
LINY
L INHK
L INE
(. TNE
FLOW

FLOW
FL.OW
FLOW
FLOW
FLOW

FLOW
FLOW
Fi0wW
FIL.OW
FLOw
NODE
NODIT
NODE
NODE
NODE
NODE
NODE

FLUWS

#
#
#
#
#
#
#

NN D E] -

AND HEADLOSSES FOLLOW...

THE FLOW IS 3.&8B0467 AND THE HEADLOSS IS 12.5434
THE FLOW 1S 2.13067 AND THE HEADLOSS IS 32.94688%
THE FLOW IS .Z21933 AND THE HEADLOSS IS5 .04595646%
THE FLOW IS 1.61993 AND THE HEADLOSS IS 16.4%7
THE FLOW IS 4.69929 AND THE HEADLOSS IS 16.4266
THE FLOW 1S .499294% AND THE HEADLOSS IS .0201175
THE FLOW 1S .699796 AND THE HEADLOSS 15 .020117%5
DIRECTIONS RELATIVE TO THE LOOPS ARE. ..

DIRECTIONS RELATIVE TO LODP 1 ARE...
IN LINF
IN LINE
IN L INt
[N LINH

1S CLOCHWISE
1S5 CLOCKFWISE
1S COUNTER-CLOCKWISE
4 1S COUNTER-CLDCEWISE

¥

—

+
~

[ ]

1
#
#

DIRECTIONS RELATIVE TO LOOF 2 ARE...

# & 1S COUNTER-CLOCKWISE
$i 15 CLOCHWISE

# 15 COUNTER-CLOCHWISE
# IS CQUNTER-CLOCHWISE

N oD

o

EL'S,HGL™S, AND FRES3SURES ARE...

IN L INI
IN L INt
IN LINF
IN L INt
# 1 THE
# 2 THE
# 5 THE
# 4 THE
# S THE
# 6 THE

., THE HGL 1S 37.4566 AND THE PRESSURE 15 15.724449

GROUND Ei. 1S
, THE HGL 1S5 IZ.4B77 AND THE FRESSURE 1S 14.06

GROUND ELL IS
GROUND EL. 135
GROUND EL IS
GROUND EL IS
GROUND EL. IS

.THE HGL 1S S0 AND THE PRESSURE 1S 20,3404
JTHE HGL IS Z3.5377 AND THE PRESSUFRE 1S 17.6471
, THE HGL IS 23.5739 AND THE FRESSURE IS 12.32662

—~

, THE HGL iS 33.5538 AND THE PRESSURE IS5 12.200

LA P (L = 1y
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190
OO
10
120
RO
a4 Q
S0
HO
70
80
QO
00
10
M
0
40
S0
HO
70
80
0
00
10
")
R
4
S0
&HO)
T
020
QO
1%
10
)
T
44

c

50
70
30
20
00
10

PIET
QL0

e

S0
040
IS0
20
D70
RISIN
090
100
110
1270
170
140
150
160
170
1680
190
200

FRINT "L1ke #"3D(J,1)3"BEING CONSIDERED"
FOR k=1 TO 4
IF D(J.1)=51(K) GOTO &50
NEXT &
S=6+1
S1(8)=D(Jd,1)
NEXT J
PRINT "THE LINKS ATTACHED TO NODE"3;1;"ARE..."
FOR =1 TO 4:FRINT S1 () INEXT K
KREM NOW COUNT THE UNASSIGNED LINKS IN VECTOR S1
C=0
FOR K=1 T0O 4
IF S1(+)=0 GOTO 730
1IF QC(31(k))=0 THEN C=C1r1
NEXT K
IF C7 .2 6GOTO 1220
FIRINT "NODE":;I:"HAS EXACTLY 22 0-UNASSIGNED LINESY
REM NOW ASSIGN DIRECTION INDICES TO THE 2 LINKS AND
KEM UFDATE THE NODAL INFUT/DUTFUT VECTOR,.F (%,4)
FOon F=-1 TO 4
IF S )=0 60TO 1090
It DC{ST (k)Y =»0 GOTO 1090
FOR J=1 T M
IF LI, 1) 2SSl GOTO 10BO
IF DcJd,.a) =1 GAOTA 260
CL=N(J. 1y:REM CL IS A CLOCFWISE LINK FROM NODE I
IF P(1,4).0 THEN D((J,2)=1
1IF F(T,4) -0 THEN D(J,2)=-1
REM CHECH IF LINE CL EXISTS IN ANOTHER LOOF AS A CC LINK
REM IF ©7., UFDATE ITS DIRECTION INDEX ALSO
FOR JJ=1 10 M
IF D(JJ, 1) <>CL GOTO 9Z0
IF JJ=J GOT0O 930
DIJ,2r==-D(J 20
NEDYT J
FaDI T M) =F((DWJ,3),4)+FP(1,4)/2
GOTO 1690
Co=DiJ,1):REM CC IS A COUNTER-CLOCKWISE LINE FROM NODE 1
IF F(1,.4)7°0 THEN D(J,2)=-1
IF PCI,a) 20 THEN D(J,2)=1
REM CHECH IF LINK CC EXISTS IN ANOTHER LOOF AS A CL LINE
REM IF S0, UFDATE ITS RIRECTION INDEX ALSO
FOr JJd=1 TO M
I[F DJJ, 1)< »CC BOTO 1050
IF JJd=J GOTO 1080
DIT. M =-D(J,2)
NEXT JJ
FD(J,.4),4)=F(D(J,4),4)+F(1,4)/2
GAOTO 1090
NEXT J
NEXT K
REM NOW ASSIGN @S TD THE 2 LINES
FOR =1 TO 4
IF DC(SY1(k))=0 THEN RQ(S1(K))Y=AREBES(P(1,4)/2)
IF DC(S1(K)y)y=0 THEN QC (51 (K))=1
NEXT b
KEM NOW UFDATE THE INFUT/0UTFUT VECTOR FOR NODE I
FOl.a)y=0
FRINT "THE FLOW VECTOR IS..."
FOR J=1 TO L:PRINT J,00J) INEXT J
FRINT "THE NODAL I/0 VECTOR IS..." -85-
FOR J=1 TO NN:FRINT J,F(J.4):NEXT J
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APPENDIX I

PUMPS

WET-WELL VOLUME FOR FIXED-SPEED

Albert B. Fincince

A eriterion somctinges used for de-
termining  wet-well capacity s pre-
vention of Loo Treqeent . tariiee and
stopprog of pumps. A consuderable
amount of heat B gene abed dueie the
starting of a4 pump metors This hent
should b dissipated e the mintor
allowed to cool before it s restarted,
IFor smadl motors that generate dittle
heat, there seems to be almost o Jinit
as to how many eveles e permiable,
but operiating eyeles of perhiag~ 20 min
or more are desirabice Tor iarge pumps.

The objective of the paper s to pre-
sent equations to determine the wet-
s e the
evele srester than aocven tnae, Ths
volume eun be obtarsed by doferentat-
g the cquation for eyvele time with
tespeet tointlow and setting the de-
rivative equal to cero,

The evele tive, ) couads the off-time
plu~ on-time

well volume recquieed

where

1" =2 volume of suetion well hetween
pump start and topoand
(o c rate of nflow to station,
The on-tune is:

lun = "/’\(J:.u( ° (‘)m; . .;

inwhich (2, == rate of pump diseharege.
Foquations 2 ana 33 can be substituted
into_Faguation 1 to vield:

)

e v | 1
r (;?m * (q,,“lll o

Captain Albert B oneoiee, MSC s
structor in the Departovntof Pieventive Medicine,
(1.8, Army Medical Feeld Serveee School, Brooke
Army Medical Center, Fort Sam Howston, T'ecas,

()

dan

(-

Setting the devivative d7/d0Q,, of Fqua-
tion 4 to zero yields:

(L)“Ill -
Qin = i)
%
as the flow at which the minimum
pump cxele oceurs.  The mintmum

eyele time is obtained by substituting
Flquation & inbo Equation 4:

) 2V 4V
I’miu = SRR 6
(Jlu (Jnu(

where 7T = minimum cyele time,
Fquation 6 can be rearranged (1) (2)
to obtain the volume required for a
single constant-speed pump to main-
tain o given minimum cyvele time:
Tininldon

Vo=

Multiple Pumps

Fguntion 7 also applices Tor the first
pump of a station with several pumps,
A similar analyst~ can be used Lo deter-
nine the drawdown volume for sub-
sequent pump combinations.  In the
Intter cuse, let the first pump have o
capacity of Lo Let the second pump
have a capactty of B Whenever flow
15 less than A, ondy the firsh pump s
used.  When flow is preater than A,
say A b pamp capacity equal to
A A s provided.

Twa schemes for the operating sched-
ules of these pumps ean be used.  In
the first scheme (Figure 1a) with flow
greater than o, the first punip gooes
on when the hquid JTevel renches 1.7
Additional expucity B is provided alter
the fiqquid level reaches 2" und eapue-
ity A 4 B s provided undl the liquid
level is down to “L” At this point

17

| e

el
/

Jdo 7
T S

!

AL
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p Y —- LEVEL 2 — -
2
o
2 z
) 2 o
< VOLUME < 2 ¢ VOLUME
Q. \ o Vv z
3 2 » ¥ 2 o
D o pon |
a X a m
2D
o o
; ~LEVEL |—
o
z
i c u ¥
o a o a
" VOLUME N o VOLUME
$ v z = Vv
Y a a
a) SCHEME I b) SCHEME 1

FIGURE 1.--This schematic shows two operating schemes for pumping from the wet well.

(with flow greater b Uy the Diguaid
level beging to rea v an andd diseharge
capaeity ol

In the seeond sebeme (Uiuve 1h),
the first pump goes anowhien the liquid
level “ Aer the liguid
level reaches 2, A4+ DBis
provided il the entre wet well iy

reaches
copacity

emptiod. The wet vl e begins to
fill, but there i< no discharpge until liguid
level reaches “1)7 when the first pump
raes o,

The rame resalts weandd be obtained
for both cases, of eowre, if additional
capactty were supplied by =topping the
first pump and startine a purp with ca-
paeity A -i B oinstend of keeping the
first pump in operntion and adding a
seecond pump,

Wet-Tell YVolume for Scheme |

In Schieme 1, when inflow is pgreater
than A, the seeand pump is off while
the water level rises from “17 o ©2."
The water level does nob go below
beeause only cupacity A4 is provided

The off-

lll!’

when the Hguid resches “1.7

time, then, is:
l"q
[““ TE v e w—mceieme—e o e
(4 0y — 4 b
and on-time is the time required  to
drain the volume hetween levels 91"
and 27
l': "g
o = e L g
(A+DB)— (A1) 8-

The eyele is:

' I 1V,
l?nvl pump = —i‘— '}‘ '1';': ("- . “)
Setting  d7and puy/dd to zero  one

obtains:

b= B/20 I
al the minimum pump eyele and:
Y‘min"lf
r. — e )
V. FEEERERRREE 12

as the drawdown volume necessary to
keep the eyele time of the second
pump greater than 7' 0.

Welt-Well Volume for Scheme [1

In the Scheme T when flow is greater
than 4, the pumps providing additional

-9]-
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cupacity B are on to emply both
volumes “I’ and “2." and the on time

. / 180
af {)f l V _M_____}fl' '_{ l N ;! ,{,&IW
‘ff:.'j/ S O T SR I
s ] ]
/(Z( / ‘ ) _+ I . ]'}
; Serf s eve AR

The fiest pump <ot when the wet-well
level reaches level “17 but the addi-
tional pumps are ol while the wet-well
level reaches level “20" The off-time iy :

JOURNAL \WpClk

January 1970

same dimensionless terms as:

1+ ¥ I |
[, + [ '_ —
v+ B I+ p 8
’]".'n(l [vump-'l ,
R =
in which = is o dimensionless tine.
From I<quation 6:
A - - _ﬁ__“__ _ 19
I-I ) )['unn Ipuepe ’

After substitution, the dimensionless

I . - , ;/:/ " time cun be expressed as:
! T ,
fog = <= e i e , .
. 11/ -*- b / lr‘i b./* 1 M//.’/ PR A T = ( ’I'—I——ZTL_'_”_E"Y ) o
Tt / Vl V-z ot
ol Lot R |

AR

The eyele time is Pquations 13 plus 14
and is:
—_

WX

Bo-b

- .
Tud pump, -

e PYSSRESEDES S

To find the miminum evele time, the
derivative of Equation 15 s obtained
and set Lo zero:

T A R T A
db TR by 0 I P
'_7,,(?(.,,. 5 Z y ry ‘
LA o - L 0..16
et VAL VL, b
VG A

/ep & |7 .

It 15 conventent to relate influent
fow and pump di-charpe to the capac-
ity of the first pump and to express the
driowdown volunie, 174, ns multiple of
Py by writing these terms o dimension-
less ratios. Let g = 074 be o dimen-
stonless How and v - B/ be o dinmen-
sionless punp discharge. Turther, lot
= 17,/ be a dinenstondess drasw-

g \
Ve 2L

down  volume.  Then Equation 16
becomues:
| S 1 1 0 17
(v - 13)° obopat ot '

Squation 135 also ean be expressed in the

[t s reaconable to let 700 saa oy Gl
Toun st pun although they need not he
cqual. With this condition, T eqnals 4
at the minium eyele, and Equation 18
hecomes:

A solution for 17 as a function of 4 is
sought.  FKquations 17 and 21 ean be
solved for V7 and then equated, and the
resulling equation solved for 5 — 3
'1{"‘ ‘*‘ Sd | :hj 'é" I

..... 23]

A3 Sd B

v 8-

The dimensionless volune 17 then can
be obtained -after rewrranging Tqua-
tion 21:

B A =

Ve B4 0 4 X

.23
in which v == y — 3.

Eauation 22 can be solved for values
of g and the result substituted into
Equation 23, The resulting vidues of
V7 ean, in turn, be related o v heense
v ol b
The results of these ealeulations are

showa in Pigare 2 in which 17, the
“ratio of additionad drawdown volume

to vohinne for one pump, is plotted vy,
¥, the ratio of additionsd pump dis-

charge to discharge for one pump. ‘T'o

caleulate additional drawdown volume

-92-
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Abstract.

With the aid of a linear decision rule, reservoir manuagement and design prob-

lems often can Le formulated gs ensily solved linear programing preblems. The linear deeision

rule specifies the o

~oodaring any period of reservoir operation as the difference between

the storage at tne Lecianing of the period and a decision parnmeter for the period, The
decision parameiors for the entire study horizon are determined by selving the linear pro-
graming problew Problems may be formulated in either the deteruninistic or the stochastic

environment,

INTRODUCTION

The problemn of reservoir manasement s
drawing inereased  arteniion in this decade
primarily as a result of the introduction of Sys-
tems analvsis and operitions reseirell method-
olozy to the field W water resonree planning.
The tools of ilicse diciplines are being applied
to mtegrate the many fonctions of o reservolr,
inchuding flow angmentazion, flood protection,
reereation, arrigation, and hydropower, In ad-
dition the teehnigues are aimed at making risk
explicit, so that the nesaible consequences of
certain patterns of reservoir management are
clear. Finally the methods are seeking rational
dec’sion rules or policy functions to simplify
the decision-making in reservoir regulation,
The goal then is a et of decision rules which
are-easy to apply and which when applicd meet
the multiple objectives of the reservoir system
with expliit statements of risk.

The recent literature on reservoir regulation
has concentrated on optimization methods in
seeking policy funetions. Thomas and Water-
meyer [1062)  applied  linear progriuming to
determine the set of relenses maximizing the

“plied by the

expected value of benefitz. Loucks [1068] pro-
posed a stochastic linear programing model 1o
determine a strateay for releases, given the
current state of the system and previous in-
flow. The abjeetive was to minimize the sum
of the squared deviations from tarvet flows.
Input data con<izted of an inflow  wansition
probability matrix. Reservoir volumes, releases,
and inflows were restricted to a4 small set of
mtezers to prevent expansion of the problem
to an unmanageable sz,

Young (1967} applied dynamie progranung 1o
determine the sct of releases minunizing a loss
function over a long record in whicl, the inflow
in ench year is given. Uaing the releases sup-
progcram, he then performed
several regressions to relate the optimal releases
to storage and inflows. He coneladed it linear
riles provide as good or better fit to the data
than more complicated rules, ¢.g., quadratic or
cubic,

Hall et al. [1965] masimized the total return
from the operation of a single reservoir, where
returns acerue from the of water and
encrgy. Inflows during the plaming  peried

sale
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followed a given sequence. and optimal de. isions
on releazes and energy supply were rderred by
dynamie programing.

Sciveety and Cole [196.7 coniden
trol rules for two linked cezervoirs attecating
water to meec a comne n o denand, Diynamie
seleet o wot of

the coun-

prozramine was utibzed o
release rules which are 1eoetions of 1,
contents. Theis objective was o noninree the
and

endom var-

CTVOIT
total of lons-term cost of
shortage. ITnflows were wered e
ables

A rerent and thorogely peen of meny of the

trensin ~pne

approaches in the Jast deile < preconned oy

Roefs [1965].
THE LINEAMR RULE

A fundamental approuch for optimisire re-
servoir regulation that ha: promise for develop-
ment and applieation is the linear decision rule,
"The linear decision ruie appears itst to have
been incorporated into an optimization method
by Charnes et al. {1938, Thev e o prob-
lemn of retining heanme o8 e Steaase
weather-dependent demanes wmowhich 1he quan-
ity refined i enel period wae cho-en o he
Linear in the demand of the previons period.
Urzolvable programing prodlems were coenverted
to lincar prograuning probloms by ouse of this
device, Young C1O67] introduecd the rule to
s the rule n

witer reeonrecs planmine, nnliz
& postoptimization analvas af o oot of recorvoir
releases.

As applied to a reserveir, the simplest form

of the near devision ulo is

r =g --4

where r s the release duringe a pertod of reser-
VOIr operation; s is the storame at the end of
*he previons perad s and b iv o desision param-
cter chosen o aprinaize some: enierion funetion,
This inle 15 to e mterpreted ag an aid to the
Teservoir operator’s jndenent in seleeting a
release commitinent, to be henored under normal
conditions. In excreption] vases, however, the
actual rerease durine the e period might have
to differ from the commitment r. For example
the optimal valie of the deeision paraneter &
might be negitive, so thay comnutments might,
be made to release more than Was i storage

at the beginning of the tine pertod. Under
normal eircumstances this wommitment mnight

)

be perfeetly feasible, Lut one then would have
to bz prepared to take the consequences of
insuflicient nflew during the period,

Such a ruie wouid be easily applied in prac-
tice and is in addinon ictaitvely appealing in
its strunture,  Additions] advantages are e-
tailed alter the prollem fommlations, Tt is
necessary, however, to point ot that a linear
deeision vle mivht not Le the best rule for
any given sy-tems A pover nude, w fraetonad
rule, or come eoinbination ool wih dif-
ferent rules for vield a
hatter value of the erteron Detion But snek

each peried  micha
rules freavently lead o unwicldy problerss that
are exeeedingly duficult to solve, Formuls tons
utilizing the linear decraon tnle on the uther
hand have been exumined for mathematical
tractability and have Loen found in HIANY euxey
to lead to linear programing preblems,

These linear deeision rudes ean L applied in
two frameworks: (1) the stochastie framework
where the masmtndes of reservoir inputs are
treated as random variables wnbnown in ad-
vanee and (2} the determinetie framewaork
where the magnitude of each Pt ina sequence
is specified in advanee, either from histor -
records or from a simu'ation or synthesis hused
on the staustical properies of the strenm oy
process.

A RESENVOIT DiS1GN PioB) R

A dam s to he bailt, 1 provide a reanlitid
outflow fer waste diution, water supphe and
other uses and 1o provide pacls Tor reereation
and flood control. The intent of the dam Luilder
i5 to provule a dependatide sup oy for the down-
streata weers, To this end he will e g the
beginning of caeh time penod 4 cammitment 1o
refease o total volume of exactly oo during the
ih tine period ncofar as rewonahlv possible,
The dowistream usors will eonsider this release
commitment i planning their aetivities for the
time perwed; shonhd the actual reles<e eithier
exceed or full chort of (hiv commitment, their
plans mirht o awry,

The projectel requircments of  the down-
stream users are exprescod by minimum ae-
ceptable releases g, to he supplied in period 1,
To prevent excessive channel frogion, water-
logaing of fields near the stream, amd other
damage that would oceur if the release were too
large, the reiense during period 1 should not
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Loboal peqam-
of the
(et
Lle to

WOVe2 A

exceed the volume f,. Anntin:
ments is unposzed by the o
reservoir. For reereationad an-d eorhene
and odor controly purposes ot as e
maintain the storaze i the reaoror
lower Lot s, dunng all tiewe erie 1a this

LIRS

i
.
(

limit iz not eriveal, and 1t wadl beocacn Laeiory
if the storace at the en o o o o] lies
above tlis level An adider b equioement
meposed b flood eontra® con b s tiar
a freehoard of at least o, be oavend by at the

etvd of cach period for stonne 8000 thar might
ocenr in the nevt pernod

The engineering problews i< ta find s nperat-
ing policy (a formula fer the se'c v coamit-
ments x) that eauses th ~pi. tn he
satisfied while minimizine e i
the cost, of the dam roquired

e

did henee

DETERMINISTIC Fran b1 iy

The example is struet ot g
ministie envirenment, A J0oear
monthly tputs s postviated, It regrared o
find twelve lncr deeisicn mle poncers, one
for each mantn of the veue, that simnnze the

vo e deters
Teenenee of

reservorr eapaeity reaqrared to et the cpecified

e ostulated

petformanee charaeteristies with
imput gequence. The follovene contal . are de-

fined:

minimem release to be previdicd in the ith
maonth of the yeur;

1.,

[, maximua allowabl: pelease i the ith
month of the vear;

v,, flood storage eapuacits requived st the end
of the ith month of the vear;

b, lincar deecicion rule paanmeter for the ith
month of the yvear, to be determined;

<, reservoir capacity, to he determined;
Smia, Minimum storage to be maintained, ex-
pressect as a fraction 1, of the reservoir
capacity;

3¢, iritial storawe in the reservoir, exprossed
r8a fruetion as of the capaeits;

ry, ostulated  reservoir input in the ({th
month of operation:

z,, release during the (th month of aperation,
to be determined by the linear decision
rule;

8;, storage at the end of the fth month of
operalion, to be detcrmined Ly the linear
decision rule.

: oL ' ' N
s, - _-I [P v na IR L

P 7‘.""? 1.7

—977‘;, :'K7 ’

All vanables are measured in volumetric units.
The variables ¢, f, v, and & are indoxed by a
parameter ¢ , e, 12 beeause their values
in the ith month are the same fram year o
year. The varisbles r, oz, and s, however, do
not follow 4 reanlar ey eide pattern and there-
fore are indexed by the paramerer ¢ o2 5, -0
240 The eorve<pondence hetween ¢ and ¢ there-

fure is - -/ =

t = Wmod 12) = remaindoer of £/12

The lis. ar decizion rule thenis 0 - - '

P
- S e
Iy = Sy — I)'

e ro
The equation of continuity for the reservoir is
S0 = Spq — 1 Aoy
Substitation of the linear decision mle into the

conunuity equation vields

(0
Substituting a simtar equaticn for ¢, into the

decision mle vields the following espression for
the release during perod ¢

s = b 4 r

(2)

The encincering <necifications on release com-
mitments and utilization can be ex-
pressed mathematieadly Ly treating them as
limitations on the range of deesions arceptahle
at each point i time ar whieh decisions wre to
be made. The constraints take the jollowine
form;

o=y A by — b,

stornaze

1.1a

The freeboand ¢ s, ot the end of
period £ must be greater than v,

(1 == ce, 210)

In the deterministie senze this is equi-
valent to saving that the deeision at the
heginning of time period ¢ should not
lead to insuflicient frecteard at the end
of t, given the extremes of the hydrologic
reeord. The longer the record in general
the more severe the ohservod extremes
and the lower the probabijity of violuing
the constraints in practice.

The storage at the end of period ¢ must
be greater” than the minimum storage
required.

c— 5 2 v,

l ?

1.2a

L, -+-, 240)

LN 2 Simia \It

b
."{‘CI”" Oce. et

,.ﬂ‘j}’”
. b : i

7RI R N Y]

[

S A e wry
/

I

Vet

oo,
"""'(‘l(

7



In terms of the decision to be made at
the beginning of period ¢, the corsiraiut
limits *he contral function to  thosze
linear rui . which lead 1o storag s ex-
ceeding s,.,, given the extremes of the
hvdro! cie vecord. The Tapger the record
the smaller the likebbocd of oheerving
aworse extrome atel henee viclatg the

constraimt,
1.3a The releaze in perod £ mna coennd g,
oz (=1, . 210)

l4a The release in perind ¢ must be loss
than /..

, 240)

frrther limis the
ean be considered,
T and 2 inte 1.la

ItS/- ([ = ll

Theze last two constrants
range of decision rules whick

Substitution of cquations
to 1.4a yields

1.1b ¢ = b o+

1.2 b 2 twiw — 1y
1.36 by — b, 2 g, — 1.
LAb by — by £ — 1oy

(t=1,2, -+, 240)
This small problem (amall in the sen<e that
only twenty years of reeords are considered)
poses aboat 60 constrant: at fire glinee, A
remarkable property, however, 1z oh-erved in
the conztraints, namely that each constraint
appears 1 the same form tveniy tmes, exeent,
for a different stipulation on the right-hand
side OF cach eonztraint’s twenty appearanees
then, one oceurrenee should he mare testricnve
than any other. Only this deminant constraint
need be retatned.

In writing the constraint set in it ‘inal form,
the term S0, the minimum staraze, s set cqual
to zome fraction of the tatal eapaeny and the
term 5., the inttial storaee 1 some dtferent and

Invger fraction of the eapacity N .
Smin T Ay C R f‘\" T
Vd
Sy = fg°C (”u _>_ ”n)
The constraint set now heenmes
1.1c ¢ — b, 2> max(r,.n) 41,
n
(=t -, 1)

-
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1.% AnC I)'- S min (rirl’.‘n)
(f: 1, -+, ]2)
1.3¢ bi-—l —_— b‘ 2 q, — Ini“ (r|—lv|'."l)
(=2 --,12
bz — b 2 ¢ — min (rig,12.)
awe — b 2 q
Tde bioy — b, S — max (12 aom)
(i = 2. Sty 12)
bz — b £ /i = mux (Faoiz)
ac — b <,

The total number of constraints is now a0
rather than the 960 e¢ncountered earlier. The
number of unknowns is 13. The objective is
to minimize the size of the reservoir

Minimize ¢

The problem is finding the smallast reservoir
that will deliver Hows in the specificd range
over the entire record under the addea con-
straint of a hnecar Jdecision rule. The resuls
of sclution will be the required reservoir rupue-
ity and the twelve deeiion parmneters eon-
stituting the decision rule for manacement of
the reservoir.

Constraints 1.1 ¢ ensure abzalutely that
the release snd storage requirements wonld be
met if this optimal linear decision mile were
applied to the postulated input sequenes. In
practice, however, futnre reservoir inflows ate
not known with certainty, so there i no ab-
solute assurance that this policy will vield the
desired releases and storages in the future, On
the contrary onc may estimate that in cach
month 1 there is a probability of 2/21 that the
input will lie outside the 20-yexr recorded range
of inputs. Conzequently in the absence of any
information to the contrary one might expect
that in each fuuire month the probahility of
violating somne of the constraints alsn wonld he
2/21.

These observations indieate two shorteomings
of the deterministic formulation. First the de-
terministic formulation vields no esplicit state-
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ment of the reliability witiv wlhich the reservoir
will meet the zpecified periormance objectives
in the future. Second the reservoir's reliability
is fixed fortuitously by the speeific postulated
input sequence and i3 not under the direct
control ot the designer. Cl:ance-constramned pro-
eraming introduced by Clarnes and others in
the same series of papers chat Lroughy forth
the notion of the linear lecision mile can he
used to elimivate these deficienzics in the de-
terministic formulation of the reservolr man-
agement problem.

CHANCE-CONSTRAINED FORMULATION

The example s now restructured in the
stochastic environment. Vlows in  particular
periods are not specified and are known only
with some probability, That is, the total dis-
charge in the ith month of the vear is treated
as a random variable R, having the cumuiative
probability distribution fuiction

Fg(r) = P, <o
In addinon the constraiat: are now expressed
as limitations on the allowable risk ol violating
the performance requirenients.

To illnarrate the construetion ant interpre-
tation of the chance constraints, the food free-
board requirement is treated in detail. The
other constraints are formulated in the same
general way and represent a similar point of
view,

The freeboard requircment is that a volume
of at least v, be avaiiable at the end of month
1 for temporary storaze of flood peaks. Thus
honoring the release commitment for month §
should lead to a storave volume no greater
than ¢ — v, at the end of the menth, The de-
cision parameter for month i therefore should
be chozen 55 that the inequality

b+ It < ¢ - vy

is tnue.

Now by, ¢, and r, are conztants by hypothesis
and R, is a random variable assuming different
values in the ith months of different vears. In
general then unless ¢ — v, — b, execeds the
maximum possible value of R, the inequality
occasionally will be false. Thiz inequality more-
over does not express the flond freeboard con-
straint in a form acceptable to mathematical
pragraming algorithms.

The problem was sidestepped in the deter-
ministic formulation by replacing the random
variable 12, by the postulated input sequence.
The price paid for this evasion was dezeribed
above. Tv is perfectly pos-ible, however, to com:
to grips with the voobiem by recognizing that
the probability of the inequality's heing true
can be determined,

The inequality represents the event that
honoring the relense commitment given by the
linear decision rule would lead to sufficient
flood sturaze capacity at the end of the month.
The probability of this event iz given by the
cumulative probability distribution function of
the input 2, as follows:

P[b;“}-IZ;Sc—v,-]
PR, €c—- v — b))
= Fl:.((’ Y S b-)

If in addition to v, arbitrary values o2 ¢ and
L. are proposed, the desigrer can get an estimate
of this prohability from the empiric frequeney
function of ohserved dischargzes in month 1, If
this probabihty is closc to unity, sufficirnt flood
freehboard will be availabie at the end of the ith
month in most years, and this choice of ¢ and
b, will be aceeptable from the flood freeboard
standpoint. If this probability is less than some
value a,, however, this choice ¢ and b, does
not provide sufficiently dependable flood storage
capacity. The choice of a, of course is the de-
signer's.

It is not neeessary to use tial and error to
delineate the eollection of (¢, 6,) puirs vielding
sufficiently reliable flood storage eapaciy. This
collecticn contains all (:, b,) pairs for which
the incquality

i

FN:(C - v - b-‘) 2

is true. This inequahity may Le ealled a chance
constraint on O and ¢. For mathematical pro-
graming it is preferable to rewrite the chance
congtraint as ita certunty cquivalent

c— vy = b 2 "-(“1)

where 7 () is the 100 «, percentile of the
mput Ry, (That is, r((a,) is the solution for z
of the equation Fa, (r) = a,.) Thus the admis-
sible values of ¢ and b must satisfy the con-
straint
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Although formally identieal to 1he determin-
istie formulation, *, - probabuirstic representation
of the flood freet oard requirement has several
advantages. Moo poportant the chance-enn-
strained fonnuiation comes sqoarsh 10 enps
with the poscibility of absolurely cosuving
the sperific performance of o resecvor fed by
randum inputs. As one reant s veemnduwon
attaches a statement of 1elability to the mathe-
matical representation of each performanee re-
quircinent. The level of reliainlity at which
each requirement is satisfied moreover 15 nnder
the direct control of the desiener,

A related advantage of the probabilistie
formulation is that it clanities the operational
significance of thie decision rule. In the deter-
ministic formulation, one might interprer the
linear deeisior rule n3 w ~pecifieasion of the
actual reservoir outflow wurine the nwext month,
In praetice, however, thus interpretation may
lead to confusion when it is recogtized that
exeessively larze or zmadl inflows during a
month may make it physienilv anpossible to
relense o speettied volume. The probabilistic
formulation on the other Loand ciaphasizes that
the iinear decision rule is merelv an aid 1o the
operator’s jndament in decihie how mueh to
releaze during v month. I the mile is followed,
the release coranntment will be compatible with
the recervorr performance regquirements with
a speeified degree of relininlivy. When o conflict
does unse, however, the operawr has  the
ability to adjust the aetiad release in the light
of the specifie eonihinon, of the ea.e,

Finally the ehance-conztiained formulation of
the performance requitements seems to permit
more direct ceonoie interpretation of the con-
straints than the determimstie formu'ation. It
might be asked for example it there would be
any advantage in ehanging the tload control
performance requirement. The forin of this
requirement. sugeests that the speeified free-
board v, is hased on hydrologie analvsis of a
standard design Hood and that more detailed
physieal and cconumie dara on the relation he-
tween flood damages and the flood freshoard
are not readily available. Thos the designer can-
not namedintely interpret the marginal costs
that the deterministic formulation would as-
sociate with changes in the frechoard specifica-
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tion ve, In the probabilistic formulation on
the other hand the marginal costs are associated
with charges in the reliability with which the
speetfied freeboard is made available and hence
with changes in the reliability of protection
againet the design tiood. The economite eonse-
quences of changes in this rehability appear
clearer thau those of ehanges in the freeboard
spectfication.

The remainingz performanee reqguirements are
now formulated as chanee constraints using the
same technigque as in the flood freeboard econ-
straint. For uniformity the mujor stens in the
derivation of the flund frechoard constraint are
repeated.

The results 1.10 through 145 arc uzed to
recast the origmal performance requirements as
chance constraints,

2.1a The freehoard at the end of period i
must exceed v with probability o,

Ple - b 2 R, + 0] > a
(=1, 1)

W
io
2

The storage at the end of period 1 must
exceed §uy, with probabiliny «..

P[b, 2 Smin — ]€|] 2 (X

(=1, ,19)
This statement restricts the solution to
decision rules which in at least a frae-
tion a; of their applications lead to no
conflict between the release commitment
and the minonum storage rerquirement.
The releasz in period § i at Jeast ¢
with probability a,.
P[b-‘-\ - b > q; — R.—l] >

(t=1,2 .,12

The release in period ¢ is less than f,
with probability a..

P[bi-l - b < fi = k\'—l] > oy
G=1,2 -, 12

Constraints 2.3a and 2.4a restrict the
cheice of release commitments in period
1 - 1 to ensure that it will be possible
with the specified reliability to make
commitments in the desired range at the
beginning of month 1.
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Constraints 2.1a to 2.4a do not impiy guarantees
about tie storages or flows, nor do they say
how excessive or how insuflicient storages or
flows may be. The constraints lo imply, how-
ever, that most decisions made with the release
rules will not lead to conilicts between release
commitments and storage and release 1equire-
ments.

These chance constraints open the way for a
new kind of constraint, not possible in the de-
terministic fonnulation. A single example ig
nffered, but the idea should be easy to extend.
We have already presented a chanee constraint
on low flow (2.3a2), and ¢, must be achjeved
with probability e, (say 90). We may now but-
tress the formulation with a second level con-
straint on low flow, indicating that ¢,” (sone
lower value) must be achieved with prob-
ability « (fome higher probability, say 03).
For example the release in the ith peried should
exceed 500 million gallons with probability .90,
but fluws above 400 million gallons must be
achieved at least 93¢, of the time Mathe-
matically this second level constraint has the
same forn as the first level eonstraint,

The chance constraints 2.7a te 2 o are con-
verted to a more convenient forin with the aid
of the cumulative distribution functions of the
random monthly inputs I2,.

2.1b Fple = b, — 1) > q
2.2b 1 = Fp(Smin = b)) 2 o
2.3b 1 — Fp,_(q. = bicy + b)) > ay
2.4b Fu, (fi = by 4 0) > e

Tet us suppose that ay = ay = a, = o, = 80,
The cumulative distribution functions Fg, can
he estimaced fromn monthly streamflow records.
The following symbols are defined;

the flow which is execeded in period ¢
only 1095 of the time (the value that
the random variable has less than 907
of the time). Fy (r,*%?) = .90,

the value which the flow in period 1
falls below only 10% of the time.
F.,(r.'"°)-= 10,

The explicit statenients of the chance constraints
are

.00
T,

c =9 2"+,
G=1,:,12

2.1¢

22% guc—b; < (i=1,.12)
2.3¢ bioy — b > i =iV
=2 +-,12
bie — by 2 gy =g’
ac — b 2 q
24c bioy = b S fi— ™
(=2 :+,12
by — b < fy ~ 1™
ac — b, < f

Of course the criterion is stll

Minimize ¢
The results of « lving such a problem are a
reserveir size and twelve constants, each con-
stant determining the release for a given period

based on the storage at the end of the preceding
period.

EXTENSIONS

There are numerous other problems which
can be structured in the sune general way. A
brief list includes

1. Maximize the expeeted value of the
average summer flow where a reservoir
size i3 specified as well s the minimum
storage and minimum and maximum re-
leases to bLe reliably maintained. Such a
eriterion might be used in a sitvation in
which waste dilution is a principal con-
cern.

2. Maximize the™ expected value of the
average stornge or maximize the storage
that can be maintained <3t 9005 re-
linbility where reservoir size is given in
acdition to certain sperotional reguire-
ments. These criteria might be applied if
recreation werc an important use of the
Teservoir,

3. Maximize the freeboard volume that ean
be maintained with 0065 reliability or
maximize the expected value of the free-
board volume where reservoir size and
operational requirements nre  speeified.
These criteria would bo applicable if flood
control were & primary use of the reser-
voir.
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4. Minimize the ave-age of the absclute
ceviations of the e pected values from
the target flows in each month where
reservoir o and operational  require-
ments .o speetficd.

Initial investi-von shows thay most of these
problems ean be teeated in the sunc general
way as the examyple neghlem,

Another probleny whese stndy ean he faeili-

tated by vee ol the b decama mide is an
econcmic analvei:

low How augmentation. In
the example we haveshown how to detennine
the minimum <ize Gand henee mininmm Cost)
veservor to deivver aogiven jow flow, We can
use another linew program o determine the
least cost pattern of tthicieneles to
meet dizsobved avveen standards dewnstream
from the reservorr [ReVolle et al, 1965]. For
each low flow a mbumum (oet recerveir and
minimum cost treatment pattern may be de-
termined. Tf augmentation i« connomic, the cirve
of total cost {(resorvoir and tregtment) as n
function of low flow should Show o minimum.
Whether this oreure will undsubtedly vary with

Tredtiaeit

the specific cireumstances, but each ease can be
explicitly investicated tor the trads off between
augmentation and trearment.

A seeond problem of intere<t is the considera-
tion of =y
where the relense fram ons o mere reserveirs
plug trilutary flewes constivutes the fnput to the
next. A poaible eriterton i3 to minimize the
total cost of huilding the reservoir system that
meets certmn ransnniun snd minimem fow re-

vetenie of interconnected  reservoirg,

quirements wirl all releases following a linear
rule. A prior drawhack o sueh a problem was
the fixed and coneave st functions whieh
reservoirs  display. A recent olgorithm by
Walker and Lynn {19687 has been shown to be
efficient in loeating optimal zolutions to mini-
mizing problems with tived and coneave cost ob-
jeetive functions and thus wonld be o promising
method o apply here, In addition the eriteria of
maximizing or rmingnizing flow or minimizing
the range of Hows or deviations from targets
could be ntilized.

CONCLUSTION S
The use of the linear decision rule in cither
of the two frameworks presenteid yields « num-

ber of distinet advantages and several limita-
tions.

First although the solutions obtained under
the linear rule may not be optimal relative to
the clasy of sll possible deeision procedures, this
seems o small concession to obtain an optimiza-
tion problem which can be solved with known
techmques, Youny's [1967] results moreover in-
dieate that linear decision rules may he as good
as more complicated rules, In addition the linear
rulre. is intuitively ppealing and simple 1o apply
in practice, Furthermore the dominance rela-
tions n the detenninistic framework and the
chance-conztrained relations in the stochastic
frurnework botiy lead to optimization problems
of small size, ro that a computer solution is noy
burdensome.

Another significant advantaee of the Faear de-
eision mile, especially when used in conjunction
vith chance constraints, is its elarification of the
role of uperating policies in optimal riservoir
design. Computers and mathematical optimiza-
tion procedures notwithstanding, we believe that
reservoir design is a creative art and that the
quality of the design depeuds in great part on
the designer’s ability to visualize vhe interaction
of all components of the proposed system. Use
of the linear decision mile in formuiating the
performance requirements cither as determin-
istic constraints or as certainty equivalents of
chance constraints gives the designer 4 preeise
representiation of the interaction ol operating
policies and reservoir eapacity. 1t shows in
particular that the optimal reservon capacity is
a function of the operating poliey and therefore
suegests that more attention he given 1o selec-
Hon of an operating pohey before choosing the
pliysical capaeity of the reservoir

It is necessary to point sut that constraints
on the range of flows, if there is uo considera-
tion of flows in the objective function, imply
that the benelit funetion associated with flow is
relatively flat. [t is obvious however that a
rough indieation of the benefit function's shape
i5 given by the plaerment of the release con-
straints, The deviee of multiple constiaints
satisficd with different, probabilities can be used
to improve the defimtions of any sueh bencfit
functions i t"» chance-constrained formulition.

Finully the ciement seen as the most ad-
vantageous feature of sueh formulations is that
risk s made expheit in stochastie problems
Reservoirs vperated under huear aules bused on
chance-constrained formulations should perform
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at the levels of certainty that the designer or
decision maker specifies,

APPENDIX! AN EXAMILE PROBLEM IN THE
ETCCIIASTIC ENVIRONMENT

The reservoir desizn probiem is structured
liere in the chance-construined  programing
formulation. The problemn is inodified by the
additional definition that

b, = h; — g;

This definition is included so that the decis.on
parameters b, may take on positive or negative
values. Most linear programing codes restrict
solutions to positive variables, making this sub-
stitution necessary,

The problem is to minimize the size of the
reservoir which meets requirements on free-
hoard, minimum storage, low flow, and high
flow with 909 reliability for each month. The
mathematical formulation is

Minimize ¢

subject to

1. ct+ g —h 2+,
P=1,2 - ,13
2. anc + gi — hi <70V
i=1,2 000,12
3oogi—hi =g+ b 20—y
{=23 -, 12
0= ho— g T b > ="
ac + g0 — h 2 4
40 g — b= gicy F hisy S fi = 1™

It

1=2,3, -+ ,12

o~ h —ge2+h < —rny

awe + ¢ — h <y

Table 1 lists the data for the problem, in-
cluding the tenth and ninetieth percentiles of
the probability distribution functions of the
monthly discharges of u stream in Maryland,
The problem ig solved twice: once under the
assumption that the f{ractional stornge to be
maintained with 90¢5 reliability is 0.40 and
again with the fractional storage at 0.10. The
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decision rules and capacities derived from the
golution of the two problems are listed in
Table 2.

The reader ia reminded that not every reser-
voir design problem has a feasible solution. It
would not be possible for example to deliver
outputs reliably and consistently in excess of
mmputs. In this connection it is instructive to
examine the first twelve constraints of set 3.
Since all these constraints are to be satizfied
simultancously, adding them yields the follow-
ing necessary condition for the exiswnee of a
feasible solution:

12 12
Z q .<_ Z r'_.lo
=1 iwl

That is, there exists no reservoir meeting the
gpecified performance objectives under a linear
decision rule unlesz the sum of the desired re-
leases is less than the sum of the monthly inputs
occurring at the corresponding desired reliability
level. Although most linear programing codes
automatically check for the existence of feasibie
solutions, this necessary condition is a natural
one for the designer himself to keep in mind,
To appreciate better the significance of this
necessary conuition, suppose the monthly reser-

TABLE 1.

(a) The 10 and 00 Percentiles of the Probability
Distributions of Monthly Flows

Data for the Example Problem

Flow exceeded 10,
of the tine, r; -,

Flow exceeded 0S5
of the time, r, 19,

Month billion gallons billion gailons
t =1 <441 1446
2 4.54 15.50
3 R Pt 15.40
4 5.51 16.82
5 4.89 14.92
1} 3.82 12.00
7 3.19 12.01
8 2.504 12.59
9 2.18 9.62
10 2.54 8.82
11 2.78 :0.19
12 3.57 11.55
Sum 46.24 156 88

(b) Operationul Requirementa

ao = 0.60

gi =g = 3.80 Problem I:a. = 40% of capucity.
fi =f =16.00 Problein2:a. = 107, of capacity.
Vv, =y = 4.00
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TABLE 2. Linear Decision Rles

Problem 1 Problem 2

Month e .40 am = .10
1 X o= = 9.68 Xy = 8§ 218
2 X,- 'D'l - ]Ulg .-: =S| +| 55
3 Yy =8 -10.30 X, =S8 +0.81
4 Xe =8 - 1285 X¢ =N, -~ 1.65
3 Ny =S¢ — 1162 Xy =5, —3.39
6 Xy =8 = 1571 X¢ =8 —4.48
7 Ny =Ny - 15073 Ny =0 Sy —-4.30
8 Xe =8 — 1012 X = 8§ —-3.8
9 Xy -"S; - ]3“\0 .'g g2 Sq —‘263
10 Nig = 8y — 12,24 .\‘lo = Sy -~ 1,01
]l .\,11 SSM - 10‘)8 ,’” ‘T'Slo+0.2.:)
12 .\’11 Sn ad ()(” ,\’u = Sll + 132
Required
capacity 33 700 22 467

All units are billion gallons

voir inputs oceur in a time-stationary Marko-
vian normal autoregressive procezs with corre
lation coetficient p. 17 00<7 reliabnlity iy desired,
the neeessury condition for feasibiiity iz that the
s of the desired veleases be no greater than
120 — 1580, When o= .0, however, the total
annual input s nonnal with ean g, = 12p
and standard devittion o, = 5650, The maxi-
mum feasible annual release therefore is e —
2850, the probabihity tha the annual mput
will exceed this volume ts about 09058, Opera-
tion at 007t relisbility in each month thus yields
a maximmm feasible annnal release Tar smaller
than the reliable annuzl input. On the aother
hand the system can deliver the maximum
feasible annual releae even dunae a long se-
aquence of very dow (Ctenth percentile, in this
example) inputs. 1t s expected that use of
longer time infervals would vield greater maxi-
mum feasible releases at the samme reliability.
(In this case, however, the release mle pives the
operator less guidance.) Beeause of these tride
offs among reliahility, time interval, and feasible
release the desigier must give eareful considera-
tion to his actual requirements for reliability and
deeciston poimt spacing,

A similar analysis of the fourth constraint set
yields a further necessary condition for the
existence of a feasible solution

Z/-Z Zrlfm

Finally for the high flow and low flow con-
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straints to hold simultancously iu period 1 it is
necessary that

.90 .10
fi — aq > e — iy

An interesting feature of the result is that
the differences between the capacity of the reser-
voir and the minimiuu storage to e maintained
are the same for both problems

Problem 1: a,, = 0.10

¢ — 0.10c = 22467 — 2.247 = 20.220
Problem 2: a,, == 0.40
¢ — 0.40c = 33.700 — 13.480 = 20.220

That these quantities are exactly the same i3
not surprising, sinee 20.220 bithon gallons evi-
dently represents the storage volume needed to
maintain the desired control of releases. We
tentatively eall this volume the control volume
K. For this problem, 1t seems to be the value
the reservoir capacity would take on if the
storage required «t the end of each mterval
exceeded zero with 90¢! reliability, 11 this result
were general, an unmedinte benefit would he
considerable simplification of analysi< of the
solution’s sensitivity to minimun storage.

Assume the control volume can be determined
by n single run. Reealling that a. is the frae-
tional storage maintained with 90, reliability,
we can write

K+ a.c=c¢
or
c= K/(t - a,)
Thus for any speeification of a.{a. < @)

different. from the original specification, the
reservoir capacity could be quickly calevlated,
agsuming that other particulars of the problem
remain the same.

Although constant control volumes have heen
observed in all of the several eases studied thus
far, our experience 15 not suflicient to suggest
that a constant control volme 18 a general
result: we feal that further researeh is needed
on this pheanomenan.
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