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Preface

The term “data analysis for educational planning” may have different
meanings for different people. It will be useful at the outset to elaborate some
of the assumptions that the authors of this text have used with regard to the
term. In what contexts do we seedataanalysis and the planning of education?

Data analysis is viewed as but one partin a much larger research process.
Perhaps "research” is too grandiose. It ig really just a Question-asking and
answering process which starts with a clearly defined question of interest.
Next, information js collucted in response to this question. What kind of data
are to be collectec and how they shall be collected are typical eoncerns here.
These matters are diseussed in Volum, HI. The collected information must
then be stored for casy retrieval, Depending upon the circumstanees, this
may mean nothing more than a few loose-leaf bages stored in a folder, or jt
Mmay mean the ereation and management of computer data bases. Duri ng the
fourth stage in this simplified research process, analysis of the data takes
place. It is here that the cotlected data are subjected to a series of techniques
and procedures designed to address the questions of concern. In the fifth and
final stage, results of the analysis are interpreted and recommendations
made. Only the fourth, analysis stage in the research process js of concern in
this volume.

In this discussion we more narrowly define data analysis as the set of
techniyues and procedures used to inerease the amount of information fror,
quantitative data. This is rolto say that qualitative ditta are not importint
orare not used by educationa] planners. It only means that the analvsis of
such data is sufficiently different rom the anitlysis of quantitative data that
it would “varrant its own extended discussion.

There is also an organizational context implicit in the materials selected
for inclusion here. The primary o dience is nssumed (o he prople conecrned
with the planning of edueation This includes program, imstitutional, and
system level planning. But the QMIMon core assumptions are that the plan.
ner works in an orgianizationy setting where at Jenst some of the following
features are important aspect . of the work:

— decision-mukers ard managrers need quickly supplied analyses,
eveniflimited iy scope, rather than more elaborate studies (hat
take a longer time to prepare;

— decision-makers and Managers e concerned with specifie prob.
lews and are not concerned aboyt seneralizing (o gl possible
situations;

— the planner or analvst maust think in terms of the aperating
system to which the dats refer.and the poliey instruments avail.
able to the decision-maker, and

— simplicity ofanalysis is important for ease of interpretation and
transmission of results, but also heeayse it permits inereased
local control over the direction and eonduct of the analysis,

These assumptions have affeeted the seleetion of materials for this volume,
of which there are three basic types. First there is a series of chapters which



are instructional in nature. These are designed to teach basic and practical
techniques and procedures for the analysis of quantitative educational data.
The vast majority of the techniques described in the text can be performed
with paper and pencil, although an inexpensive hand calculator removes
much of the drudgery from the work. The level of the material is intr. - 1ctory,
assuming no prior knowledge of the subject.

The rudiments of each technique are first presented, and are then followed
by a series of refinements. Whether one uses the simplest form of a technique
or a more refined form depends partly on the situation. Scratching the
surface, or looking for only the most obvious points of an analysis, may
require only the most elementary forms of analysis. Going bencath the
surface often requires a little more work, and many of the refinements in
techniques allow the analyst to probe research questions in more depth than
is possible with the simpler forms of o technique. What level of sophistication
in technique to choose is situationally dependent, and should be based on
deeisions as to purpose of the analysis, time available, and other resource
constraints,

We are not offering here just another standard statistical treatise, even
though there is considerable overlap between what is presented and similar
material found in introductery and intermediate statisties texts, The reader,
for example, will find little or no discussion about probubility theory, differ-
ing distributional forms, hypothesis testing and other similar items found in
statisties textbooks. The materials in this book respond to two basic questions
in educational planning: What can be done to inerease the amount of infor-
mation available from edueational data. and what techmques can be used in
given situations?

Chapter 1 introduces o schema of analysiz techmyues and discusses which
are appropriate for use with different kinds of data. Simple viaual displaysof
data, in the form of stem-and-leaf diagrams histograms, bar graphs. box
plots, statistical maps, and graphs ave descrbed in € ‘hapter 2. Chapters 3 and
4 discuss common forms of tabled date and how to ohtaim more information
from the data than mere inspection perants, Chapter 5= devoted to regres-
sion analysis, one of the rore powerful techniques for exploring relation-
ships between variables, Exanples ape liberally used inall chapters, In sum,
the techniques in these chapters will provide the analvst with a hasis for
dealing with the major tvpes of quantitative data occurring i educational
planning situations.

There isalzoa series of exercises and problem set= which permit the reader
to practicc the analysis techniques desceribed in the text, The problem sets
appearing at the end of each chapter use data taken from an actual educi-
tional rianning situation which has heen disguised for inclusion here The
situation is simple and widely relevant: migration and demographic fuctors
have eaused a region of a country to experience fluctuating enrollments, The
edueational authorities are concerned with the impact that changing en-
rollments will have upon the cost and quality of education. The data set used
to address some of these concerns are introduced in Chapter 1and then used
in the practice exereises at the end of each succeeding chapter. In addition,



there are several exercises included in the chapters that can be used to
provide additional practice in the techniques described.

The third and final type of material included in this volume is found in
Chapter 6. This chapter is a case study of how oven simple analysis of
educational data can be used to support policy. The setting of the case is the
Ministry of Education planning unit in Paraguay. Of particular interest in
the analysis is the uscfulness of multiple-grade elasses and double shifts in
that country,

Intotal,itis hoped that the instructional materials, practice exercises, and
case study will provide complementary introductions into the use of data
analysis for educational planning purposes,
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Figure 1.1:

Schema of Techniques for Data Analysis
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3.1 Universe of interest {Box 1 in Figure 1.1)

The universe of interest is the entire set of units (people, schoo's, classes,
geographic regions, etc.) that the analyst wishes to study. If we wish to leiarn
something about educational expendituresin countries of the world, then the
universe is the entire set of countries. If we wish to 'sarn somethimg about
student achievement in grade 6 in school Z, then the universe of interest is
the entire set of students in grade 6 in that school. If we wish to learn
something about school facilities in a given geographic region of o country,
thenthe universe of interest is the entire set of school fucilities in that region.

The important feature to note is that a universe is determined by the
subject of study. Sometimes jt may include many units; at other tmes anly i
few. What muy be a universe of interest in one study may he nly i subset of
interest in another. In other words, i description of the universe s <Ituition-
ally dependent, to be defined by the topic of interest

The universe is also commonly referred to ax the popalatron of interest
Both terms are used interchangeably here,

3.2, Duta collevtion (Box 2 in Figure 1.1

After having defined the unjverse of interest, it s necessary to collect
relevantinformation. If the universe of interestissmall, it is usualiy possibie
to colleet information on all the units. For example, 1f o SUPErVISor i~ in-
terested in total enrollmentsin the 14 schoolxunder hisor her direction. then
it is both possible and desirable to collect this imnformation bt vacly of the
schools. In this case the entire Untverse 1= used to complete the rem.a g
analysis.

Howeverafthe universe is Large collection of information allunis
require an excessive expenditure of resources, in torme- of e, peaple, o
money. In such instances it is usefu)l to choose from the univer-e a <niadles
sample of urits, Data are then collected for all the units 1 the sample and
the analvsic (= done ustm only these units For exanple. suppose we g
interested in student achievemenrt in privoary prade Gforan entire countrs It
would be o large undertakimg to admn stey achiesement teste to wll 1he
relevant students, unless it were o sl countey ideed Tnwueh caees
much smaller somple would Le drawn froa the Ccntine ams e e and the tea
would be administered to th s smadler sroup ot ndeadits Weseanld the b
interested i knowing if the Information obtinned trom the anaody <. ot the
sample data alsa apphies to the Frser youp< of <tadents y de o in the
entire country In other words, con i felier e the result- trom te sanple
wewish to malbe decrsions that will ot theuniverse tromow hich thee ~aniple
is drawn?

There ane additional term- thin appear freguently when discu-<ny <amn
plesand uninverses Ty preally, one reters ) popalation o unier e g
ers and to samiple statistios Fop exampe the average teat wcore damong ol
prim.'u'_\' 6 students vurann erse o population parapicter o de ription of
some feature concerned with all the imdividuals or units i the univer-c On
the other hand the average testscore computed for i sample of primary b
students 1= called o statstic 11 e sample s vepresentative of the entire
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universe, then our sample statisticand the actua] population parameter wil]
be fairly similar. Typically, we do not know what the population parameters
are, although it is often possible to determine with some degree of confidence
that our statistics, based on sample data, reflect the population,

There are various methods that can be used for selecting a sample from a
universe of units. These will not be detailed in this text, since they more
properly belong in a unit on research methods. However, one method of
sample selection is of central importance and should be mentioned. This
method, called simple random sa mpling,is important because it underlies so
many efforts on the part of statisticians to answer the "Can | believe it?"
question. For other methods of sampling, it is often difficult to answer this
question. For this reason, and because it s easy to learn and apply, an
introduction to simple random sampling is provided in the Appendix.

3.3. Single-Variable l)u.s'cripn'vuAnaly.s-.is (Boxes 3 through 10 in Figure
1.1

A central term in data analysis ts the concept of a variable. Suppose a
supervisor of several schools wishes to learn something about teacher
salaries in the schools in his or her jurisdiction. Data on the salaries of
teachers would be colleeted, either through a sample if that is neecessary, or
from the entire universe if that is possible and casily obtained. An item for
which information js collected is called a variable. Technically, a variable is
quantity that may take on one of many possible values; that is,a varicble has
arying values. 'l‘c;ich(,'l‘s‘ salaries is the variable of interest in the above
example, and, of course, salanies do vary from teacher to teacher. If one js
concerned with student achievement scores, then the variable of interest i«
achievement seores, obviously varying from student to student. The age, sex,
height. race, and educational attainment level of o group of individuals are
all variables tha might he of interest,

When data have heen collected on a single variable, the firs analysis is
normally used to describe Impaortant features of the vartable. Typically, these
analyses addres- the decision-make: s need to know answers to the “How
mueh?” questions, We might, for« xample, wish to know what the minimum
salary was in o sample of school adrinistrators; or what the range between
minimum and maximum salarics was; or perhaps something about the sil-
ary most comi.only earned by the individuals in the Lroup.

While there are soveral different techniques that can he emploved for such
single-variable analyses, their legitimate gse depends upoa the kind of data,
More precisely, it dependsupon the level of measuremeny involvedin the data.
Researchers have traditionally distinguished four ditferent levels of mey.
surement, these being nominal. ordinal, intereal, and ratio. The las two
levels are similar enough so that in practical usoge they can be considered
dentical ' For our purposes her », we will be concerned only with nominal.
ordinal, and interval scitles,

Perhaps the most fundaemental leve] of measurement s simple elassifien -
tioninto categories. I is possible, for example, to classity people by their sex,
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by their race, by their religion, by the color of their eyes, and by a host of other
variables. A nominal scale of measurement occurs when we classify units
(people, schools, classrooms, etc.) into these kinds of categories, with no
ordered relationship between the categories. For example, students can be
classified =5 yuing to School X, School Y, or School Z, without any implication
of order tetween the schools — that, for example, School X is better or higher
onsome underlying scale than the others. Such classifica tionisanexampleof
a nominal scale.

When we classify units into categories and there is an order that can be
perceived among the categories, then the scale of measurement is saud to be
ordinal. We might, for example, classify a sample of individuals as having
attended either primary, secondary, or tertiary schools. In this case the three
categories dohave an underlying order to them: primary school must usually
be completed before secondary school, which in turn is completed before
tertiary school. The scale has the dimension of length of schooling: those in
the primary classification have attended school for less time than those in
secondary or tertiary eategories, and those in the secondary classification
less than the individuals with tertiary education. It should be pointed out
that an ordinal scale does not permit one to discuss the distance between
points of the scale. We can say that the tertiary education classification is
greater than the secondary or primary one, but we cannot say how much
greater.

When there is both an ordered nature to the data, and it is possible to
specify the distance between any two points on the scale, then the level of
measurement is said to be interval. An example of such an interval sealed
variable would be the age of individuals. This meets both of the criteria listed
above. First, points on the scale are ordered: a person whose age is 18 is
higher on the seale than someone whose age is 8. The scale, of course,
measures the length of time the individual has been alive., And. secondly, the
distance between any of the points on the scale can he specified: someone 18
years of age is 10 vears older than someone who is 8, The two conditions of
ordered data and distance specification are hoth required for a seale to he
interval.

Note that the conditions required for a nominal scale are minimal. while
those for an ordinal scale are somewhat more restricted, and those for an
interval scale the most restrictive considered here, We often speak of the
strength of the level of measurement. with nominal the weakest (least re-
strictiver, interval the strongest imost restrictiver amnd the ordimal scale
intermediate in strengrth.

There are some additional terms closely assoctated with the level of mea-
surement which appear commonly in analytical studies. A variable is said to
be discrete or categorival when the level of measurement used is nominal or
ordinal, that is, based upon classification into categories. A variable is said to
be continuous when the level of measurement is hased upon aninterval level
of measurement.?

Having distinguished between levels of measurement and Kinds of

anables, it is possible to finish discussing the variety of analvtical tech-
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niques possible for descriptive analyses of single variables. In Figure 1.1 the
reader will see that ifan analystis concerned with only one variable, the kind
of technique to choose is determined by the level of measurement invol ved. If
the variable is measured with a nominal scale, then bar ¢charts can be used,
with summaries like bercentuges, proportions, and ratios used to describe
features of the data. If an ordinal scaled variable is to be described, histo-
grams are of use, with medians and H-spreads for further quantitative de-
scription. If the data are interval, stem-and-leaf displays can be used along
with means and standard deviations to summarize the analysis. I is not
expected at this point that the reades will be familiar with any of these
technices nor the summary calculations to be used with them. That is the
purpose of the remaining chapters. The important point is the fact that
different techniques are applicable to different kinds of variables orlevels of
measurement. This also means that techniques can be misapplied by using
them in situations where the conditions for their use have not been met,

Itis worth pointing out that techniques and statisties that apply to weaker
levels of measurement can always be used with stronger levels of measure-
ment. Forexample, pereentages or proportions which are useful in describing
nominal data can also be used for interval level data. On the other hand, it is
ot appropriate to use means or standard deviations with nominal data,
These statisties can be used when the conditions necessary for interval level
measurement have been met: and these conditions are not met with nominal
or ordinal data,

Aswe shall see, however, the full utility of a technique is gained when it is
used with the type of data for which it was intended and not for data at
stronger levels of measurement. To use percentages for interval level data,
for example, would require that somewhat arbitrary classification categories
be established, with a resulting loss in information. We could classifv in-
comes of individuals, for example, into low, medium, and high, and then
caleulate the percentage of people in cach category. But where the cut-of f
points between low, medium, and high incomes should occurisa problem. We
would also not be able to determine from this analysis alone what the
minimum or maximun incomes were, or what incomes most commonly
oceurred. So there is a price to be paid when techniques appropriate for
weaker levels of measurement are used with data available at stronger
level. The price paid is usually a loss of information and an introduction of
increased ambiguity.

Techniques appropriate for use with interval, ordinal, and nominal
‘ariables are discussed in Chapter 2. Also presented in that chapter are two
closely related techniques, each for use with a single variable, but in in-
stances where the variable is available at several points in time or is avail-
able for diffcrent geographical regions. If., for example, we colleet data on
average teacher salaries over the pastseveral years, a graphicul display may
be very effective in presenting a visual impression of any trends. Such
displays are also effective when comparing trends for the same variable but
for different groups. Similarly, it may be that we have data available on
several different geographical regions. For example, we may have informa-
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tion on average teacher salaries for each of several school districts within a
region of a country. In such circumstances, statistical mapping techniques
can be user to show the variable of interest across the geographical regions
displayed. Both graphical and statistical mapping procedures are also dis-
cussed in Chapter 2. The emphasis in that chapter is on the "How much?,” “Is
it different from?,” and “Can I believe it?" kind of questions that confront
educational decision-makers and must be addressed by planners in their
analyses.

3.4. Data base classification (Boxes 11 and 12 in Figure 1.1)

It is often the case that planners are concerned with questions of relation-
ships between variables. How, for example, do educational expenditures rise
as the number of students increase? How are program enrollinents related to
the sex of the student enrolled; i.c., are females apt to be in one kind of
program while males are in others? How does social class affect the opportu-
nity for attending school? These and countless other questions are of poten-
tial interest. They all involve assessing the relationship between two or more
variables.

When doing analyses which relate one variable to another, it is customary
to classify variables as being either dependent or independent. Dependent
variables are those believed to be influeneed by other variables. It is the
variation in dependent variables that is typically of interest, Ultima’ely we
would like to be able to understand what causes or what accounts for this
variation. The independent variables,?on the other hand, are those variables
which are believed to do the influencing of the dependent variables and thus
are believed to account for some of the variation observed in the dependent
variable. These definitions beeome clearer with a few examples.

Suppose we want to know how educational expenditures rise as the number
of students increases. The object of the analyses performed will be to deter-
mine how student-body size (the independent variables affects expenditures
(the dependent variable). We are attempting to explain how expenditures
vary, frem low to high, as influeneed by the size of the student enrollment.
Similarly, if the coneernis with how program enrollments are affected by the
sex of the participant, we want to relate sex tthe independent variabler to
enrollments ithe dependent variabler, I we're concerned with the effeet of
social class upon school participation, then the relationship between an
independent variable called social class and the dependent variable tschool
participation) is of interest,

It should be elear that there are no hard and fast rules for classifyving a
variable as independent or dependent. It is situationally dependent, and the
ultimate classification depends upon the question of interest. The same
‘ariable may be an independent variable in one instanee and a dependent
variable in another. We may, fer example, wish in one ease to relate educa-
tional attainment the independent variable) to carnings tthe dependent
variable), and in another to relate social elass (the independent variabler to
educational attainment tthe dependent variabler. This is an example where
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the variable for educational attainmentis used asan independent variablein
one instance and as a dependent variable in another.

Assessing relationships between variables is often done with the underly-
ing assumption that understanding the relationship may permitsome degree
of control for changing things. This is often a fallacious notion. While this
idea will be repeated several times in chapters to come, it warrants some
mention here. A less ambitious reason for exploring relationship questions is
that it permits increased description of the situation of interest to the plan-
ner. We may, for example, find that earnings increase with an increase in the
educational attainment level of individuals. This may be a reasonable de-
scription of the relationship between those two variables in the sample or the
universe of individuals for which data was collected. It is an entirely different
thing to say, however, that if we increase the educational attainment levels of
low-income peoples then their earnings will rise. This may be the unfortu-
nate impression left by our findings, but one that may he quite unwarranted,
Even though we have provided a description of the relationship between the
two variables, our data do not nermit us to determine the mechanism, or
process, that gave rise to the data which we are describing.

Without knowing the mechanism, or underlying process, it is almost {ruit-
less to suppose that policy recommendations can be made from the deserip-
tion alone. To influence events with policy may require a great deal of
additional information about the situations involved, the culture, the his-
tory, the peculiarities of place or time, and a variety of other things not
obtained with the quantitative data® For many educational situations this
can only be supplied, if at all, by individuals who know about the problem
heing studied. Policy recommendations must oceur only after a synthesis of
the descriptive results and the theories, propositions, beliefs, hypotheses, or
presumed understandings of the mechanisms involved, and these must be
supplied by people familiar with the problem. This is often a social process
oceurring in a political context. It may bhe that the planner analyst will
participate in this synthesis proeess, not only as the producer of the analysis
but as someone familiar with the situation of concern. Certainly, familiarity
with the situation inereases the likelihood that the analy <t will recognize the
limitations of the data.

350 Determnation of technigues Doses 15 through 17 v Fioure 101

Justas the level of measurement determines the =tati=tenl procedures to
he used with deseriptive analysi~. the kind ot data determines the procedures
to use when assessing relationships hetween variihleos, 1= somew it more
complicated here heeause two or more variables imust be constdered, and the
proper choiee of techmgue depend~ on the kind of data for oo 5 vartable In
Fragure 11 Box 130 the varous possibihitios are arrcaed s Independent
viriables, classified as categorend or contimuons, are relatod through analy-
sis to dependent variables. afso classitied as categorieal or cont:niou, The
entries i Box 13 of Figure T indicate the appropriate technmiques to choose
for e given <ituation. For example, i1 hoth the mdependent and dependent
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variables are categorical, then contingency table analysis is indicated. This
is a fairly common kind of analysis problens dealt with by educational plan-
ners, with all tables of eounts falling in this ategory. If, for example, en-
rollments in various programs are cross-classified by the sex of the partici-
pant, this information is easily presented in the form of a column of male
enrollments in programs X, Y, and 7, as well as a column of female en-
rollmeats in the same programs tsee Table 1,11 In this case we hove what i
alled a contingeney table, or a table of counts. Various stattsties can be
aleulated to assess whether the variables are related and the strength of the
association. Analysis of contingeney tables is discussed in Chapter 3.

Table 1.1:

An kxample of a Table of Counts Showing Program Enrollments by Sex

Sex
Program Males Females Totals
Program X 10 40 S0
Program Y 61 40 1oo
Program 7 30 Y 35
Totals 100 55 I[85

Another form of tabled data oceurs frequently in planning ~ituations<
Shown in Table 1.2 ave data indicatig that the asernoe saliry of teachersan
urbin wreas of a natinnal <chool =v=teni= nearhy double that i raral areas.
for both males and females T alzo <hows that Temales” silares (e venerally
less than salaries for males. i respective of the recion of che conuntrey . Many ot
the important features of these tables can b oheery o by mere mspeetion
But there are some aimple amalysi- teenniques which can b emploved 1o
obtain addition! wformation hrom <uch table, and whieh may an the course
of the analysis uncover results undetectod by meve onspection The techmique
discussed i das teat, called exploraton twosway anidvers, s descrithbed
Chaptor

Table 12

AnExample op a Table of Moans, Shoncins v v aoe Fowdoer Saliroes v Sex
and School Locat n

Location

Sex Urban Rural

Male 1251 By
FFemale St 396
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As indicated in Figure 1.1 (Box 17), regression techniques are used for the
analysis of data when hoth the dependent and independent variables are
continuous. Regression would be the appropriate technique to use, for exam-
ple, if we wished to relate edueational attainment (in years of schooling) to
earnings tin actual amount carncd), Regression analysis has been deseribed
by some as the most powerful statistical tool available to the researcher or
planner. But, as alwavs, where tiere is potentially great utility for a technol-
ogy. there is also much room for abuse. In Chapter 5 we deal with some of the
problemsin the application of repression a nalysis to planning data, as well as
with the hasics of regression o nd the assumptions which underlie the
technique. !

4.0 Summary

In this chapter, a schema for categorizing analysis techniques has been
presented as a means to introduce terminology that will be used throughout
the text, and to deseribe the purposcs of the chapters o follow. Figure 1.1 may
also be usetul as a preliminary guide in the sclection of an appropriate
technique. I the analvst knows what seneral type of guestion is to be
addressed and the kind of data involved. the appropriate box in Figure 1.1
will indicate an analvsis technique for the <ituation. 11, for example, we have
a relational question, with hoth variablos heing imterval level, then the
mlormation i Figure 1.1 identifios regresston analysi~ as an appropriate
technique,

However, Figure 1.1 does not provide i complete histing of the conditions
necessary for the proper use of the techniques. There are Many assumptions
that must be met, forexample, before a regres<ion analvsis can be performed.
Each of the chapters to follow describes the furthor conditions that must e
met for the proper use of w wiven procedure In actual practice. not all
conditions are likely to be met. Ty ~uch circumstances the analyst 1= faced
with a choice: abuandon the analyvsis, choose o different techmique i ene (-
avadlable Gatoften s nots, or use the procedure and imterpret the result< with
caution, knowing fullwell that <ome of the results michtappearanly because
of the method employed. 10is this Litter alterts o that seems most reasan-
ablesand only adds to the oft-mentioned advice that the analyst remian
cautious of what the analysi~ ~<ceme th ST

5.0 Terms for Keview

universe
sample
level of measurement
mterval
ordinal
nominal
populiation
parametoer
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statistic

variable
independent
dependent
categorical
continuous

simple random sample

6.0 Practice Exeicises

To add a degree of reality to the set of problem exercises that will appear at
the end of cach chapter. a data set from an actual planning situation has been
selected for use. While the situational context has been disguised, the data
are all taken direetly from the data set used by the plenners in responding te
a request for information made by decision-makers in the operating system.

The Setting: North Central is a region in the northern and centeal parts of
a country that need not be identitied. The population in North Central was
approximately 4 million in 19751t ix governed by azemi-autonomous group
of administrators located in the major city of the region, but i= also subject to
direction from the national tevel, There ave 436 smaller districts in North
Central that comprise lTocal xchool districts, Fach of these is run by local
educational authorities, but ix aiso subject to =ome control. direction. and
planning initiated at the level of the regional government.

The Problen:: Because of popuiation migration to more attractive areis in
other partsof the country, North Central has experienced o steady decline in
the number of students attending the publiely controlled schools 1 the
region. Demograpliers estimate that, between 1975 and 1955, the tollowing
decline in the school-age population will oceur:

Primars Secondary
SRR -HEONTH

This decline of over 200,000 students in the next ten years 1= a problem of
concern to educators in North Centval. The magnitude of thi- enrolliment
decline would =cem to indicate a0 reduction in <taft of ~everal thousand
teachers and administratora,

To complicate matter<. however, the population wiss not declimmeg uni
formly throughout the region. Within the regon the two Lrae cities were
both experiencing growth. People were moving trom the more remote areas
into urban aveas, attracted by hopes for iereased opportunities Migration
also oceurred between the rural arcas and <ome of the freer towns in the
region. The general outnugrationaond the iternal mrgration patterns acted
together to create fluctuatimg envolliment- i the reon Some areas partica.
larly the remote raval arews expertenced a more rapid vate of enrollment
deeline than the average in the region. Oy the other hund, even though the
overall trend was one of deeline. there were some e tnand around the two
major cities and some ol the farger towns where there was only i moderitte
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enrollment decline or even an enrollment increase.

Educational authorities at the regional level were concerned that these
fluctuating enrollment trends would have adverse effects on both the quality
and the cost of education. They listed as likely consequences of fluctuating
enrollments, the following:

Effects on Quality:

a. Stafl reduction
increased pupil staff ratio
need for alternative staffing patterns
fewer new teachers, with an increase in age and experience of
teachers
h. Reduction and climination of programs
¢. Closing schools
Iftects on Cost:
a. Inereasing pereentage of teachers at top of salary schedule
h. Economies of education cannot be made proportional to declining
enrollments

The Mandate; Plannersin the regional education office were requested by
educational authorities to “examine the impact of fluctuating school en-
rollments and their consequent effects on the quality and cost of education.”

The Data: For our purposes, we will be coneerned only with the quantita-
tive data that were colfected ax part of the planning process. However, the
planners viewed the anadysis of this data as only a part of therr entive <tuds
They also conducted interviews with educational leaders at the regional and
local levelso with members of government having specaal interests i educa-
tion: with planners and demographers mother parts of the regional gover
ment: and with representatives of Tocal organizations concerned swath the
operation of <chools. Thev conducted public hearings o that people i the
communties could attend and expres~ opimons on how ther school< or thew
children were heing attected by Quetuatimg corollment- The planners also
conducted speciat studies o problems thes telt to be velated to tlactuatimg
enrollments. ~uch a> transportation of chitdven to schood< the extent and
forms ol current cooperation between nerghbormg <chool distret= ond the
extentof teiccher mobility Finally, they ehose twelve <chool distrer- to <tudy
i more detinl. and condaeted extended mterview - waith admim-trators,
teachers. stadent~ and pivents 1o these communies

The planners also compiled o quantitative diata base, to be uzed to address
the problemsidentilied earlier, It is thix datia base that will now be described
and which will form the baxis of the problems appearing at the end of each
chapter. Variables for which information was ¢ cted, or could be collected
given the circumstances, included the following:

Variable Name Deseription Categories

Enrollment School district no
enrollment i 1975
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Variable Name Description Categories

FTE Staff Full-tizue equivalent no
teachers and staff

Salary Average monthly salary no
of teachers and staff

StafT age Age of stafl no

Staff experience Years of teaching or no
administrative experience
of staff

Staff training Education of stafr 1 = no degree

2 = university degree
3 = higher degree

Valuation A measure of school 1 = low
district property values 2 - medium
3 - high
Enrollment trend Snrollment trend, 1= 10% vr mere growth
1970-1974 2 69 prowth

A5 prowth o

5% decline
4 6.9 decline
5107 or more dectine

Information from the school districts was obtained for all 136 districts, while
information from staff was obtained in o sample of staff from throughout the
region.

Notice that for most of the variables, the data were qutte specifie. For
example the figures for enrollment in 1975 were rocorded as the number of
pupils enrolled that vear. But notice also that in other cases the daty repre-
sented less specific units. For example, <alaries for sieh teacher were not
avatlable. Rather, average ficures for all the teachers and =ttt 1n o given
district were supplied. Similarlv. information on the enroliment trend over
the period from 1970 to 197 was pgrouped into categories. In this case there
were five categories. A school district with 4 7 decline 10 enrollment over
the period would, for eximple, tall into the Ath catepory.

This, then. is the data base that the planners used to address (he questions
given themby the regional education authoritios. It is nota particularly rich
data base, but thisis often the cisein plianning. The important thingis to use
what is available, subject to the constraints on time and resources involved in
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collecting better data, to reflect upon the problem at hand.
With this as an introduction to the North Central data base, the following
questions and problems can be answered using material from Chapter 1.

— There are several different universes, or populations, repre-
sented in the quantitative data collected by the planners. Nan.e
two such possible universes. Did the planners attempt to sample
from these universes?

— Assign alevel of measurement for each of the variables for which
data were collected. Which of the variables are categorical?
Which continuous?

— What kind of technique might be useful for analvzing features of
school enrollment in 19757 What measures could be computed to
provide summaries of this analysis?

— What kind of technique might be usefal for analyzing features of
staff training levels?

— One of the questions to be addressed by the planners eoncerned
the effect of fluctuating envollments on costs of education. Sup-
pose the planners used average manthly salary as 4 measure of
the cost of education offered in a school distriet. Further suppose
that they wished to see how salaries varied with the size nflth('
enrollment in 1975, What technique might be used to do this
analysis? Whatis the dependent variable in the analyvsi=? What i~
the independent variable?

— Using North Central variables, give an example that would re-
quire ananalvsisof i table of counts; that would FOQUITE TWo-way
exploratory analysis

— Why do you think the planners condueted <o HHENY IDLETVIEW s,

public meetings, and special studies? Why couldn't they just solve
the problem with the data?
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\\\_

not included, because in many cases suitable procedures for handling such
data are the subject of current researct:, Note, too, that analysis techniques
where the dependent ‘ariable is categorical and the independent variable is
continuous are not dealt with in this text (Box 15). Such situations occur

infrequently cnough with planning data to muke their inclusion here
unwarranted,
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CHaPTER Chapter 2

Visual Data Displays

Gary Lewis

1.0 What's Ahead?

This chapter will explore some useful and simple data analysis techniques,
each having visual components that offer effective and quick summaries of
interesting features of the data. There are four principal objectives for the
chapter.

(a) Techniques that are appropriate for use in different situations will be
described and illustrated with examples. This will include stem-and-leaf
diagrams for use with interval data; histograms for use with either ordinal or
interval data; bar graphs for use with nominal data: statistical maps where
the data are categorized by geographic area: and time series graphs for
plotting trends.

(b) Where appropriate, statistics that summarize important features of
analysis will be introduced and computational formulas provided.

te) Using interval level data, an approach to comparisons among groups
will be discussed, indicating how such comparisons can b made, and the
degree to which we might believe there are significant differences between
groups. In this regard the usefulness of data transformations is discussed,
and examples of such transformations worked out.

(d) Finally, we return to the North Central data set 1o permit application
of the techniques discussed in this chapter, and to concentrate on interpreta-
tion of the analyses.

2.0 Displays for nterval Data

2.1. The Stem-and-Leaf Diagram

The stem-and-leaf technique is useful for displaying a group of numbers in
such a way that a visual impression of several features of the numbers is
apparent. The easiest wav to understand the stem-and-leaf diagram and
some of the data features uncovered is 1o work through an example and then
talk about some extensions and complications.

The following numbers are the ratios of pupils to teachers in school systems
in selected cities in the United States: 24.0, 20,1, 323, 20.2, 2.0, 25.8,26.5,
28.2,18.7,22.1, 23.6. 24.1. 24000201, 25,4, 27.6, 275, 22,0, 28.8, 22,0, 23.1,
273,208,257, 272, 255, 20 9. By themselves these numbers are not very
informative. It would he better if there were some way of displaying data so
that the numbers take on additional meaning. Figure 2.1 is one such visual
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presentation that is useful. Thisg type of diagram is called a stem-and-leaf
display. The numbers to the left of the vertical line are called stems; each
digit to the right of the line is called a leaf. Together they represent one
number, For example, the smallest number is 18.7, represented in the dia-
gram as an 18 to the left of the vertical line and a 7 to the right of the line, or
187. Note that the stem-and-leaf form one whole number and must be
multiplied by the unit scale to yield the original data. For example,
18.7 = 187(0.1).

Figure 2.1;

A Stem-and-Lca/'Displa_v of Pupil-Teacher Ratios in California, for School
Systems with Envollments Larger Than 25,000: 1971 (Unit = 0.1)

18 |7
19
20 |2
21
22 10019
23 |1168
24 | 0001
25 | 04578
26 |5
27 12356
28 {28
29 |1
30
31
3213
33
N= 28
M 14h Key
H= Number of items in diagram
H 7h M= Median
H= Hinges
1 1= Extreres

Source: MNational Center for Fducation Statistics, Statistics of
tocal Public School Systens: Pupils and Staff, FalT 71,

vashinaton, 0.C.% Mational Centor for fducation Statistics,
1975 , p. 63,

Having drawn the stemeand-eaf dingrinn, there are some stmple things that
cian be observed:
— Pupil-teacher vatios 1n these =chool systems range from a low of
187 to a high of 32.3.
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— The mid-range appears to be between 24 and 25,

— Most of the values are clustered somewhere near the midpoint,
with fewer toward the extremes,

These statements summarize the concepts of range, or spread, central
tendency, and shape of the distribution. A stem-and-leaf diagram is useful to
make statements concerning these features of a group of numbers. Calcula-
tions discussed shortly permit these concepts to be succinctly summarized by
single statistics. These statistics are shown in the open-faced rectangle di-
1ectly below the stem-and-leaf display in Figure 2.1, and will be discussed in
the next section. But for the present let's consider in general terms what the
features of the data mean and why they're important.

A group of numbers representing data for a single variable and displayed
inadiagram such asa stem-and-leaf display is said to Mlustrate the distribu-
tion of the numbers. The display shows how the numbers are distributed over
the categories (i.c., stems) selected for use in the diagram. As already indi-
cated, there ave several features of sueh distribut tons that mav beof interest,
First, we would like to have some single measure which can be used to
describe the entire group of numbers, Intuitively, this must be some central
number which is close in value to as many of the other numbers as possible
(see Figure 2.2 (a1, These vitlues are useful for answering questions ahout
“How much?" for groups, and for comparing groups when asking “Is it
different from?” For example, we might categarize a group of school ehildren
taking an examination hy stating that the arerage value for the LrOUp was
67, Or we might compare twosuch groups of children, say bovsand girls, by
stating that one group averaged 55 while the other averaged 75 The
concepts of acerage and other measures ol central tendeney are very useful
and are treated in the following ~ection,

The second feature that s important to deseribe about i <tem-and-leaf
diagram is the spread among the data puints. Is there, for example, i large or
small range m the vilues rsee Flgure 2200072 11 we yee o measure of central
tendency to describe the Kroup of numbers are the other valyes clustered
closely around this number or are they spread ont” As we <hall sce iy alater
section, these questions abont the spread of the numbers are Hnuportant
beeause they can help us answer the “Cap | believe 107" concerna that are
always present when vouask questions ahout group differences. 1§ one Lroup
of students scared 5877 on examimation and the second yroup <cored 75,
how much confidence can the deciston maker or th analvst have that there
aresigniticant differences ot weentheunversesfrom whieh the SEOUPS Were
selected?

Finally, the =hape ot the distribation of 1he numbers s oof concern. Are
there, for example, <ovor] mimbhers which e either Lo or ~tnall com-
pared to the majority of nunier Aremost of the numbers Located near one
extreme. with o tail toward the othe: extreme wpe Figmire 220000 Thowe
qUestions are important hecaygee they hulp us assezs how sood a deseription
ourmea=ure of centrid tendeney i~ 11 vifues are distribted closelv and
svimnetrreally about <one contral measure thenweare Jikely tobelieve that
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Figure 2.2;

Features of Interest in Stem-and-Leaf Diagrams

a) The Concept of a Central Value

x 1s a measure of the central value
for this group of numbers

b) The Concept of Spread

The values in 1) are spread out
more than the values in )

1) 1)

c) The Shape of the Distribution

The values in thfs distribution are

more concentrated near one extreme
than the other extreme.
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this single measure provides a relatively good description of the entire group
of numbers. However, if there is a lack of symmetry, with the distribution
skewed, then our single measure is suspect. In such cases it is more represen-
tative of one end of the distribution than the other end where the tail lies. To
help assess the shape of the distribution, another type of display called the
box or schematic plot is described in a section to follow.

Before proceeding to more complicated applications of stem-and-leaf dia-
grams, let’s reiterate several points about the simple case just discussed.
First, a stem-and-leaf diagram is useful for displaying interval level data on
a single variable. Secondly, the reason we want to do this is because the
numbers by themselves often are not very illuminating unless we do some-
thing to them so that their meaning becomes apparent. Thirdly, we hope that
by using such a display, we will be able to find out additional information
about features of the data. Ir Harticular, we should be able to comment on the
extreme values, what the range between the extremes 15, what single value
best deseribes the group, and to give a qualitative comment on the shape of
the distribution We are, in fact, responding to the need to answer several
difterent “how much?” questions. For the data in Figure 2.1, we found that
pupiliteacher ratios ranged from approximately 19 toa maximum of 32, with
the most commonly occurring value somewhere around 24 or 25. This is
simple, but potentially usetul information to an educational decision maker.

The example given above was particularly nice for i stem-and-leaf display,
bat many numbersdonot so readily lend themselves to the technique, and we
have to make adjustments for that. One complication often encountered, and
one readity dealt with, involves the appropriate number of stems to use. 1 is
not useful to huve cither too Large nor too small & number of stems. In the
former case the numbers get spread out over too broad o range to he visually
usefuliin the Ltter case they are too condensed to show much detail. Somie-
thing between 5 and 20 stems is wsually sufficient. If the numbers cannot
conveniently be placed i this many <tems, it may be necessary to ereate
special catepories,

Figure 2.3 <hows an example in which such special cittegories have been
created to conveniently display dati on educationsl attanment. Vitlues of
educational attainment range from aommimum of 0 to s maximum of 18
Figure 2.3 wheeh would v quire 19 stems b we were to display each vear i<
separate stem. This number of stems s bordering an the unwieldv, and one
way to reduce the display to maore maniyreable proportoans i~ tonclude o
broader range of vilues in each ~tem So.tor example, instead of ~eparate
stems for Thamd 130 we might ereate aample <tem whieh then would display
atlunitswith educational attimment<of 12 and 13 Ju-t ~uch broader rangres
mstems cre shown i Fyrre 2.3 Even broader ranges are possithle, and one
commonly sees numbers grouped into Fves For this the follow g ~vmbols
arcoftenusedse O-fand - 5000 11 s convention s used, any numhber
between 15 and 19 coutd be represented as o leaf on the <ingle stem labeled

I
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Figure 2.3:

A Stem-and-Lea/'Display of Years of Educational Attainment, fora Sample of
Economically Active Persons in El Salvador: 1975 (Unit = 1.0)

a) Freguency Distribution

Years of education

Numbers of peoplc
with indicateq
educational
attainment

b) Stem-and-Leaf Diagram

0- 00000000000000000000000000000000001l1 Key

ot 222222222222223333333333

0f 144444455555 =0or]

0s | 6666666666666666666667 t=2aor3

0* {9999 f=4o0rs5

1- 11 S=6or7

1t [22222 *:=Borg

1f

1s H= 105 £

1* 8 Xdulp&
M 53 3 "0*" includes al) units with
H 27 1o 616 R Ar 9 yoars nf edycatiang
1 0 18 {18 “1-" includes all units with

10 0r N years of education

Source: Conter for Studies {n Education ang Development, "An Assessment of

the Relevance of Education 1n [ Salvador," (Harvard University, 1977),
unpub]l {shed documentation,

T .

Exercise v 4. What features about the yYears ot educationa) dttain-
ment in the E1 Salvador sample are evident from the stem-and-leat
diagram in Figure v

It should alsy be obvious that the stem-and-le:

al technique is not useful
when there e either too few op (00 many numbers to, display. It would not he

acceptable for displaving the achicvement scores Ona stondardized test
taken by 1000 cighth grade student= I (he daty set s largre,

asmaller proup
canbe selected, s withasimple

undom simplersee Mppendixy and then the
snmpluunils(lispl:n_\‘(-(i i stem-and-lead dingram, Thix helps i the e ape too
many numbhers, hyy stem-and-leat diagrra, | neveruseful with i smal)
number of valges. Forexample, (he salaries of teachers In three fipsg Lriades
in i school coul not he usefully dspliyved with o ste
There s simply no distribution display,

200 Measures of Central Tendeney |y this cection we will considor two
measures of cengyg) tendeney, hath easily caleulated and vseearring often in
practice. The arithmoegje mean oracerage s one such measure. The formuyla
for computing the mean i« shown ipn Cquittion 121,

m-and-legf dizyrram,
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z

2 X

=1

Mean N

where X; (i =1, ..., N) are the N data points, and the X
sign indicates that one must sum all of the data points.

The mean of the five numbers, 10, 12, 18, 20, 10 is
(10 + 12 + 18 + 20 + 10V/5 = 14.

While the mean is a commonly used measure of central tendency, it does
have one disadvantage. It is quite sensitive to values that are considerably
different from the other numbers being used to compute the mean. Such
values are called outliers, beeause they are extreme in the sense that they are
much smaller or larger than the other numbers. Suppose that in our previous
calculation of the mean, the value 12 had been 1000, The mean then is
(10 + 1000 + 18 + 20 + 10v5 = 211.6. In other words, the mean has
changed from 14 to 211.6 because of the presence of one outlier value,

There are other summaries which are more resistant to the etfeet of outlier
values. One such measure is the median. Suppose we use the same group of
numbers as previously: (10, 12, 18, 20, 101, The extremes ave the highest and
the lowest values: 10 and 20. If the numbers are rank-ordered drom low to
high, for examples, the median is the single value in the middle between the
two extremes. Since there are 5 numbers total in our example, the median
will be the third number from either extreme sinee there would then be two
numbers lower and two numbers higher than this central value. In this
example the rank order is: 110, 10, 12, 18, 200, and the median is 12,

In a case where there is an even number of data points, there is no middle
‘alue. When this huppens, the median is found by averaging the two middle
‘alues. Suppose that the above data set had another number, S, Fhere would

be six numbers total, <0 no single number would have an equal number of
data points smaller or lavger. In this cuse we average the two middle num-
bers, [0and 12 toget: (10« 1202 1L The followig formula can be used for
determining which rank-ordered value will be the median:

2.1

Rank Order of Median 201 - total count of data points AR

For example, if there are 27 numbers in the bateh, the median value 1= 14th
fromtheend (14 teel 270 I there are 36 numbers in the bateh, then '
(1 + 36 182 and the median is found by averagmnge the values which are
18th and 19th from either end in the ranked list ol data values

It is casy ta show that the median has the attractive feature that 1t s
resistant to outliers: Inour previous example, the organal nambers were 10,
12, 18, 20, 10 and the new <et was 10, 1000, 15,20, 10, For the first set of
numbers, the median value 15 120 in the second itis Is. This 1~ a much less
dramatic change than that for the mean which went from 14 to 2116,

2.1.2 Measures of Spread. The amount of spread in a distribution is a
second feature of concern and for which taurly sunple summaries are avail-
able. Is the distribution fairly narrow, centered inasmalLhand of values, or s
it spread out, ranging from quite . w to quite high? The cariance is one
measure commonly used to assess such questions. The formula used to caleu-
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late the variance in a set of values is shown in ec uation (2.3).
N 1

O = Variance = "N~ '21 X? X2 2.3)
where, in addition to the definitions for equation (2-1), X is the mean of the
data values.

Ifthe dataset is that previously used (10, 12, 18, 20, 10), the variance in the
set of numbers is;

—;—) {100 + 144 + 324 + 400 + 100) — 142

=213.6 - 196 = 17.6
The standard deviation «r), which is the square root of the variance, is
another commonly used measure of spread. For the above example, the
standard deviation is 17.6 = 4.2. Two symmetrical distributions having the
same mean but different variances, or standard deviations, will appear to
have different shapes. The distribution with the smaller ariance will be
more narrowly distributed about the mean, while the distribution with the
larger variance will be spread out more around the mean. (See Figure 2.2ib),

While the variance is a commonly used measure of spread, it too is not very
resistant to outliers. Were the data set to be | 1000, 10, 18, 20, 10) instead of
(10, 12, 18, 20, 101, the variance would change from 17.6 1o 155,410 — 4
considerable transformation! For this reason, as well as beeause of ease in
computation, measures such as the interquartile range are also used.

The interquartile range, or H-spread . is the spread between hinges 1ab-
breviated with the letter 1), A hinge is the middle value between one
extreme and the median. There is a simple formula for determining the
number of values to countin from the extreme to loeate a hinge It isgiven as:

Rank order of Hinge - ' (1 - rank order of mediant 2.0

For example, if there are 21 values, the median is the 11th from either
extreme. The hinges are the 6th numbers from either extreme | e, 6 1
(1 + 10, when the numbers have been rank-ordered., s in a stem-and-leaf
diagram. The five numbers represented by the median, the two hinges, and
the two extreme points constitute what is ealled « frve-number summary of
the distribution. These summaries were attached to the stem-and-leat dis-
play in Figure 2.1, Examples of the caleulation of median and hinge valuesn
Figure 2.1 will now he shown.

Median. InFigure 2.1 there are a total of 28 numbers. The median value ix
farl 280 Ll awritten as b in the figurer [t is the average of the 14h
and 15th number trom either extreme. Thus the median s the average of the
numbers 24,1 and 25.0, which is 24055, vrecall the unit inFigare 211501,

Hinge. The rank of the hingevadueisto ol © 10 71 and is the average
of the 7th and 8th number from either extreme. The two hinges are therefore
23.1and 27.3. Note in the formula for caleulating the hinge value that if the
median is a half-value s above, where the median is 14'20, the half is
dropped before using it in the equation.

Within the range from the lower hinge to the upper hinge (the H-spread,
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50% of the values will be found. Thisis a useful and casily calculated measure
of spread which is resistant to extremes. The H-spread on the data set (1000,
10, 18, 20, 10) is 10, not the large value found for the variance of this set of
numbers,

The advantage of working with the median and H-spread, aside from
resistance, is that for the type of work dealing with stem-and-leaf displays,
these summaries are easily found with paper and peneil and involve essen-
tially no computation, only counting from extreme positions,

2.1.3 The Shape of the Distribution 1n many eases a simple visual impres-
sion of a stem-and-leaf diagram is sufficient for deciding if the distribution is
symmetrical or skewed toward one extreme or another. The distribution may
also have other peeuliarities, sueh as two or more modes where many values
are concentrated. Itis, however, possible to refine the desceription of the shape
of a distribution by combining features from both the stem-and-leat diagram
and its five number summary.

A box plot, or aschematic plot as it is sometimes called, is really just a vi-
sual representation of the five-number summary table used to deseribe a stem-
and-leaf diagram. Shown in Figure 2.4 is o stem-and-leal diagram showing
how pupil-teacher ratios in the primary education level are distributed tor
I17 countries of the world. Note that the five number summary shows that
the median vaiue is 33, while the interquartile spreadis 16, The extremes are
Idand 77, and the visual impression from the diagriom i< that values tail out
toward the higher ead of the scale

Shown in Figure 2.5 i< 00 hox plot of this same mformation. To construet o
box plot the following steps are necessary

b Complete o stemeand-leat dingram and the five number
sumnury.

23 Draw acconvenient vertical ~cale which will mclude the ranyge
of numbers in the stem-nnd leat’ diagram

B Draw o horizontal Tine at the level of the median;

4 To complete the box part of the diagrann, deaw hovizontal Hines
at each hinge:

On either side ot the hinge, draw a dotted Line the bengrth of the
interquartife spread. Pliace an N to imdicate the s ahae which -
nearest but does not exeeed the end of the dotted hine, and ~top
the dotted Tine at the N1t may be that ane dotted hine will he
shorter than the other Such o tuatoon could oceur 1t the
extreme value atane end of the distribution were close to the
median while vidues taled out at the other end et ~uch a
situation oecur- i Frore 205

oy

any viduesan the stem and-leat digerim are outerde of the N
marks, indicate thee outher- with errclis

Outhiers, or those values far vemoved from ather value., are potentially
interesting and wre <pecially designated 1 the hos plotas i ~igni | to their
presence and to indicate that one mightwish tomvestigate what makes them
different from the other data points.
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Figure 2.4:

A Stem-and Leaf Display of First Levc Pupil Teacher Ratios for 117
Countries, Latest Figures as of 1974 (Unit = 1.0)

1
1t
1f 145

1s | 66677
1* 19

2. {0001111

2t 12222233

2f | 4444555555
2s { 60666677
2* 1999

3- | 0001111111
3t | 222233333
3f | 445555555
Js 1 6666677

3* | 8388999
4. [ 011

4t 1333

4f | 44444555
45 | 7777

4+ | 899

5- 10

5t |33

5f {5

5s {7

5!

6|0
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Source: UNESCO, Statistical Yea book. Mew York: United Nations, 1973 and 1974 .

From Figure 2510 very elear that the distribution of pupil-teacher ratios
is skewed toward the higher values, There are ~ix s<uch numbers which
appear outade the N marks, and they are all an the high extreme of the
distribution

Such diggrams add vetanother visual dimension toassessments of <hape,
but we will ~ce i a later ~ection that they are also uxeful when making
comparisons between distributions

2.2 Data Transformations

It was carber remarked that measures such as the mean, or median, were



Visual Data Displays 29

Figure 2.5:
A Box of Pupil-Teacher Ratios in Figure 2.4
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more deseriptive when the distribution is svmmetrical. Shown in Figure 2.6
are hypothetical distributions, one which is symmetrical about the measure
of central tendency. and the other which 1s not svmmetrical 1t <houald be clear
that the measure of central tendeney for the asvmmetrical distribution i= not
as good a deseription of zome of the extreme value< i the taal a<t i~ of the
vitlues in the other extreme,

An analyst may sometimes want 1o descrhe adistrbution by o gl
number, even though the distribution - not svtnmetricad In<uch <ituations
steps canbe taken to vield better desenptive nieasures of contral tendency, by
transtorming the orynnal datie, <z some functinnal expression. For exam-
ple, we might take the square root of cach number, or the Togarithm of cach
number, and then displav these to wee the effect upon the <hape of the
distribution. This moav vield a0 measure of contral tendeney swhich 1= more
deseriptive of the entire distribution. This i~ so becatse 1t s of ten possible, by
choosing the vight tran<ormation, to make an asvinmetrical distribution
into o roughly symmetrical one,
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Figure 2.6:

Ilustration of the Descriptive Quality of a Measure of Central Teudency, in
Various Distributions

a) Symmetrical distribution, small varfation: med{an provides a good description
of values in the distribution

median

b) Symmetrical distribution, large varfation: median provides a good description
of values in the center of the distribution, but 1s less adequate for values
in the tails of the distribution

AN

median

¢) Asymmetrical distribution: rmedian provides a bettor description of values
in the central portion and one tafl of the distributfon than in the other
tail

redian

A disadvantage of transtorming the datais that the original units are not
used in deseribing the measures of central tendencey. Instead of saving that
“theaverage puptl-teacher ratiois . 7 weend up saving that “the average of
the logarithms of pupil-teacher riatios 1~ 7 Many decision makers find it
casier to use units which hive operational meanmg irrespective of whether
the measure of central tendeney 1= a good deseription of the entire distribu-
tion or not

However, data iranstormation- enn he very usetul when comparing
groups. Transtormation= are aleo vweed to advantagze with seveias of the anal-
vsis techniques di cus-ed i bter chapters, It often happens that the mitial
analysis of i given et o datio = not very satistactory, By transforming the
data the analy~t maygion new imsghtz mto the interpretatica of results, Fop
these reasons this section witl explece the influenee of data transformations
upon the shape of o distrtbuinon. Sople rules for deerding upon whicks
transformation to use will be provided. In the following <section we will come
back to the datw m Fymure 20400 and ask how pupil-teacher ratios compare
hetween groups of nations, Toanswer this qaestion, we will have to make use
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of transformed data when addressing the “Can I believe jt?" portion of the
question,

Shown in Figure 2.7 are a series of stem-and-teaf diagrams for the pupil-
teacher ratiosin nations of the world, with each diagram showing the effeet of
adata transformation. The original data is marked x. The data marked x? is
transformed by squaring cach of the original data items and then plotting
this new set. Similarly, the diagram marked - 1/x uses the negative reciproe-
als of the original data.

Figure 2.7:

Slcm-(uzd-L('a/'Di(l,qrums of tre PupiliTeacher Data for 117 Countries, as
Shown in Figure 2.4, but under Different Data Transformations
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The important thing to note in Figure 2.7is the effect upon the shape of the
original distribution. The original distribution tails out toward higher num-
bers. It appears that the x2 transformation accentuates this tailing. The
Square-root transformation alleviates the tailing to some extent, as does the
logarithmic transformation. The other two transformations, the negative of
the reciprocal of the square root and the negative of the reciprocal, transform
the data in such a way that there are now outlier values at the smaller
extreme.

If we are looking for a transformation that will make the distribution
roughly symmetrical, then cither the square root or the logarithmic trans-
formations are good bets. The 2 transformation goesin the opposite direction
from what we want, daceentuating afeature we wish to get rid of. On the other
hand, the final two trensformations go toofarand create atail of values at the
smaller extreme,

These trends are shown quit clearly in Figure 2.8, where the box plots for
all these data transformations n e shown. Looking particularly at the outlier
values shown in the box plots, note the steady progression as you go from left
to right in the figure. The y2 transformation spreads the outlier values out
even more than in the original data, The square-root transformation has
suceceded in eliminating some of the tatling, although there are stjl] 4 outlier
values, while the togarithmic transformation seems to have done about the
best. Note that here there are three outliors, one at the high extreme and two
at the low extreme. By the time we get to the fast two transformations there
arean inereasing number of outliers.and they are all at the Jow extreme of
the distribution, :

Is there any way that one could choose o transfornution without oy
through the trouble of vomputing all the transtormations and then plotting
and comparing the distributions=" Fort unately the answer i= a qualified Ve
There ixno rule that will tel] yewesactlywhich transtormation to choose for o
givendistribution =o ;s 1o transformot into a svmmetsreal one, Bia there is
rule that will tell vay roughly how to procecd in select g transformation to
try. Furthermore, with o fow stmplecomputitions, a quite satstactory trans.
formation can often be selected.

The rule to be applied 1 <olect g the proper transtormation makes e of
the steady progressions evident i Froures 27 and 25 Note that there 10
scide fromay - toy Vi o fog vt -1 (X to-1a Moving from the ortcinal datan
o toward the a end of the <eale wall cmphasize the differences amang the
larger values i the distribution. Moving toward the -1y end of the ~citlewi]]
emphisize ditforenees amomg the ~ndlervaluesinthe distribution In think.
iz atbout how (o use this rule with the puptl-teacher data, we note thit
difference~ among Lorge valdues e abreads apparent i the orennal data In
faet, that s precisely the problem the distrthution Gide oo toward hipher
values, Tt docan Lelp mueh to move from a1 v Rather, we want (o
emphasize ditfervnees among smadl values i cevence -preading them ogt
maore than they are i the originad dita OFcomrse i we move too far toward
the -1 end of the <cale we will o ereorrectand end upwitha tind at the small
numbers,
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As shown in Figures 2 7 and 2.8, there is a scale to the transformations in
the sense that they have different effects upon the original data. Some
transformations emphasize differences in large numbers, while others emn-
phasize differences in small numbers (i.e., spread out the small numbers),
This fact permits us to make use of a general rule when selecting a data
transformation. The rule is this: when selecting a data transformation, move
along the seale of transformations in the direction that will alleviate the
tailing problem. For example, with the pupil/teacher data in Figure 2.4, the
numbers tailed out at the high end. This distribution could be made more
symmetrical if we emphasized the differences and spread out the numbers at
thelow end of the distribution. To do this we must move toward the - 1/x end of
the seale to select a transformation.

Now that the general direction of movement along the scale of transforma-
tions has been decided upon,isthere any wav toselect one transformation out
of the many possibilities still remaining? In fact thereis. It requires the use of
five-number summary figures from the original data. These numbers are
transformed with the various transformations untiloneisfound that appears
symmetrical, based upon extremes, hinges, and medians, Shown in Figure
2.9isaseries of five-number summaries for the pupil‘teacher example, using
the various transformations that initially appear reasonable. Using the
transformed {ive-number summaries, two ratios are computed for each (rans-
formation. The first is the ratio of the median-to-hinge distances. It is found
as:
~ Median  Lower Hinge

Ratio of median-to-hinge distances . ; .
Upper Hinge  Median

For example, with the original data, this ratio is given ae
3325

Ratio of median-to-hinge distances -

- bl 00
4133 :

Similarty, the ratio of t'e median-to-extreme distances is found as-

Median

Lower E
Upper Extreme - Median

! treme

Ratio of medinn-to-extreme distances

These ratios give some mdieationof the symmetry under the transformations
and save the analyst from the chore of first transforming all the data points
and then plotting them in o tem-and-leaf diagram to determine svmmetry.

If the ratiox are 1.0, 1C indicates that aparticular transformation has
sueceeded in placing the median equal distance between the two hinges, or
between the two extremes, dependimyg upan which ratio 12 question. By
using these ratios it is possible to select an ipproprate data transformation,
because we look for those transformations which vield ratios of about 1.0,
From Figure 2.9 we sce that the square-root transformation suceeeds in
producing symmetry between median and hinges but i= not so successful with
the extremes, which sti}l tajl shightly to the higher numbers, The logarithmic
transformation succeeds in producing a median value squarely between the
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Figure 2.9:

Hlustration of a Procedure for Selection of an Appropriate Data
Transformation, Based Upon Five-Number Summaries

Ratio of Medfan-to- | Ratio of Median
Transformation Five Number Summary Hinge Distances to Extreme Distances
M 33
X H 25 41 8/8= 1.0 19/44 = .43
1 14 77
5.7
X~ H 5.0 6.4 J/.7 = 1,0 2,0/3.0 = .67
3.7 8.7
M 1.52
log x H 1.40 1.61 J12/.00 = 1,33 .37/.37 = 1.0
1 1.15 1.89
M -.174
-l/ﬁ' H -.200 -.156 .026/.018 = 1,44 93/60 = 1.55
1 -.267  -.114
M -.032
-1y H -.080  -.024 .008/.008 = 1,00 .039/.010 = 2,05
1 -.071  -.013

two extremes, but causes an overcorrection in the hinges. Soin essence we've
narrowed the selection process down to two possibilitios, either of which may
be satisfactory. These same two transformations were also seen in Figures
2.8 and 2.9 to do the best job of producing symmetry when the entire sot of
data was used. The process illustrated in Figure 2.9 ix convenient because it
saves a good deal of time and extra offort.

Shown in Figure 2,10 is a somewhat more ex‘ensive seale for making
decisions about transformations of data. In prinaple it is exactly similar to
the scale just discussed, except that more transformations are included. We
will return to this figure in later chapters when transformations are dis-
cussed in connection with other procedures.

2.3 Comparisons Among Groups

In this section we will explore one approach to comparing groups. In Figure
2.4, pupil-teacher ratios for nations of the world were displaved. But we
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Figure 2.10:

A Scale for Data Transformations

X Increased emphasis on
X differences in large numbers
X 4= Oriainal data
VX (Increased emphasis
log x on
-1 differences
-1/x <
-1/x2 small

in

-l/x3 numbers

2

might expect that this single distribution contains richer information if only
we had more detail about the countries. Forexample,itisnot unreasonable to
assume that wealthier countries would be better able to employ preater
numbers of teachers, teacher aides, and administrutors per pupil than <ome
of the poorer countries. We might test out this idea by classifving nations by
some indicator of wealth - say, percapita GNP - and constructing sepirite
stem-and-eaf diagrams for each classitication. This his been done, and the

results are shown m Figure 211

Several things are obvious from Figure 210 1 does appear that the
wealthier countries have lower pupil-teacher ratio~. The median ratio for
countries with per capita GNP in excess of $2000 - 22 while the median tor
countries with per capita GNP less than $500 1535 Countres with o mid-
range per capitit GNP feam 5500 to $2000, also have a modian pupil-teacher
ratio which ix between the values for the wealthier and poorer countries, But
we can also note from the stem-and-leaf diagrams that the distributions
overlap econsiderably. Not all wealthy nations have pupil-teacher ratios lower
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than the poor countries. And the distribution for the mid-range countries
overlaps both the distributions of the wealthy and the poorer countries. The
question then arises: Can we belicve our results which seen: to indicate that
pupil/teacher ratios differ, depending on the general level of wealth in a
nation?

Figure 2.11:

Stem-and-Leaf Diagrams of First Level Pupil-Teacher Ratios for 117
Countries, by Pcr Capita Gross National Product, Latest Figures as of 1974

(Unit = 1.0)
a) GNP < $500 b) GNP $500-20n0 c) GNP $20n0+
1 ' 1. 1
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Source: UNESCO, Statistical Yearbook. fiew York- I'nited Matfons, 1977 and 1074
IntercatfonaY Bank for Beconstruction and fOevelopment. World fant Atlas,
Washington, D.C.: [IBRD, 1974 .

Overlapping distributions should EIve Us pause when comparing groups,
Consider, for example, the hypothetical box plots shown in Figure 2.12 In
part tar of that figure we would probably be quite confident in saving that
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there was a significant and considerable difference between the units in
group 1 and the unitsin group 2. There is no overlap in the two distributions.
But what about the situation in part (b) of Figure 2.12? The medians are
identical to those in part (a), but one significant change hasbeen made — the
spread in the distribution of group 2 is considerably different thanin part (a).
How does that alter our interpretation of the differences between groups 1
and 2? Can we believe that there are differences between the two groups?

Figure 2.12:
Box Plots for Hypothetical Distributions for Two Groups

2) Significant group differences b) Overlapping distributions
r X
[ x
Scale
X x
= t ]
[} o []
| B L
L 1 . ! !
x J X %
Group } Group 2 Group 1 Group ?

The spread around the median in Group 1 is relatively small, and thus the
median is a pretty good measure of the values in that group. But the problem
occurs because the spread in Group 2 is quite large. This means that our
median is not very tyvpical of many of the values in that distribution. It is far
better to make comparisons of group values like means or medians when the
spreads of the dixtributions are about the <ame. If we have t wogroups and the
spreads about the median are both small, then a fatrly aecurate statement
can he made comparing the two groups, since each median s a fairly pood
representation of the values inits distribution. If hoth spreads ave large, then
netther median is it good representation of the vilues inthe distribution, and
we may simply be faced with the situation that nothing meaningful can be
said by way of comparison unless there is litte or no overlapan the values of
the distributions. It is when there are differences in the spreads that am-
biguity most often arises, as in part thi of Figure 2.12. Can we believe n
comparison of Groups 1 and 2, when the median for Group 1 is a fairly good
representation of its group, but the median for Group 2 is not typical for many
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in its group? Without really answering this question, let’s just say that there
may be ways of getting around the problem. The method for dealing with
differences in spreads again requires data transformation,

Before discussing how data transformations can sometimes help when
making comparisons among groups, let's specifically identify some features
of group comparison that have been evident in the previous statements:

— A single number is used to represent each group. This is usually
the mean, or the median, since we want the single numbertobe as
representative of the entire group as possible.

— Groups arc compared using the means or medians representing
the groups.

— Differences in group means or medians do not necessarily indi-
cate significant differences between groups. We also must con-
sider the spread of the groups.

— Particular difficulty arises when the spreads are large and result
indistributions that overlap to a considerable extent, Depending
upon the degree of spread and overlap between groups, we ean
qualitatively assess the believability of the Eroup comparisons,

— Data transformation can sometimes help evear out spreads be-
tween groups and make for more meaningful group comparisons,

In the previous seetion. we saw that data transformations could help
eliminate asymmetry from distributions. When comparing several distribu-
tions, however, it is more important to find a transformation that will even
out the spreads than it is to find transformation that will cause afl the
distributions to be svmmetrical. In Figure 2.13 box plots are <shown of the
datain Figure 2.11, where pupil-teacher ratios were categorized by the level
of woealth of a tountry. Note that the spreads steadily decrease as wealth
inereases, The interquartile spread for the distribution of countries with
GNP of more than $2000 ix only 5, compared to the value of 125 for
countries where the GNP isless than £500 Thisi=nota severe case of unoven
distributional spreads. but forinstractional purposes the corrective ~tepswill
be illustrated.

Actually, there 1< an easy method of selecting the propertranstornuition to
equalize spreads, onee the original steme-and-leaf displays have heen pre-
pared tor each of the groups of taterest. Shown in Tuble 2.1 are o sertes of
transformations on the hinge vilues taken from the five number summary
tables for each of the stem-and-ead” diagrams in Figoure 211 We end up
choosing that transformation which most nearly equalizes the interquarti|e
spreads. As can be <een from Tanle 2 Lboththe 1 yTand 1. transforma-
tionsdoupretty ;:nmljr»hlnutv;l;:;nnl}n-pru;:rvssmn meffectsas voumove from
left to right in the figure, or down the scale presented i Frgure 2100, [f we
use the -1x transformation. on the basiz that the percentage differences
between the smallest spread and the Lurgest spread i nunimized with this
transformition, then it is g stmple matter to construet the five-number
summary table and the box plots for this transformation, without having to
Bo through the process of transforming all the data items.
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Box Plots of Pupil-Teacher Ratios

P/T
80 +

30 S

Transformations of Hinge Values and H-Spread por the P
by Country, for Data in Fligure 211

<

Figure 2.13:

Product, Data from Figure 2.10

-——X. ...

Vo=

$500

L~ <Xo

$500-2000

Table 2.1:

upt! Teacher Ratios

$2000+

forCountries, by Per Capita Gross National

Transformation
GNP Hinges [0 ortginal)  Ton x V2 P VAN

Lower 1l 32.5 1.51 -0.175  -0.031  -0.0n09

<8500 | Upper H 45.0 1.65 -0.149 022 30008

H-spread 12.5 n.i4 0.26 .00 0.0004

Lower H 25.0 1.49 -0.200  -0.n40  -0.0016

ssoo_zooo UDDEY‘ H 35.0 1.54 -Olfq -0”:9 -0.0008

H-spread 10.0 0.14 0.31 211 0.0008

20.0 1.30 -0.228  -0.050  -0.p02s

Lower H 25.0 1.40 -0.200  -0.040  -0.0016

§2000+ | Upper K 5.0 0.10 0.24 0.10 n.000"
H-spread
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Shown in Figure 2.14 are the box plots for the -1/x transformation. It is
quite evident from this figure that the median values for the three groups are
considerably different, and that there is a steady progression, with poorer
countries generally having higher pupil-teacher ratios than the more weal-
thy countries.

Figure 2.14:

Box Plots of Pupil-Teacher Ratios for Co uniries, by Per Capiia Gross National
Product, Undera Negative Reciprocal Transformation, Data fromFigure2.11
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3.0 Displays for Ordinal Data

S0 Histograms woith Interial Deata

Thehiztowram < technique fn di~play e both iterval and ordial data
In this ~ection, we willl de-oribe the ha-ae procedure for con=truetimg hy-to
grams usme ntersal daras W aee tor ardimad data will then Appriat quite
straaghtforsand . and v treated oo cection to tollow

Shown i Frawre 2 13 wre exanples of 1wo hind- of histociame-. both
~howine the dictrihuation of the averace nmber of <chool divs < attended . tor
stitesan the Frogted States We nee suchacdispli almo<t e the ~tent-and
leat dragriom A histogranm allow~ the analvst to make sone udgements
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about central tendeney, to gauge the spread of the numbers involved, and to
assess visually the shape of the distribution, With ordinal data the use is
more limited, beeause of the nature of the data, but it can still be used
visually to illustrate the shape of the distribution. This will become clear
momentarily.

Forinterval data. the basic ideas of the histogram are quite simple. They
‘an be summarized in the following steps:

a) The entive area inside the rectangular segments of the histogram repre-
sents the total number of units, In Figure 2.15, there are 50 units (re., 50
states), and we want to represent these 50 units as the total area inside the
figure.

b1 The fivst step in construct ing ahistogram is to establish class intercals
InFipgure 2.15 the numbers foraverage days attended vun from a low of 145 to
ahigh of 172, First, we divide up this range into cqual-sized intervals. How
this is done is somewhat arbitrary. but it <hould vesult n neitber ton few nor
too many intervals. Sumethimg hetween 3 and 10 ¢fias mtervils is usually
sufficient. In Figure 2 15 there ave <ix clise mtervals each with a width of 1)
units,

¢ After estabhishing cliss mtervals, the number of units falling 1n each
category iz counted. This ix the prequency for that imterval . From the table n
Figure 2151000 posaible to see that there are O states with Tod to 16s average
number of days attended per puptl. These frequencies can be converted to
percentages by dividing the total frequency for cach imterval by the total
number of units bemy considered and then mul ' vings by Tao Thys the
pereentage for the class interval 164-168 s 1y DIVTON 1S9 e 180G of
the units fall in the range from 164 (o 165,

d) Either the frequeney or the pereentage distributions can he plotted.
Along the vertical axis are the frequency or percentape valnes, The horizon-
tal axis represents the range of values, with class intervals marked off,
Typicatly the midpoint of each imterval is identified. ax they are in Figure
215 The height of cach rectangde corresponds o the frequency or the per-
centage of umits i that class interval. Thus the rectangle over the cliss
interval from 164 to 168 1= 9 units hiph onthe frequencey nstogram Part .
and is 18 units high on the percentage histogram 'art b For purposes of
interpretation, 1t does not matter whether o trequency or o percentape hise
togram ix plotted. The ~eale on the vertical ixis of the prereentage digam
canonly o from O to 100, whieh may make for ~onme degree of ~imphieity i
plotting. but etther may e plotted

As alwavs, however, there may he complication- One commaon complica-
tionoceurs when the arpanad datacare notavailable to the analy <t the dats
have already been clasatiod mto el mtervadscond the oriamal data are ot
available, two potentiat problen- conld ocear Frost the cliantervals canld
be of unequal size~ Seeondlyv one or both extreme ynteryval- could hoe npen-
ended, mearang that all units fes< than or mare than ooaven vidue have
heen grouped into ane cittegory Both of these problem- oceqr frequently.

In Figure 216, an example of a histogram with unequal classintervals and
one open-ended interval is displaved. These dita were from a Large sample
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Figure 2.15:;

Frequency and Percentage Histograms of the Average Number of Days
Attended Per Pupil Enrolled, by State for the United States: 1973-74.

a) Data
Class interval Frequency Percentage
144-148 4 8
149-153 2 4
154-158 17 34
159-163 15 30
164-168 9 18
169-173 3 6

b) Freauency Histogram
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146 151 15¢ 11 e 171

Averane 'umber of Pays Attended

Source: MNatfonal Center for Fducation Statistics, 1977 Digest of Fducational
statistics. Washinaton, D.C.c 0.5 fovernment Printinn AFF{cs, 1077 |
[
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survey of the workforce in El Salvador. Note that the intervals in the table
vary from size two (0-1 years) to size four (2-5 years). Also, the highest
intervalisopen (15 years and above). In Figure 2.16, the open-ended interval
has arbitrarily been closed by assuming that nobody has more than 20 years
of education. When reasonable bounds can be determined, the diagram can be
completed, but this is not always possible.

Figure 2.16:

Yeors of Education for the Economically Active Population in El Salvador,

1975
.
22 +
Class Freauency Percentaqe

20 F Interval
w 18 +
° L 0-1 4054 39
£ 16 1 2-5 3105 ¢
g2 ol £-8 194 19
2 a-11 781 7
e 121 12-14 504 2
~ 10 + 15+ 118 1
>,
[9) R .
€ Tatal bl 100
&4t

2+ “}__

0l—+ + + + + l + 1 >

Years of Education

Center for Studies fn teucation and Developrent, “An Assessment

Source:
of the Relevance of fducatfor fn £) “alvador," varvard University,
1977 . p. IV-14,

[t is also possible to deal with the problem of unequal elis~ itervals, us
long as we recall that it is the total area i the hestogram that represents the
total frequency. I the frequencies were plotted as expressed in the table, the
visual impression would be wrong Note that the 1054 mdividual- with oo
vears of education hiave been plotted with bar two umts wide and hewhit of
2000 105 Individuale waith -

2027 (e the total area = 2
education must he repre<ented i a bar 1 unite wide and hetrht 776, w0 that
the total area <1 - 776 STod and the bar will beoan the conreet proportion
to the bar from the 0-1 group Stmlarlv, the 1951 peaple with tos vears of
education would bhe represented oo bar 3 unit< wide with herrht of 1964 34

6555, This bar contams 197 of the area i the whole firure tpee Fipure
2160 The disadvantage of usings unequitl eliss
because to make <ensc of the Bistogeam one must recall that 1t s the area of

ritervals becomes clear,

the bars one s comparing. not just the height,
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Figures 2.17 and 2.18 show two additional histograms. In Figure 2.17,
initial incomes for graduates of postsecondary schools in the Sudan are
shown. Itissimilarin construction to the other histograms just discussed, but
not all histograms need follow this same pattern. Figure 2.18 shows one
interesting possibility. Essentially the histogram has been turned onits side
and a second one added, The right-hand side shows the age stracture in the
city of Newton, Massachusetts, and the left a comparison age stracture for
the United States. In addition to providing a visual description of the dis-
tribution, as all histograms do, Figure 2.18 uses a second histogram for
comparative purposes,

Fuiure 2.17:

Initial Incomes of Graduates of Post-Secondary Institutions, forthe Sudan:
1975 (Survey Data)

a) Data
Class Frequency
Interval
10n-199 G
200-299 16
300-399 25
400-499 109
50n-599 71
£00-699 59
700-799 37
800-R99 ¢
900-999 3
b) Histogram
120 ]
100 + {-
RN
> 60
[¥)
[ =]
@
3
g 40t
.
'S
an + 7]
o T —>
e 1en I A

Income (4n @ fo

Source: Btkas C Sanyal and lan Mersluls, “uje
, tARR 5 . rer fducation, Human Capital and
Labour Market Searentation in the “udan,"” !nternati'onal Labour Office
World [mployment Proqgramee Yorl {ng Paper %o, 10, Mapep 197e | )
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Figure 2.18:

Age Structure of the Newton, Massachusetts, Population Compared with the
Population of the United States

AGES o __T

85 J11.3 Teral City - Januory, 1975

Percent ol Popiiar gn

Source  Vincent S ilurin, & Sriiy ol Decl n 23 Enrutiments anf { ong Range Alternatives for
0rgan-1ar.0n of the Neaton Pubi ¢ Schools, Deportmert of Research and Plann.ng,
Newton Public Schenie, 1974 5 17

Evercise 2.2 Whiat features af interet are evident in the histograms
shownon Figares 2 13 through 2 1=

B Crumndutiy Froguenos (Goop,.

By constructing <omething called o cumulitive trequeney graph, 1t s
po~sthle o find values o the median and the interquaatile range of data
catevarzed in i tervals Shown o Frpore 2 19 . cammlative fre.
guenes sesphtor the datoned tocan-truct thee Bietogram of the distmbution
o educatiomal attanment i B Sudyador Shown previousy on Frare 2 16
To conatrict o conmlatine frequency wraphe the trequency connts i eael
classtntersal it e comverted imto g relats frequency percentigres:
When the-e percentae are cumnlated . the re~alti~acumrulatve frequency,
Forexamnple i Freure 2 16 the percentage of albindividuals with 5 or fewer
vearsof education < 65 49 - 209 When theee cumulative frequencies are
plotted, the diagram <hown 1 Frmure 2 19 rosults
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Figure 2.19:

A Cumulative Frequency Graph of the Distribution of Years of Education, E|
Salvador: 1975

Cumulative

Freguencx

Cumulative Frequency

6 9 12 15 20

Years of educat jon

Source: Center for Studies in fducation and Development, "An Assessment of
the Relevance of Fducation in {1 Salvador.* Harvard University, 1977 .
p. lv-14,

With this diagram i i« posstble to find o medinn valueandan interquartie
range. Recall that the median is thay pomt where 506, of the vilues are
higher and 501, of the values lower The hingre values oceur at cumulative
frequencies of 25¢; and 7470 The nterquartle range, measure of spread, 1s
just t)lt‘(iif?i'rt'llv('l)('l\\1'1-11 these two hinges Al three vilues are easily reqd
ofl the graph. The median s determined i the following mannoer: find the
509 mark on the vertical axisothe cumulat ) ve frequency axisand follow this
line over to the griaph: then drop o vertical line 1 the horizontal axis The
median value can be read off directly In this ense 10 ahout 2 year.,,
Similarly, the (wo hingesare found (o he about 0.5 vearsand 5 years, making
an estimate of the Hespread of 4.5 years.
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Exercise 2.3: Construct a cumulative frequency for the histogram in
Figure 2.17. Find the median and interquartile range, and comment.

3.3 Histograms with Ordinal Data

Histograms for ordinal data are constructed much as for those interval data,
but no class intervals can be established because of the nature of ordinal data.
Recall that such data are ordered in the sense that one category can be placed
lower or higher on some seale than a second category, but that the distance
between items on the scale is not possible to determine.

To construet a histogram for erdinal data, one again computes either the
frequency or the percentage distribution for a given category. The diagramis
similar to that for interval Jata, with the vertieal axis showing cither the
frequency eounts or the percentage values. The horizontal axis is used for the
ordered categories, which may or may not be placed next to each other. Since
itis not possible to establish distance hetween points on anordinal scale, all
the intervals are of uniform width. Shown in Figure 2.20 1s a percentage
histogram showing enrollments, by level of education, for the USSR in 1975.
Note that in part thy of the figure, the rectangles have been placed slightly
apart. so ax to aceentuate the point that these are ordinal and not interval
data.

4.0 Displays for Nominul Data

To this point we have discussed a variety of techniques for dizplaying
interval and ordinal data, 1 is now time to turn our attention to nominal
data. Recall that with nominal data there is no underlyving order to the
ategories into which data are elassified. Consequently, we eannal look for
features like central tendency or the range in the distribution, becauze these
features have no meaning with nominal data. Displays of nonunal data
typically summirize features such as absolute frequency e, counts of
things). relative frequencies (Le. percentagess, or ratios comparisons of
absolute or relative frequencies,

In this section we will deseribe the use of bay graphs to display nominal
data. and will al<o show how various summary stanstics can be computed to
describe features of the display. This is a short zection, based on the behief
that a general explanation supplemented by several examples, will provide
sufficient guidance for the use of such graphs for other purposes,

The bar graph 1s very similiar inappearanee toachistogram. [t eonsistz ot a
series of hars, separated by spaces, with the henghtof each bar proportional to
the quantity being plotted. Thi= quantity can be either afrequeney count ora
relative frequeney, as was true with histograms,

I'n constructing such a bar graph two rules of classification must be consid-
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Figure 2.20:
A Percentage Histogram of Enrollment by Level of Education, for USSR in
1975,
N
a) 80 primary
o 60 ¢
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540t
“ 20 I econdary
© i Itertiary
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b) 804 primary
o 60t
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5 40
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L
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aw N 3 R
- >
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Source: -Japanese Natfonal Commission for UNESCO and the Hational Inst{itute
for [ducational Research (Japan). “Educational Developments in
Asia and Oceania," Chart XVI, p. 21.

ered. First, the classification must be comprehensive cnough to cover all
observations involved. For example, there ix no point i omitting Catholies
from a graph showin, frequencies of students of various religious back-
#rounds, unless none of the students i< Catholie. The second rule is that the
classification must be made according toa simgle criterion. that no nuxed and
non-exclusive categories are involved. In other words, it should not he pussi-
ble to classify a single observation into more than one category.

InFigure 2,210 simple hargraph shows the urban-rural distribution of the
economically active population in El Salvador. Al bars are « wnit wide, the
heightin this case showing the relative frequency of those surveyed in each of
the two mutually exclusive categories,
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Figure 2.21:

Distribution of the Economically Active Population in El Salvador, by Urban
and Rural Region: Survey Data, 1975

4 Classi- Frequency|Relative

fication Frequency
Urban 6213 59,0%
Rural 4313 41,0

2 Total 10728 100.0

£80

w

S 604

)

&
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Y40

o

o

20
] —

Urban Rural

Source: Center for Studies in Education and Development, "An Assessment of
the Relevance of Fducation 1n £ Salvador! Harvard University, 1977 ,
p. Iv-13,

In Figure 200 Hnwuls;nunhvruxunudv(d‘uluu'gnqd1u>u110(hﬂﬂuy
frequency data. 1n (his case, enrollment 1in v;n1(nx>l)1>vstn'pn>tsvcnxnhiry
schools that offer vecupational programs i« displaved. Note that by using
shuding.thvl)jnrulluu'vhurttunl!u-uxlvndvd n»lnvhuh-ulnuhur[nvrv(ﬂ
Hﬂ}nwnntu)n'<uu1lan‘|n this Dyrure distinguishes hut“qwq)tiﬂl4xnn-;nni
part-time <tutus of the <tudents

lhn’uruphs:ln'I)]uul”}'usvd to dixplay e viesual tashion imformation
that the analyvst wishes toemphas e PW%H::lhn-d|~p|u}.4un-(un1(wn1vvy:|n
indication nlllu'tn(nllwuint>i|14wn11nn’>v\¢1xd ciateporios l'~u;dly this i~
(](lll('f})l'(Y)l]l[):lrilll\'i‘])\ll])t!h(‘x. Onepurpose 1~ 1o tapartyi-ually a feehing for
the absolute numbsers I each cittegory: o seeand Purpo~e 1= to convey how
these numbers COMPare across civtegnries lﬁnr1-\n1n;ﬂ(n Figure 2271 shows
that nlnsl4ﬂ'1h¢-vcurn)nluwIH)'n(1x\1';nq)ulutlnllln EEsalvador live in urhun
areas. This s cumple iformation, but a1« uite effectyve)y presented in a
display such as o bar Kraph, particularly where differenees I citegories gre
quite striking and the analyst wishos to make <ure the differences are
recognized by the deciston mikers rvu(hru((}n'qu)urlln’ﬂlv:nn;d}wis

Gruphsrvsvnﬂdnnul?vquvnvylnn'urnphs:nn-;dsn cammonly used with
interval data. In these 4 bar tsed to represent some summary number, For
example, in Fuuu1-2.23tlu'uvurnuv chirges Hl:lvnrnﬂ}'nf(wcuputhnuﬂ
programsare shown Hlsvhuannnlﬂnsﬁuurvthntﬁanu11prnunnn.prhvne
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Figure 2.22:

Enrollments in Non-Collegiate Post -econdary Schools Offering
Occupational Programs: United States, 1975-76

Type of School N.mber of
“articipants

Vocat{onal-technical __E (2.
Technical institute [ - a),0nn
Business/office 1 325,00
Cosmetology/barber . | 132,100
Flight EEY 71,500

Trade | ] 152,011

Correspondence 368,500

Hospital 71,100
Other | | 37,000
1,712 840 Tatal
M T ¥ T 1 Participants
0 1nn 20n nn ANn 500

Participants in 1975-7¢, in thousards
] rant-vire Bl a-tiee

Source: Nattonal Center for fa.catinn Statistics. Tke Concditiong af faucation
1977, Washinaton, 0.0 % fnyarnment Printins A TT IR LRSI S

schools charge more than public one~. and that for both public and private
schools the ringe i averase chirzes 1« cabcantial the moet eapensive
costing 2 to 3 tumes the Jeast expen-as e

Note that graphs bike those i Fryrre 2 238 are comparable to the hox plot
deseribed o an carlier <ection The maon mtent s o Hus=trate asummnry
number deseribane the underfvinge distrbution o imtersal s adue. In Fiyure
2280 averane chanres are Shown by Provrins Dupe For each progiam type
there are o number of spectfie proveames that were ueed n cotputing the
average But it i anls the average that i~ deplaved Micangeos mformation
on the shape of the distobution and on meaeure. of spread This additional
iformationat avalable canhelp when we want to decde Hos much impor-
tince to plice anappavent ditterences between as e g o medians I the
origmal datacave not acces<ible. however, e by iraph canbe etfectively
used to Thustrate <uch difterence- m centra! tenden e

S50 Displese of Dita Catvgorised o0 O Wi -

50 Statvstical Maps for Use woith Georaphieal Categories

Goographical variation i teacher-pupd ratios, per papil expenditures,
achievement, or other educational inputs or outcomes are of concern to
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Figure 2.23;

Charges for Occupational Programs Offered by Non-Collegiate
Postsecondary Schools in the United States

Type of Program
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pilot training
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Source: National Center for fducaticn “+atistics. The Zonditior of
Education 1977, Washingten, N - oo fioverrmont Printing “ffice,
197/‘, D (1
educitors The <tat-tiead map ofler one e conet=e et hod ot displaving
such variation by peorraphical amte The nion ide = 1o svinbolize varying
frequencies ar fevel- of activ ity by various ~hadimgs drom hight to dark, for
exampler Fach geopraphie unit on a map s chaded o particular way to
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represent the level or frequency of occurence in that particular area.

An important part in developing a statistical map is the definition of the
geographical area. Educators are mainly interested in geographicareas that
also coincide with administrative units. School systems or regional educa-
tional districts might be appropriate in some countries. For smal| maps, the
actual districts from which single schools draw students might also serve as
the geographic unit.

While there is a good deal of theoretical work developed around statistical
mapping, particularly as performed with computers, the rudiments are
nonetheless simple:

— A geographicarea of interest is mapped with internal boundaries
representing the units for which data are available for display.

— Several class interval s are established tusually four or five are
sufficient for statistical mapping), so that each unit for which
data exist can be classified into only a single elass interval,

— Euch elass interval is represented by a different form of shading

r design.

— The map is then filled unit by unit, cach unit according to the
shading or design representing the class interval in which the
data for the unit fall.

— Akeyisincluded which indicates what elass interval corresponds
to a particular pattern of shading.

Suppose, for example, we wished (o represent. on o statistical map, the
average levels of educational attainment in African countries, The gen-
graphic area of interest 15 Africa. The internal boundaries comeide with
country boundaries, <o this type of map = readilv avanlable, Our dota in this
example represent aversge educitional attinment an each country, We
wouldlikely plot these figures in o stem-and-reaf diagramand then decide on
approprizte chss intervals After this i done, cachimterval i~ represented b
adesignorshading. In the fingl stepoeach conntry on the map s Hilled inwith
the appropriate shading, Suppos<e the mverage level of edueational attiin-
ment incountry X is 6.3 vears and this fadls i the clies interval 6.0 - 4.9,
represented by o desion of the follow g K Thi~ de<ion would he geed
W Al in the area within country X' boundires

Shownin Frgure 2 24 120 atat<teal map ob the nited States. <howinye the
changesinschool-aue population due to meration The advintiage of statist-
cal mappimgs 1~ that veographical patterns hecome readily apparent Inthy.
examplestates with the lurgest prreentage of -chool-ase population immeregse
ciatsed by migration tend to e i the westers part of the country. States
losing ~chool ave children becanse of mirtion are tound 1o the nuddle and
castern parts of the conntey. The neelulne-~ of ~tati=tical miaps occur- he.
cise peographical savation i the varable of interest i~ made readiy
evident Statisteal maps could tind wider t=ean educational planning but
have not vet been fullv utihized. There are ~everal computer routines heing
developed which plat <uely maps. and 1t seems certam they will receive
increased uae !
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Figure 2.24:

Change in 5- to 17-Year-Old Population Due to Migration, for the United
States: 1970 to 1975,

Incregsat by [-] irsy o iy l-’v Invanyg . Sta 9. - 157wt myre

Dacreasig

— W3 —J

Natfonal Center for [ducation Statistics. The Condition of Education
1978. MWashington, D.C.: U.S. Government Frinting Office, 1978 . p. 33,

5.2 Displavs of Time Series Datu

When data are collected on a single variable,

but for different points in
time, the set of data is commonly called atime

series. Knrollmentsin s school,
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collected for the past ten years, is just one example of data in a time series,
Short time series, of two or three different points in time, are conveniently
displayed with a histogram or bar graph. But longer time series are effec-
tively presented in graphical form. Graphs are particularly convenient for
portraying trends and, of course, can lead to questions about the source of the
trends or its impact. Graphs can vary enormously in design, and no attempt
will be made to discuss all varieties that might be appropriate for educational
planners. Rather, examplesare given which demonstrate possible variations.
The utility of such graphs, in any event, is similar to that described for other
displays earlier in this chapter, The intention is to display data in such a v ray
that patterns or other features of importance are made apparent,
The mechanics of constructing a time series graph are fairly simple:

— It is assumed that data have been colleeted on a variable of
mnterest for a number of time periods ti.e., vears, months, days,
etc.);

— The data are plotted on a coordinate system much like that used
for constructing histograms. The vertieal axis, also commonly
called the Y-axis, is used to represent measurement levels appro-
priate to the variable of interest. The horizontal axis, also eom-
monly called the X-axis, is used to mark off the time periods,

— The origin, or zero point for hoth axes, occurs where the horizon-
tal and vertienl axes eross,

== Each combination of data and the corresponding time period is
located on the graph and indicated by a point.

— After i)lnlling the data points, the points may be connected with
straight line segments or left to stand alone, i that <eems prefer.
ahle in the situation.

Shown in Figure 2 2500 i 4 display of the vearly births 1n the United
States, from 1910 to 1975, With nearly unnver<sal attendance 1n clementary
school, one would expect to see enrollhments 1 primary grade | refleet birth
batterns quite closely, and tota) clementary <chool enrollments to reflect
birth patterns to some extent. Shown an Figure 2 2500 are vearly en-
rollments i (he firs grade of primary <chool. Note thit the enrollinent
balternisguite simular to the trend= in births hut Lyggred by St 7 vears 1t
not hard to predict the trend in enrollments bevond 1976, barring unusual
cireumstances. Followim the birth pattern firstarade enrallments will riee
for about two vears and then falliyrann for 4 to & VOArs

Figures 226 through 227 <how additional yee. ol time <eres educational
data, displaved in sraphocal form Note that 1t 1« possthle to mtroduce mope
than one variable on graph For example, Fiymure 2 26 chows educition
expenditures per student by inetiution. of hyzther education, It the data are
plotted for all tnstitutions, the heavy hine results It the data are avaluble
according to the public privite control of the institution. then two additional
lines result. From this plotat s abvious that aver the time period involved,
private institutinns have spentmore per student than publie Institutions,
and that the gap has widened slightly,
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Figure 2.25:
Births, 1940-1975, and First Grade Enrollments, 1952-1976, for the United
States
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Source:

U.S. Bureau of the Census, Current Population n?mns. Series
P-?25, No. 601, “"Projections of the Population of the United
States, 1975 to 2007 Mashinqton, D.C.: U.S. Covernment Printing
0ffice, 1974 , Table 1, National Center for foucation Statistics,
Digest of Fducational Statistfcs. Washinaton, N.C.- U.S. Govervement
Fr?n'ﬂhq Bfflce, varfous years .
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Figure 2.26:

Education Expenditures per Student, by Institutions of Higher Education, for
the United States: 1965-1976.
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Source: National Center for Education Statistics, The Condition of Education
1977, MWashington, D.C.: U.S. Government Printing Office, 1977 . p. 59.

Three variable graphs can also be effectively displayed using a cumulative
pattern if frequency counts are of concern. This is made elearin Figure 2.27,
where Master's degrees conferred from 1900 to 1976 are also shown by sex of
the recipient of the degree. Since the total number of recipientsis just the sum
of the males and females receiving degrees, the area between the “total” line
and the "male” line represents degrees awarded to females. Clearly there has
been remarkable growth in the number of degrees received recently, this
being true for both sexes.

Exercise 20 What does the graph o Figure 2.27 tell us about the
relative distribution of Master's degrees between males and females?

A final, and an important, use of graphs should be mentioned. The inter-
rupted time series design with comparison seres s fairly powerful research
design tsee Volume Hyand these kinds of dataiare very effectively presented
in the form of & graph. Figure 228 shows a graph which tlustrates the
apparent impact of the introduction of a particnlar <triam of wheat into
Mexicoin 1961, The vertical line indicates the time of theamntroduction o the
innovation. Data tor Arprentina and for Chile are icluded as controls to
indicate that there was rough comparabihity between the three countries
prior to the time of the introduction of the Semedwart wheat i Mexico in
1961, but ¢ widenminyg gap after the intraduction Not all of this may be
attributable to the particular strain of wheat, however. Note that even prior
to 1961 the wheat vields in Mexico seemed to be inereasing more substan-
tially thanin the other two control countries. So some of the apparent effect of
the Semi-dwarf wheat may actually be attributable to a continuation of other
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factors that would have continued to increase wheat yields in Mexico even
without the new form of wheat.

The rationale for developing such graphs is this: controls are used for
conumrmonpunnmemtheinnovaﬁonis]oaﬂedataparﬁmﬂarpohninthnm
andthetrendsbeﬁnvzuuiaherinnnducﬁonoftheinnovaﬁon(brnlthcbusm
for assessment of the impact of the innovation. Without the use of the control
groups the technique is less indicative, and arguments have to be based on
changes in the slope and level of the single trend line involved. This is always
risky.

Figure 2.27:

Master's Degrees Conferred, for the United States: 1900-1976
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Source: National Center for Education Statistics., The Conditions of
Education 1977. Washington, D.C.: U.S. Government Printing
0ffice, 1977. p. 65.
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Figure 2.28:

Introduction of Semi-Dwarf HYV Wheat in Mexicoin 1961: A nllustration of
the Interrupted Time Series Design With Comparison Series
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Source: Donald T. Campbell. "Focal Local Indicators for Social Proqram
Cvaluatfon! Tn Marcia Guttentaq, ed. Cvaluation Studies Review

Annual, Vol. 2 (1977), p. 134, Reprinted with perission

6.0 Summary

In this chapter, a number of analysis techniques, each having o visual
component, were described and illustrated with exatples. The choice of
technique is determined by o wide variety of factors, including the level of
measurement for the variables involved, the quantity of dita being useld:
whether the analyst has access to the origina’ data; how the vaciables are
ategorized, with greographical and time sertes indicating special types of
analysis; and, finally, the intention of the awilvst Inoall cises, however, the
objective of using visual data display techiniques 1< to make elearer the
important features of the data, whether these features are measures of
central tendency, the spread of the distribution of numbers, thepreneral <hape
of the distribution, the pattern of preographical variation, the trend oy er G nie,
or some additional feature,

In this chapter the reader was also mtroduced to the coneept of transtorm -
ing the onginal dita, for purposes of achieving better analysas For example,
when comparing two or more groups, we found it useful to tran<iorm the
original data so that the spreads anterquartile range or virriance of the data
in each group was roughly comparable Makiog valul comparisons, us we
gaw, 1s sometimes difiicult, and requires work i addition to the ceanputation
of measures of central tendency for each proup.
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7.0 Terms for Review

stem
leaf

mean

extremes

hinges

median

variance
interquartile range
outliers

class interval
histogram

bar graph
cumulative trequency graph
Statistical map

box plot

central tendency
spread

shape of 4 distribution
data transformation
pereentage frequency
frequency ¢onnt

time series

B0 Practice Exererses

Lo Assessing the Impact of fluctuating envallments on the cost ofeducation
Was ane of the principal mandates given to 4 amal] Froup of analysta hy
educational authores I North Central . From the duta avarlable 1o the
planners, they selectod average teacher salaries o< onge medsure of the cosq of
education. Shown o Fure 220 gy Sverage teacher <alares tor 1o ran-
domly selectod school districts i 1he reon Construet ~temeand-Jeat diy
Framof these values ;ind fvenumber summon Yable Comment on some ot
the important featupe. of this dnadvai~ I 1hy datio were to b transtormed <o
astomake i more o tmeteieal dhisterbit o whiat an=tormation~ mrht fo.
tried? Why wauld .y analvet want to maks such o transtormatyog

2o Shown n Froure 2 300 g Bve-numbeg SHIIEGrIe~ of average salaries,
by the <tze of the schoal distriet, for 100 randomh selected wehool distriets,
Make box plots of th. ttornetion and Compare how average saliree ditfer
by size of the sehool di 1 et Wauld it he vseful making this comparison, to
transform the dity I w0, SULHESE A transtormation that miht work . \k'h.\' s
1 chat <uch transformations of dat. ire usefyl”
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3. Shown below are frequency counts for ordinal variables of interest to
North Central analysts. Construct histograms based on this information, For
the variable District Size, construct a cumulati.e frequency graph and
roughly determine the median and H-spread. Comment on the distributions
of District Size and Enrollment Trend.

Variable ~__ (Categories  ppso) ute_ frequency
District Size
0-299 49
300-799 166
800-1769 124
1800+ 97
Enrollment
(2 change)
107 or more 59
-97. 33
+5% to -bHY 165
-61 to -9° 76
- 107 or below 103

4. How might a statistical map be used to advantage to illustrate averiage
teacher salaries i the school distriets of North Central?

Fipure 224,

Average Teacher Salaries in 100 Randomis Selected Schood Districts in Nurth

Central
249 278 N0 6P JHN ARSI S R 253 ARl
294 260) 24N KR} ’h7 A arl 130 SR 291
309 297 LR 2] it Rl 2 ARin Jar JHA
2719 AR i gl 20 R i [ER} 134 2
n/ 260 e A 144 1 R ing RCE e
JEN “ny N i i N o T 1y g
207 121 17 IR A i RREI PR S 219
314 a0 N i Ci o o KRN o ny
26y e Rt Ol 1an 4 RRES 128 s AR
2on a7 Y A 2N JRA J8a Jeq FUu 243
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Figure 2.30:

Five-Number Summaries of Average Teacher Salaries for 100 Randomly

Selected School Districts in North Ce

ntral, by Enrollment Size

2ze
District Enroliment
Summarfes

0-299 300-799 800-1799 1800+
N 10 46 29 15
M 270.5 278.5 289 294
H 260 281 266 298 273.% 313 282 308.5
1 220 294 230 371 258 352 2€2 346




Visual Datu Displays 63

Footnotes

!See, for example, the computer routines offered by the Harvard Laboratory
for Computer Graphics and Spatial Analysis, Lab-Log, Cambridge, Mass.,
1978.
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CHAPTER 3

Tables of Counts

Gary Lewis

1.0 What's Ahead?

Table 3.1 presents information about second and third-year students in the
Botswana Brigades, which is an education program designed in part to
provide basic vocational and technical trianing Inothe table there s informe-
tionon the age and priorwork experience of the Brigade students s veved
The table shows counts of <tudents th eertam chavacteristies We find. for
example, that there are 72 <tudents whao e sonnger than 20 and who han e
had no work experienee priovtothe Brigades Tables of counte. <uch - Table
B are also commonly called conting ey tablis and ane frequently and
easily constructed usinge dati cominon meeducational planming <mution-

Tahle 31

Auble op Count. Shog i e and Pryor Wl Eopnraonay or g Nample of
Students on the ot o Brocades Turs

‘!‘ il
Prior YWorl e
Experience Totals
a0 N4
Experience 17 af e
No experience 7? £0 141
Totals 4 Iy 194

Source: Herbert “uchernm Marerwa, 'The Tlanning of ior-Formal {ducation for
Rural Youth feolovment:  An Analvsie of Training in tre “0tewang
Briqadesy  NSATMarvard Ylanning Frotect Repart; later Fa.l Thesis,

Hdrvard Griduate “cheal of Pucatien, 1oy

Usine Toabde 31wy, Bkt there s o aewndnotion betworn the e of
the <tudent and worl, experience betore entering the Brigade. Wi N prect
that older <tadent - \\nul(lh.n\rmnu'\\nrl\v\pvrn-nwllmn\nlnn_:--r~1udvm~
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Notethatend)vnrhﬂﬂein1¥ﬂﬂ03.2hastwocatcgoﬁes.ThusthetaMeturns
outtobea 2 x 2 or "2 by 2" table, and is read as the number of rows by the
nurnberofcohunns.Theruunbersaroundthetableperhnetergivethecounts
of people or things in the various categorics of each variable. For example,
there are 8 people who are short and 12 who are tall; there are 5 people born
between January and June, and 15 born between July and December. The
total number of people, 20, is called the total N. The values around the table
perhneternrocn”edthernanghpds,bccnusethcy:nn:ﬁnnulutthcrnurginsof
thetnbkLThenunﬂuwsinﬁdetheudﬂcnreeudlmndtobcinoncof[heccﬂsof
the table, For example, there are 9 people in the lower right-hand cell,
indicating there are 9 pcopIO\vho:nx*b0H1lulluruihurnlun\vccn.lub'und
December,

Table 13.2:

ATubleof Counts Hlustrating the Indvpendence ol Hewhtand Month of Birth,
for-a Hypothetical Sample of People

a) Table of counts

Birth Month
Height Totals
Jan-June July-Dec
Tall 3 9 12
Short 2 6 8
Totals 5 15 20

b) Percentage taple

Birth Month

Height Totals
Jan-June July-Deac

Tall 60 o0r 6Ny

Stort ane. 40° A0

Totals 1002 100% 1002
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Height and birth month are independent if having information about the
month of birth does not assist us in predicting height (or vice versa). From
Table 3.2(a) we know that 8 out of the 20 beople, or 40%, are short. The
question of independence then comes down to this: does this percentage
change if we know something about the birth month of the individual,

Table 3.2th) shows the data converted to percentages, where the percent-
agoes total to 100 along the columns. Note that the columns are identical to
each other and to the marginal column, Forty percent of people born in
January to June are short, just as 10% born induly to December ape short,
and just as 0% of all 20 peaple are short, In other words, knowing the hirth
month of the 20 individuals would not help us predict their height (e,
whether they were short or tall,

If we had the original data, we could construet o game in which each
person’s height tas short or () was written on a piece o paperand put into o
hat. Then we could draw out these picees of baper, one at a time without
looking at them, and guess whether the person was short or tall, Presuming
wewent with the odds ench time, we would always roess they were tall, and
would end up being right 6070 of the tme and wrong 49 of (he time. We
would make thix sume prreentageof errors even it we were firs told whether
the person was born in Jinuary to June or July to December, This is what 1=
meant when two vaviables e deseribed s being independent,

One very <imple method, then, fordetermining whether two varables e
independent, s represented in the table, is (o compute percentiges Tlhese
are normadiyv computed <o 1ha the pereentages <um o Lo, for the
categories of the mdependent vaviable In the present exaniple, with birvth
month and height, wy thought of hivth month as the independent vipahle
that mipht help us prodict 1he dependent variahle, hehto Boodh month was
tabled us the columns, and pereentages were caleulated ~o tha they would
sum to 1O for each categors of birth month. This pernnts us to make
COMPATISONS (e Onn catecories of he dependent virahle I Table 32 theee
comparisans showed that (he pereentages were identical . oud henee the
viariables qpe mdependoent

2.2 Avsociation

Twovariables e wand () be ascociated 1f thes are not tndependent. What
would i table Took fik o the two variahles Wereassocntted? Table< 3 300 and
thy <how additiong] bvpotheticad dat for hetght and birth inonth i whieh
there s an as=ociaton hetween the vinrrahlos Themargmal<: o he S s
intheprevious datag Table 2 2 Forexample, 1o, of the penpleare <hort .
before But the ol vialuesm Table s 3 diftertrom tho~en Tanle Jomeanimy
that the coll percentme. HEditter s welt Thepereentaged e - ~hown g
Table 8 Noe what would Bappen now 1 we plaved the Zame vith the
names in the hat 1w ke nothig about the baprh month.we we ald <)
guess tall for everybody, and ond Up making nnstakes 100, f the cine vhs
assumes rational behavior, betting on the oddy and not Kuessimg with
hunchest On the other hand f we wepe 1 told the birth month of the
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individual, we could do considerably better (han this. If we are told that the
person is born between January and June, then we would guess that the
bersonisshort. Sinee 807 of these people are short, we would make mistakes
only 20% of the time. Similarly, if we were told that the month of birth was
between July and December, our guess would be tall, and we would be wrong
only 26.7% of (he time. In other words, knowing something about the month
of birth is a considerable help in predicting the height of the individuals in
Table 3.3. In such cases, the variables are not independent, but rather are
said to bhe associated.

Table 3.3:

ATableofCounts Hlustrating A ssociation of Height and Month of Birth, foru
Hypothetical Sample of People

a) Tahle of counte

Birth Month
Height —— Totals
Jan-June July-Dec
Tall 1 11 12
Short 4 4 8

Totals 5 15 20 ’

b) Percentage table

Birth Month ’
Totals
Jan-June July-Dec ’
201 73.3% €0¢
802 26.71 407
1002 1002 1001

Table 3.4 iNustrares anadditional situation where association exists, In
Table 3.4, however, the Assochithion is <aid to be perfect becanse all abservy.
tions oceyr only in selected cells, In this case, all boys are enrolled in the
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program A and all girls in the program B. There are noboys in program B and
no girls in program A, for reasons unknown.

Table 3.4:

A Table of Counts Hlustrating Perfect Association Between Type of Program
and Sex of the Individual, for a Hypothetical Sample of People

a) Table of counts

Program Type
Sex Totals
A B
Male 10 0 10
Female 0 20 20
Totals 10 20 30

b) Percentage table

Program Type
Sex Totals
A B
Male 1001 01 33%
Female (634 100% 67%
Totals 1001 1007 1007

In Table 3.5 another important aspeet of association 1~ demonstrated
When the variables are both ordinal in nature, we can speak of the direction
of the association. Comparing across the pereentaged table, for Low Farn-
ings, we see that low levels of educational attiunment tend to go with low
levels of earnings. Similarly, high levels of educational attiunment tend to go
with high levels of earnings (62.5% of those with high educational attain-
ment have high carmngs, while only 16,7 of those with low educational
attainment have high carnings). When low viadues of one variable gencrally
go with low values of the seeond variable, and high vilues of the first
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generally go with high values of the second, the association is said to be in a
positive direction. When low values of one variable generally go with high
values of the second variable, the association is in the negative direction,

Table 3.5:

A Table of Counts Nustrating the Direction of the Association Between
Educational Attainment and Earnings, for a Hypothetical Sample of People

a) Table of counts, showing low educational attainments generally occurring
with low earnings, and high educational attainments generally occurring

with high earnings.

Educational Attainment
Earnings Totals
Low High
Hiah 10 25 35
Low 50 15 65
Totals 60 40 100

b) Percentage table

Educational Attainment

Earnings Totals
Low Hiah

High 16.77 €26 35T

Low 93.3" 37.57 657

Totals 100 100~ 100
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In summary, then, there is a very simple proeedure for determining if two
'arhdﬂcsurcindcpcndentorussucnucd.ﬂndIbr(kncrnﬁningthC(HrccUOn(ﬂ
the association if the variables are ordinal. All one needs to do is compute
porcentugosinth(Hrccthnnofthcindcpvndentvnrhdﬂc.Slunvnin'EdﬂcILG
is the information for the Botswana Brigades again, but this time also tabled
by;xnventngo&ltiscusytnsoclhn(ugonndcxpcﬁcnccnrcnnlindcpondonL
thatinfact they are associated. Furthermore, we see thatayoungerage tends
togo with no experience. This is seen by comparing across the columns, along
the row for "No Experience™ 85.7¢; of those vounger than 20 have had no
prior work experience, while only 60 of those older than 20 have had no
prior experience,

One final note chould perhaps be sounded. Note that association does not
mean that there 1s necessarily a causal relationship between the variables,
although this is certainly one circumstance vielding association. Two
viriables can be associated, with no causality involved. if there is o third
variable related to each, If for example apersonsage affects hoth his income
(through seniority) and his physical strength, then strength and income will
be associated even though there is no causal mechanism operating to pay
strong people differently from weaker people,

Table 3.6

A Pereentaged Table Showing Ageand Prior Work Experience fora Sample of
Students in the Botsuana Brigades, Data from Tuble 3.1,

Pri hoe

rior Work

Experience Totals
20 20+

Experience 14,37 40% 29,1~

No experience 85,72 60~ 70.9

Totals 1007 1907 100v

24 ‘I'/Iu' (' Nejleary ‘,IHI\IH'N nf I/l(/l'llt’/ll/t'/“i‘

Computing and cotnpartnge coll perecntayen - ~tmple method of deter-.
ourang b tw o varables as represented by the tabled data, are mdependent
In this section we wall diseies one additional niethod for deterniming inde-
pendence, volving the computation of o number called the Chisquare
statistie,
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shown in Figure 3.Tian, what eell values would make these variables inde-
pendent? This is casily answered if we return to the carlier example in Table
3.2c0 and thy. There we saw that independence oceurred when the pereent-
aged cell values were identical across any given row (for a table with pereent-
ages computed so they sum 1o 100 in the columns). So it is possible tu
determine cell vadues under an assumption of independence by first comput-
g the vercentaged figures for the marginals, as in Figure 3.1th). We know
that it the caviables ave to be independent, the number in cells marked a and
bin Figure 3.1t must be 409 of their respective column totals. Similarly,
the cells marked ¢ and  must be 607 of their respective column totals, So if
the two variables are independent, the value in cell @ must be 400 of 50, or
20,

It is possible to compute coll values under the assumption of independence
tor each of the other cells in exactly the sample manner. For cell d. for
example, we would have 160030 18, Note. however, that there is o faster
method for filling in the cell values, as shown in Figure 8- L, Here we make
use of the fact that cell values must add together to give the appropriate
marginal numbers, So it we know that cell « is 20, with independence, then
cell b must be 12 because cell a and cell b must add together to give the
margimal of 22 Similarly, cell ¢ must be 30 and cell  must be 18, Onee any
cell value is obtained fora 2« 2 table,iti= possible to il in all the rest of the
cell vadues stmply by using the marginals and the single-cell value to deter-
mine what the others must he,

Figure 3.1

Computation of Cell Values for a Table of Counts, under the Assumption of
Independence

a) Marginal values

‘ Educational Attainment
Earnings Totals
Low High
High a b 32
Low c d 48
Totals 50 30 8n
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Figure 3.1;

conlinued

b) Percentaged marginal values

Educational Attainment

Earnings Totals

Low High
High a b a0
Low c d 60%
Totals 100% 1007 107

c) Camputation of firgt cel) value
Educational Attainment

Earnings Totals

Low High
High .40(50)=20 32
Low 48
Totals 50 30 80

d) nther cells filled in

Educational Attainment

Earninas Totals
Low High

High 20 12 32
Low 30 18 48
Totals 50 30 80
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If the table is Larger than a 2 « 2, thep more than o single cell value is
required betore the rest can he casily determined. In general, if there pre R
rows and Ceolumns, it will take (R-11 (C-1) eell values before the rest can be
automatically determined. Soifwe have o table with 2 rows and 3 columns, a
2 Btable, we would need a minimum of (2-10 (3-1r - (1 120 - 2 cell values
before the rest can be determined.

Fxereise 3.0 Shown below is a table for some hypothetical data. Com-
pute the eell values under the assumption of independence.

Variable B
Variable B Totals
Low Medtum High
High 100
Low 50
Totals 48 7?2 30 150

“Inee the expected eell values are computed. it is a simple matter to
cadeulate Chissquare. In Figure 3.1 we computed expeeted cell values for a
table of Farnings and Educatinnal Attaiment, under the assumption of
independence. But suppose that the values that we actually found with our
data were those in Figure 32000 We see that the expected values and the
actus " values are diftferent. Henee the variables s represented in Figure 3.2
are assoviated. This will also be indicated by o Chi-square value which is
positive, as shown in Figure 3200,

fverciae 3.2: Compute the t hi-square value tfor the data on the Bots-
wana Brigades i Table 3.1,

Chi-=quare values that are close to zero indicate that there s near inde-
pendence. But unfortunately Chisquare it<elf cannot he used (o issess the
degree of issociation between virsblos, This s troe hecause the statistie has
no tixed hound< The mapnitude of Chi-square depends partly on the total N
cthe total number ol itenyam the tibler and parthv onthe number of rows and
column~ in the table. Becinise of thi-. Chisguare can only he used o nasoss
whether two v hles e mdependent I they are not additonal measures
deseribed i the nest section must he used to determime the strength of the
dsxoctiation.,
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Figure 3.2:

Computation of Chi-Square for Some Hypothetical Data on Educational
Altainment and Earnings

a) Actual data

Educational Attainment
Earnings Totals
Low High
High 10 22 32
Low 40 8 48
Totals 50 30 80

b) Expected data from Figure 3 1(d)

Educational Attainment
Earnings Totals
Low High
High 20 12 32
Low 30 18 48
Totals 50 30 80

c) Computation of Chi-square

2 2 2 2
Chi-sauare 40-30 8-18 (1n-20 22-12
L?o‘l * g ¢! ‘zb—l * er-l

= 3.33 + 5,56 + 5,00+ 8,33

n

L

22,22
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Note, too, that care has been taken in the wording of the uses of Chi-square.
If we are using population data, there is no hesitation in interpreting Chi-
square, because all units are tabled. If Chi-square is not zero, the variables
are associated. However, if the data are a sample drawn from some relevant
population, it might be possible to draw a sample in such a way that the
Chi-square value computed from the sampled data would be different than
the value computed from the entire data set. For example, we might find a
small positive Chi-square when in fact there was no association between the
variables for the entire population. Determining whether or not a particular
Chi-square value is sufficiently large for us to helieve that an association
exists is one of the eoncerns of inferential statisties. In such cases the analyst
wishes to make infercuces about the population from the sample data and is
concerned about what degree of confidence to place in the sampled results,

In some educationa’ decisions, knowle dge of the situation and an assess-
ment of the closeness of actual and expecied cell values may be sufficient to
determine whether the vartables are associated. However, the values in
Table 3.7 can provide some guidance. If the sample has been randomly
selected and if the total N is large, a Chi-square value in excess of the tabled
values can generally be considered large enough to conclude that there is
association hetween the variables, even at the population level, What is
meant by a “large total N” is open to some conjecture, but a rule of thumb is
sufficient: a sample is considered large for 2 x 2 tables when the expected
values in each eell exceeds 10. For larger tables the expected values in cach
cell should exceed 5. If, in fact, the assumptions about the sample are not met,
particularly if the sample was not randomly sclected, then little confiderce
can be placed in the Chi-square value.

In'Table 3.7, R stands for the number of rows, C for the number of columns,
"To use the table, one must first compute (R-1) (C-1), and then find the
appropriate tabled value. For a2 » 3 table (R-1(C-1) = 2, and we find that
any Chi-square value of 6 or higher must be considered large. Insuch eases it
is likely that evon for the population the two variables in question are
associated.

.

Exercise 3.3 Assume that the data in Table 3.1 for the Botswana
Brigades are for a randomly drawn sample of all students in the
Brigades. Is the value for Chi-square computed in Exercise 3.2 suffi-
ciently large so that we could assume with a fair degree of confidenee
that age and prior work experience are associated for the entire popu-
lation of Brigade students?

It was said previousty that we could never be sure that the results for our
sampled data would also hold for the population data. If we use Table 3.7 to
determine whether or not we have a large Chi-square value, just how confi-
dent can we be that our results are not some chanee vecurrence and quite
different from the population results? To answer this question, assume that
we had a population for which we had complete information on two variables
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Table 3.7:

Chi-square Values Large Enough to Assume an Association, by Table Size

Table Size Values Considered Large Enough
(R-1)(C-1)2 to Assume Association
1 4.0
2 6.0
3 8.0
4 9.5
5 11.0
6 12.5
7 14.0
8 15.5
9 17.0
10 18.5

a
R = number of rows; C = number of columns.

for all the units. Further assume that for the population the two variables are
independent. We can randomly select o sample of this population, table the
data, and compute a Chi-square value If,in fact, we repeated this experiment
may times, randomly drawing a sample wad computing a Chi-square value,
we would find that in only 5% of the samples would there be a Chi-square
value larger than those shown in Table 3.7 1f we have o 2 - 2 table, for
example, where (R-11C-1 1 only 5% of our samples would have a Chi-
square value larger than 0, when in fact the Chi-square for the entire
population wis 0.0, tn other words, if the assmnptions necessary to use Tabhe
3.7 are met, and we compute a Chissquare value larger than the apy priate
value in Table 3.7, we will make the wrong inference about the population
only 5% of the time. About 5 times out of 100 wi will assume there is
association between the variables when in fact there is not



80 PLANNING EDUCATION FoR DEVELOPMENT / Data Analysis
_ —_—

3.0 Measures of Association

Several measures have been developed to assess the strength of the associ-
ation between two variables. All the measures developed have restrictions to
their usefulness, and hence may be appropriate in some circumstances but
not in others. Four measures of general use will be discussed in this section,
with an indication of the restrictions that apply to each,

3.1 Cramer's V,

The Cramer's V statisticis based directly on Chi-square. Recall that in the
previous section it wag stated that Chi-square was not appropriate for
measuring the degree of association because it was not bounded, but rather
depended on the total N and the number of rows and columns in the table,
Hence comparison of two Chi-square values based ondifferent total N's would
not be meaningful. Cramers V alleviates this drawback in Chi-square by
taking account of both N and the table size, The formula for Cramers V is
given as:

Cramers v |~ Chisquare - N (3.2)
N - R-1or (-, whichever is smaller)

Cramers V runs from minimum of zero when the variables are indepen-
dent, to a maximum of | when there is perfect assoctation, as in Table 3.,
This statistic, with bounds of zero and one, gives a feeling for the degree of
association between the variables, but not for the direction of the association,
Forordinal data we wantto know if high leyve)s of one variable tend to pgowith
high orlow levels of the second variable. Thus ( ramers\Vis tvpically used for
tables where the viariables are nominal level,

Exercise 3.4 Uge the Chi-square valye computed in Exercise 3.2 (o
compute Cramers V for (he Botswang Brigades data,

3.2 Yules

Ifatables2 v, very simple measure of association called Yule's Qcan
be computed. Shown inF e 340y reneral 24 2 table, where the cell

vitlues are representod i . To compute Yules Q. the following formula
is used, where the svno, “hose given in Figure 3.3,
Jhe ad (3.3)

Yule's ¢) = e
* be + ad
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Figure 3.3:
An Hlustration of the Computational Formula for Yule'’s Qa

Variable X
Variable Y Totals
Low High
High a b a+b
Low c d c+d
Totals a+t+c b+d atb+c+d

Values for Yules ( range from - 1.0, when there is perfect negative
association, to + 1.0, when there is perfect positive association. When Yule's
Q is zero, the variables are independent. Note, however, that both Tables
3.8ta) and th) would produce  values of + 1.0, indicating perfect associa-
tion, even though the association in Table 3.8 bsstronger than that inth in
the sense that there are no off-diagonal elements in .

One nice advantage of Yule's Qis that it does indicute the divection of the
association. If tables are set ap axin Table 3.8 with low to high values
extending from left to right across columns, and from hottom to Lop aeross
rows, thena positive Q value means that low values of one vaviable tend to go
with low vilues of the sccond virable, and stnilarty for high values, A
negative Q value indicates that low values af one varrable o with the hiph
values of the second variable, But it mut he emphasized that the meanimg ot
the sign,either positive or negative, can only be interpreted from the table
and how the rowsand columns are kudout. The lavoutim Table<3.8 < similar
to the praphical teehmiques discussed in € thapter 20wherd low to Ligh values
extend from left to right aong the horizontal i aond Hrom hottons to top
alongs the vertieal axs. Standardizing on this lavout for tables will insure
that interpretation of the sign on Yole' Qand other dircetional measuyes of
assoctirtion docs not become confused

Fxercese 4.5: Compute Yules Q for the Botswana Brigade dida in
Table 3.1 What does it indicate about the stremsth and direction of the
refationship between age and prior work expertence?
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Table 3.8:

Examples of Perfect Association, as Measured by a Value of Yule's @ Equal to
+1.0, for Hypothetical Data

a) No off-diagonal elements

Variable X
Variable Y Totals
Low High
High 0 40 40
Low 30 0 30
Totals 30 40 70
(30)(40) - (0)(0) = . 4.0

Yule's Q =
(30)(40) + (0)(0)

b) One off-diagonal element

Variable X
Variable Y Totals
Low High
Hiah 0 A0 an
Low 30 10 an
Totals 30 50 0]

Yule's Q - ‘(}_0-)‘(‘4»0‘)“.‘ ‘(..o.).(_,].o,ﬂ)_. = +1.0
(30)(40) + (0)(10)
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3.3 Ganmma

While Yule's Q statistic is only useful for 2 » 2 tables, the Garuma statistic
an be used for larger tables. In fact, it can be shown that for 2 x 2 tables,
Gamma and Yules Q are identi al, s0 one may consid-r Gamma 1s an
extension of Q to tables larger than 2 x 2. However, one must make the
additional assumption that the variablos are ordinal in nature. Fo purposes
of interpretation of Gamma, however, any variable with only tv.o categories
can be considered ordinal. For example, sex is not an ordinal veriable. But it
is possible and meaningful to compute Gamma for (ables where sex, or any
other two-category nominal variable js present, beeause div eetionality in this
case indieates which group tends to have the characteristies represented by
the second variable in the table,

Asalready scen, hypotheses with ordinal data normally take the form, “the
more of this, the more of that.” The hypothesis for the Botswana data was that
the older the students, the more likely 1t was that they would have work
experience. As with Yule's Q, the sign of Gamma will indicate divectionality.
The magnitude of Gamma wil indieate the strength of the relationship. In
this seetion the computation of Gamma will be deseribed in - e detail,
because it is somewhat more complex a caleulation than the previous mea-
stures of association discussed.

Supposze, for simplicity, that we have onlv bindividuads, and that we give
these individuals the names a. b, and - For cach of the 1 individuals
SUPpose we have observatisns on two characteristies of the individuals, Call
the charactersticsvariables X and Y. and leteach characteristic be composed
of two ordered categorics aw and high' The hvpothetical dataceolleeted are
givenin the contingeney table 1 Figure 3 4o,

Conventional measures of association for ordioal data are not calenlated
directly from the datic as collected in iteontimgency table, but rather from a
tible constructed from this cont tngeney table The construeted tahle 1« hieed
upon pairsof observations, <o that instead of the data for the 4 penplie wew i
e caleulating o measire D ol upon all posable paivs of obeery atione. e
privepal idea s 1o torm paaes of individud s and then compare ther. on the
Pswo chiracteriste. rankmp ane idividual e than,” "more than, or “the
samme =" e ceeond idiciduad on each of e characteristios The vationale
o domnge thi o uae the orderd stite of the data to ke aeeee ments of
sttementssachias Tthe more of Xothe onore of Y01 wee allow cach mdivadual
totorm a pan with hoeel £ efo completenes there will be o ovoral ol 6
parssSee Freure 55 htor a bt of thee o paatrs

Fhemanmer i whindh ondinal ez ol deocation e calen it e
quite stroehttorscand. but tedion- fo; anvthony bat d? Cibles Con
sequently thi ple evinple wilb be worlied out i i entners then
s generab vale Wil be precented thiat can be applied tooan e table
vl any Tevel of connt. Non malls e ccomputation oswaould be done by
Commputer ot ot e iple 1o mipnte problem with acbond cdealator

Thedata i Fyrure 3 o mdieate that twomdiadaals v and bioare Jow on
both charvacterstic. N and v Individual ¢ s low on N and highoon Y, while
indivadual < 1 highoon batly and Y InFiypone 3 b, the characteristies are
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Figure 3.4:

Computation of the Paired Comparison Form for Gamma

Suppose we are given the following 2x2 contingency table (the letters

in the cells represent namas for the items counted in those cells)

Variable X
Variable Y Totals
Low High
High 1(c) 1{d) 2
Low 2(a,b) 0 ?
Totals 3 1 4
b} Patrs and comparison
Pairs Comparisons on:
X Y

a,a Same  Same

a,b Same  Same

a,c Same  Less

a,d Less Less

b,a Same  Same

b,b Same  Same

b,c Same  Less

b,d Less  Less

c,a Same  More

c,b Samr  More

c,C Same  Same

c,d Less  Same

d,a More More

d,b More More

d,c More  Same

d,d Same  Same
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Figure 34:
continued
¢} Pafred form
Variable X
Variable Y Totals

Less Same More

More 0 2 2 4
Same 1 6 1 8
Less 2 2 0 4
Totals 3 10 3 16

d) Calculations of Garma

Gamma = P-4
P+Q
where P = pouner of pairs in wnicn the urder on one variavle is tie

same as the order on the other, i. e., concordant pairsa

Q = number of pairs in whicn tne order on one vqriable is the
opposite of the order on the other, i.e., discordant pairsd

Above, P= 2+ 2 =4
0= 0+0=0
Gamma = 4-0 = 1.0

g e e e
In calculating Garma, ties {anything with a "Same" in it) is not counted.
Atner measures of association treat ties differentiv. For a discussion,
see Hildebrand, Lairg and Posenthal (1077).

compared tor cach of e po-sable 16 pan - Take tor example. the pan isted
as oo b We nuat -k our-ehves how mdiadual e compaies swaith nedivaduad b
onthe two claracter -t N and Y I they aremadenticad catesorie-cwecall
oo e and markoat e the —one S Indiduad o hos oChighier vadue than
indivrdial A tor the vanable bere conadered we wte e Stonlarlyo i
the s i) o b o Toser valoe than bowe swrite fos In Fopare dbhoat s
~hown theat onds duad = cand A Base the same value tor varable Nocthey are
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This example also points up one of the disadvan_..ges of using Gamnma. We
have calculated a measure of association for pairs of observations, but it is
based upon only 4 out of the 16 possible pairs. It may be that we would be
unwilling to eliminate that much information. The next section will discuss
an association measure which uses the same paired form observations as for
Gamma, but which treats ties in a different manner.

It is obvious that for anything but the smallest of tables, ereating a list of
all possible pairs will be too time-consuming to be worthwhile. However, it is
afairly easy matter to ealeulate the necessary 3 = 3 table of paired eompari-
sons for contingeney tables of modest size. A step-by-step procedure is given
in Figure 3.5 for a hypothetical contingency table that is 2« 3. The deserip-
tion of the steps upply to tables of any size and is general. In Figure 3.5(h). the
simple example in Figure 3.4 is reworked. this time using the general
equations, so that a comparison can be made to establish the tdentity of ths
two different procedures for obtaining the 3 - 3 table of pairs.

Froure 3.5:
A Simplified Procedure for Computing the Paired Comparison Form

a) The original table?

Variable X
Variable ¥ Totals
Low Med High
Hiah ™ n, n. Na
Low Ny ne e e
B N ! )
Totals 11 J? J3 Jtotal

t) The paired comparison form

Variable X
Variable Y Totals
Less Same Hore

Marp . D

re ' 1 ra rs "
Sare 4 T ' QS
Less ry o g R(
Total R] R? R3 RT
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Figure 3.5;
continued
c) Computation procedure for finding paired form cell values

2
Ry = (NTotul)
le+ N22+ N32(square each of the column marginals and add)

=
"

2
Rg = N424' st {square each of the row marginals and add)
Rl = R3 = \RT- RZ)/Z
Ry = Rg = (Ry- Rg) /2
2 2 2 2 2 2
= Ang7t gyt 0"+ 0+ 0+ n ") (square each of the cell values
"5 ( 1 2 3 4 5 6 in the original table and add)

d This example uses a 2x3 table, but can be extended to any size
r8 = (RE - "5)/2
r6 = (RS = rs)/?

3703 - {ng + ng) + ny(ry)

For ryi Start in the High-High corner of the original table
(upper right-hand corner). Multiply this number (n3) times
the values to the left and fn all rower rows (n4 * ng in the
example). Move to the next most right-hand value in row 1
(”2) and do the same. Here the only value to the left
and in a lower row is Ng- Continue in this manner across
the first row until the first column is reached and then
proceed to the second row, far right-hand columns, Prg-
ceed across this row in the same manner ur,,ess it is the

last row. ‘Uhen the last row is reached stop.

res Ty and rq can be filled in because the marqinals are known and
enouah cell values are known to allow these terms to

be calculated.

In these terms, Gamma = 3on

RS
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Figure 3.5:
continued
d) Example from Figure 3.4
Original form:
Variable X
Variable Y Totals
Low High
High 1 1 2
Low 2 0 2
Totals 3 1 4
Paired form:
- 42 _
RT =4 =16
R, =32 412 = 10
Ry =22+ 28 =8
R1 = R3 =(16 - 10)/2 = 3
R4-R6=(16-8)/2=4
r5 : 12+ ]2 + 22 + 02 =6

I"2 = (]0-6) /2 =2

-
"

g = (8-6) /2 =1

At this point we have:

1(2) = 2

Variable X
Variable v — Totais
Less Same More
More 2 2 4
Same 1 € 1 8
Less 2 4
Totals 3 10 3 16
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Figure 3.5: continued
From this we see that ry = 0, ry = 2, and rg = 0.

This table can be compared to the paired table in Figure 3.4(c)
to see that it is identical.

Exercise 3.6: Table 3.9 shows the plans of students in the last, year of
secondary school for attending university or vocational schooling. The
students have been classified according to whether they reside in rmiral
or urban areas. In part (b) of Table 3.9, the paired-form contingency
table has been constructed. Use the formulas provided in Figure 3.5 to
verify the cell values in the paired form shown in Table 3.9. Compute
Gamma and comment on the strength and the direction of the rela-
tionship between residence and school ing plans. Assume that the data
in Table 3.9 are for a total population of interest.

Table 3.9.

Plans for Further Sch ooling among Urban and Rural Secondary Schaool
Students, for Hypothetical Data

a) Table of counts

Res idence
School Plans Totals
Urban Rural
Plan to 207? 286 2358
attend university
Plan to 284 61 345
attend voca-
tional school
Do not plan 574 75 £49
to attend any
school
Totals 2930 422 3352
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b) Pafred comparison form (See Figures 3.4 and 3.5 for an explanation of terms)

Residence
School Plans Totals
Less Same More
More 303,092 1,984,263 280,402 2,567,757
Same 652,966 4,794,45¢ 652,966 6,100,390
Less 280,402 1,984,263 303,092 2,567,757
Totals 1,236,460 8,762,984 1236,460 11,235,904

3.4 Somers D

Il we can identify one of the two variables in a table as the independent
variable, then it ig possible to compute a4 measure of association, ealled
Somer’s D, which uses more of the information in the paired forn, table than
does Gamma. Recall that all ties on cither variable were excluded from the
comptitation for Gamma. But witl Somer's D all those cases for which there
are tieson the dependent variable but no tieson the independent variable are
alsoincluded. The absence of ties on the independent variable is necessary it
meaningful interpretation is to he made, as explained below.

The formula for Somers, D ix given below, where P and Qare defined as
previously, and where T is all pairs which are different on the independent
variable but ar: tied on the dependent variable,

. A .
Somer’s 1) ! » BRY

This ismade noee meaningtul if we return to our stmple examplein Figure
3.4, Assume in this fiyyrure that variable X is the independent variable, In
Figure 3.4(¢) we see that there are two pairs which are tied on the dependent
variable Y, bui not on t4e idependent variable X tthey are the one pair for
less, same, and one pair for more, samer. Thus Somers 1 for his simple
example is:

Somers D . N
100
How are we to interpret Somer's 1)? Basteally, 1t has the same kind of
interpretation as Gamma. but one mu=t recall that for Somers D we have
explicitly made one of the two variables the independent variable. We are
thus interested in tho prediction of the dependent variable by the indepen-
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dent variable, and have explicitly identifjed which variable js which. For the
simple example above, Somer's D 15.67, indicating that thisis the probability
of predicting the ordor of a pair of cases on the dependent variable, once the
ordering of the independent variable is known, For example, if someone tel]s
you that the order (o a particular pair wag lesson X, you would go with the
odds and predict that the order on Y was alse Jess, And you would be right
67% of the time, since there are two (less, less) pairs and only one (less, same)
pair.

As with Gamma, Somer's runsfrom - 1.0 forg perfect negative associg.
tion, through 0.0 for o association, to 4 1.9 foraperfeet positive association,
Note, too, that SomersDig always less than Gamma, be “ause the numerator
in the formulq js the same, byt the denominator i always larger for Somer's
D than for Ganma. Be Ause Somer's D yti)izes more information from the
paired-form table, it jg generally the more suitable indicator of the strength
of an assoeiation whenever it cap be stated which of the two variables js
independent and which is dependent. Note, too, that if we compute Somer's [)
for the c.se when X is the independent variable and Y ix (he dependent
‘ariable, it woyly differ from (he Somers D tomputed when the pole of the

‘ariables wyg reversed — that is, where Y was the independeny variable angd
X the dependent variable,

e e e

Evxercise 3.7 It'we identity Residence as (he independony viriable in
Table 3., where Residence and Schooling Plansare shown, verifv that
Somer's 1) fo, the table g 0.018. Interpret this findinys.

T ——

4.0 The Natyre of an Association

In previpys secttons the direction of 4y association betweer, ordinal level
variables wys discussed. In dvlm'mining dm-('tiunuhl.\' Weare asking “the
mare of this, the mope of that” questions, l"nrv.\';unple-. wemight find that ae
educationy] attainment rises, <o ton do varnings. Measures of Associdation
assess the strength of wuch l'(']:lti()l)shlps

But it SOmMetimes is the e that there s oy dsteady or uniform pattern ty
anassoation. Instegd or'a smaoth transition in the alues of one variable g
the second variable poes from low to high, the patternmay he quite ditfereny
For example, iy Ay rise at first ang thendevel off: o "Gt pomntand then
begin to fu])

This pattery of change i one varable as the second variahle Hoestrom jts
low to higher values S referred (o . the natyre of an dssociation Therp gpe
several simple things that can he done to assess the nature of an assoctation,
and the PUrpose of this secting 1« toexplore two syel, procedures,

4.1 [’4'/'(‘1'!1/(1/,'1'(/ Tubles

Shown in Table 310 are some dita for o sample of economically qetjve
heads of households in 1) Salvador. For gur present purposes we will treat
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this sample as if it were population data, and not worry about inferences from
the sample to the population, The percentaged table, shown in Table 3.10(b),
can be used to get a visual impression of the nature of an association, Looking
along any given row (i.e., a category of the dependent variable), identify the
largest Percentage by underlining or circling the figure. Follow this proce-
dure for all rows in the table. If two or more percentages are nearly the same,
mark both of them. The resulting pattern of marked percentages gives a
feeling for how the variables are associated. Table 3.10(b) shows that the
association between age and earnings does not increase steadily with age.
Instead, we see a rise in earnings through the 35-54 age categorv, but a
rather sharp drop after that time.

Table 3.10:

Age and Earnings for a Sample of Economically Active Heads of Households,
El Salvador: 1975

a) Table of counts

Age
Barnings e 55 | Totals
High 15 M 195 gn 378
Medfum 121 462 8 1502
Low 187 452 1015 sy 2165
Totals 3?3 1014 ja3 gen #1725

b) Percentage table

Aqe
Earnings —r—r 25-30 3554 £t Totals
High 4.6 9.9 10.0 .9 9.2
Medium 3.5 455 7.6 3.0 1.3
Low 57.9 44,6 52.4 60,1 62,5
Totals 100.0 100.0  107.n 1nn.0 100.0

Source: Center for Studies in Education and Development, "An Assessment
of the Relevance of Education in [1 Salvador," Mavvard University,
1977 , unpublished documentation,
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4.2 Prediction Analysis

Constructing percentage tables is a convenient and simple method of
learning something about the nature of the association between two
variables. However, if one wants to explore a little farther, there is another
technique which may be of help, called prediction analysis. This technique
permits the comparison of several predictions about tabled data. As the name
implies, certain predictions, or hypotheses, about the data must be stated
explicitly. With the age and earnings data in Table 3.10, for example, we
could make several predictions.

Shownin Table3.11 are two predictions that have some appeal. The first is
agenerally linear hypothesis, where the prediction asserts that young people
will have low earnings; those 25 to 54 years will have moderate earnings; and
people older than 55 years will have high carnings. The seeond prediction
proposes an inverted U-shaped relationship between age and earnings
young people are again expected to earn little, while those in the prime
working ages are expected to have high earnings, and the more elderly are
expected to have low earnings

Table 3.11:

Two Predictions About the Nature of the Relationship Between Age and
Farnings, for the Data in Table 3.10

a) Prediction 1@ parpinas acnerally increasc with aqe

Aae
Earninas
15-74 25-34 35-54 ho+
High X
Hed X
Low X

b} Prediction 70 [nyerted U-shaped relationshio

fine

Farninns
15-24 20.34d .04 6o

Hiah X X
Hed

Low X X
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These two predictions are obviously asserting very different things about
the nature of the association between age and earnings. If we had a way to
assess which of the predictions was better, we would also be learning some-
thing about the nature of the association between the variables.

In fact, it is possible to determine the quality of the predict ons, but it is
necessary to have some comparison model against which to judge each one.
The comparison model used is the independenee model described when dis-
cussing the Chi-square statistic. Basically, each prediction is judged on how
well it predicts the actual cell values as compared to how well the model of
independence predicts the cell values.

We can evaluate how good our prediction is in terms of the prediction
success called Delta) and the precision (simply called U). Formulas for each
exist and are given as:

Delta = prediction success = 1 - robserved errors‘expected errors) (3.5
U = precision = cxpected error rate expected errors-total N 13.6)

The higher the prediction suceoss and the higher the precision, the better
the prediction. Values for the prediction success, Delta, can range from a
maximum of one to negative numbers, but zero js pretty low. The lower the
number, the worse the prediction. The precision can range from zero to one,
with high valuesindicating a difficult prediction and lower values indicating
an easier prediction. One prediction is said to dommate another if it has a
higher prediction suceess and has at least as high a precision. This allows one
to rank-order predictions in a hierarchy, which may be useful for distinguish-
ing the relative merits of various predictions.

Shown in Figure 3.6 are the cells vencireled where prediction 1in Table
3.1 is wrong. These are the error cells for this prediction. Also shown in the
figure arce the actual cell values found inour data, s reproduced from Table
3.10, plus the cell values expected under independence. Recall that each of
these expected cell values is computed as the product of the appropriate row
and column marginals divided by the total N, With the numbers in Fipure
3.6, it is possible to compute the prediction success and the precision of our
prediction. This is also shown in Figure 3.6, where we seo that the prediction
success is positive but small, 0,024 On the other hand., the precision, 0.67 1
fairly high. For prediction 2 we find that the prediction suceess s 0,043 and
that the precision 12079 indicating ¢ <omewhat better prediction than the
first. Since prediction 2 huas both o higrher prediction success and higher
precision, it is <ad to dominate prediction T In other words. the nature of the
assoctation between age and earnigs, for our tabled data, 1< more the
inverted U-shape than it i< hinear,

fxercise 3.8 Calewlate the prediction suecess and the precision for

Prediction 2 :in Table 3,110 The information in Figure 3.6 will be of

help in these computations.
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Figure 3.6:

Computation of Prediction Success and Precision for Prediction 1 in
Table 3.11, Showing Age and Earnings Among Economically Active
Heads of Households in El Salvador

a) Table of observed values, with error cells for prediction 1 in Table 3.10
circled.

Age
Earnings Totals
15-24 25-34 35-54 55+

High @ 68 378
Med (::) 462 728 (:::) 1582

Low 187 @ @ @ 2165

Totals 323 1n14 1938 850 4125

b) Table of expected rrrors

Age
Earnings Totals
15-24 25-34 35-54 55+
High 30 93 178 8 378
Med 124 389 743 376 1582
Low 170 532 1017 446 2165
SURE—
Totals 323 1014 1938 850 4124
SR —

¢) Computation of prediction success (V) and precision (u)

V=1 - lﬁ’j?}']Opjﬁﬂ?f)Oﬁ)JQ!ﬁ{lefSJ)
30'12440]'51?0178010]7*1?6*446

21 . 2680
2746
= 0.024

2746 _
U= dige = 0.67
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ShowninFigure3.7isa summary of a number of pradictions for the data on
age and earnings that we have been considering. Prediction success and
precision are indicated in the figure, as is a visual representation of the
pattern of association indicated by a particular prediction. Note that none of
the predictions has very good success; the highest Delta is Jjust 0.060, for
prediction 3. Prediction 4, with a prediction suceess nearly equal to that of
prediction 3, but a considerably higher precision, is probably the best vredic-
tion of the group. It indicates that earnings rise with age, until the over-55
age group, who have low xarnings,

Note that our previous predictions, | and 2, are represented in Figure 3.7,
but that each is curpassed in some respect by others of the predictions. While
prediction 4, our best prediction, does not dominate predietion 2, thecause
prediction 2 has a higher precision than pro-iietion 1, the prediction success
is sufficiently higher for prediction 1 that we would likely trade off some
precision for the added success in prediction. Unfortunately, there is no
uniformly agreed upon method for selecting one best prediction whoen i single
prediction does not dominate al) others,

Frgure 3.7

ASummary of Several Predictions ( ancerning the Nature of the Relation shp
Betiween Ageand Farnings Among Economueally Active Heads of Hhouseholds
in ElSalvador. as Shown in Table 4 10

Prediction Prediction Success Precisiar Pattern
3 0.n¢9 n e 7N\
4 n.n50 ~on //\
2 0.033 "7 /\
5 n.nzs ~LhS //\
/
1 n.024 nore Pl
¢ n.01e "o /\




98 PLANNING EDUCATION FOR DEVELOPMENT / Data Analysis

5.0 Summary

This chapter has introduced a variety of techniques for obtaining informa
tion from tables of counts. Initially we were interested in determining if there
was indeed a relationship between two variables. Secondly, we wanted to
determine the strength of the association and if the variables were ordinal,
its direction, Thirdly, we wanted to explore the nature of the relationship.

In the process of addressing these questions, we saw how percentaged
tables can be used to assess both independence between variables and to geta
feeling for the nature of the relationship between variables. The Chi-square
measure of independence was discussed, and i ts application with sample data
indicated. Several measures of association were deseribed, including
Cramer's V, which uses Chi-square; Yule's Q for 2 - 2 tables: Gamma for
ordinal variables, where a paired comparison form is computed; and Somer’s
D, which is similar to Gamma but treats the ties in the paired comparison
form differently. Prediction analysis was also introduced as o technique that
an be used to provide information on the nature of the association hetween
ariables,

Without explicitly mentioning i, this chapteralso provided the first indie-
ation of o fairly general approach in data analvsis, that of comparing the
actualdata with some hypothesized model. Forexample, we used the model of
independence s a hypothesized model for computing Chi-square. and alzo for
computing expected errors for the prediction analvsis technique. This
method of using a model o predict expreted values, and then comparing the
expected values with the actual vidues 1o sce how closely they compare, 15 a
procedure that we will find 1 the next two chapters

6.0 Terms pir v 1w

contingency tables
association

independence

total N

nuarginals

cell values

A B tahhy

po-ttive a~<ociation

negative assoctition
Chi-~quare

Expected coll values under independence
Cramer- vV

Yule's

Caamma

Sotmer’~ N

piured form contingeney table
nature of assocition
prediction suceess
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prediction precision
prediction dominance
error cells in prediction analysis

7.0 Practice Exercises

1. Shown in Table 3.12 are data or. enrollment trends and school district
size, for all 436 school districts in the North Central region. Construct an
appropriate percentaged table to indicate whether district size and enroll-
ment trend are associated. Use this table to roughly indicate the nature and
direction of the association between the two variables,

Table 2.12

A Tableof Counts Showing District Size and Enrollment Trends for the North
Central Data Set

District Size
Enroliment Trend Totals

0-299 300-799 200-1799 1800+

Fast arowth 2 11 19 27 59
Slow arowth 3 6 14 10 3
Stable 15 [N 49 36 165
Slow decline 6 34 24 12 76
Fast decline 23 50 17 13 103
Totals 49 166 122 96 43f

2. Suppose that instead of the population data found in the Tanle 3,12, the
analysts had drawn a random sample of 100 <hool districts. Such a table. for
school size and enrollment trend, 15 found in Table 313 Compute a Chy-
square value for this table. Are the two variables, ax representedanthe table,
independent” What wonld vou conclude ahout independence between the
variables if you had to use these sareple data to make inferences about the
entire population of sehool districts 1n North Central?

3. Using the formulus provided in this chapter, construct the paired form
contingency table for the data found inquestion I Compute both Gamma and
Somers IY. Comment on the direction and strength of association between
district size and enrollment trend.
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Table 3.13:

A Table of Counts Showing District Size and Enrollment Trends, fora Sample
of School Districts in the North Central Data Set

Sample Size
Enroliment Trend Totals
0-299 300-799 £00-1799 1800+
Growth 2 1 8 7 18
Stable 3 13 8 5 29
Decline 5 32 13 k| 53
Totals 10 46 29 15 100

1. Use prediction analysis to explore in more detail the nature of the
association between district size and enrollment trend, using the dath in
question 1 In particular, compare the following three predictions:

Size
0-299
300-799

800-1799

1800+

Prediction |

tist decline
fast decline

<low dechine

fust prowth,
slow growth,
~table

Prediction 2
faxt dechine
<low decline

stable,
slow growth

fast growth

Prediction 3

stable, <low decline
fast decline

tast decline

stable, slow decline

Compute prediction success and the precizion for cach of the predictions. Does
any of the three predictions dominate the others? Comment on the nature of
the association between distriet size and the enrollment trend
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CHAPTER 4

Tables of Central Tendency

Gary Lewis

1.0 What's Ahead?

In Chapter 2 the problem of comparing measures of central tendency was
discussed. In one of the examples, comparison of pupil-teacher ratios was
made for various countries, grouped by the level of GNPin the country. We
used techniques like the stem-and-leaf diagram to find median pupil-teacher
ratios, and box plots to make the comparisons across groups of countries. In
the present chapter we wi]l again be interested jn comparing measures of
central tendencies, but in situations where the measures of central tendency
can be tabled.

Shown in Table 4.1 are average earnings in the United States, eross-
classified by two variables, educational attainment and age. We see, for
example, that the average earningsin 1976, for people 25 to 34 vears old with
a secondary school education, was $8,283. By seanning the table it is fairly
easy to see the most important features:

— Individuals with higher levels of education earn, on averagoe,

more than those with fewer years of edueation. This is evident by
scanning down eolumns.

— Older individuals earn, on average, more than younger people,
although there is reversal of this trend after age Hd.
Table 4.1:

AuemgvEurnings, by Educational A ttatnment and Age, for Those Emploved,
16 Years and Older: United States, 1976

Age
Educational — d
Attainment 16-02 25-34 35-44 4t.5q N8.Fd

Univcrsit_v annp Iino. 1614¢ 17442 PN
Secondary a52° 2283 939 10014 1799 54N%
Elementary 17 Fa hEE g Fu3 3op

Source: U.S. Bureau of the Census, Current Pq&]atin;ﬁopg;t}_. Series
P-60, No. 114, “Money Income n 197€ o Fam!ii¢s and Person: in
the United States," Yashinaton, n.¢.: I".S. fiovernment Printing

0ffice, 1978 , Table 43,
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These are important observations, and ones that can be readily made
without any extra effort. For some purposes this may be sufficient. However,
it is possible to do some simple analysis with these da¢~ Lhat will extract
additional information from the table. One such technique is called two-way
analysis,because the measures of central tendency are cross-classified by two
independent variables. In Table4.1 the independent variables are, of course,
age and educational attainment. The dependent variable is earnings.

The material in this chapter will describe how to analyze two-way tables of
central tendency, so as to obtain more information than is possible by simply
looking at the table. In the proness of describing techniques and procedures of
two-way analyses, we will:

a. Further develop the basie strategy of summarization and expo-
sure that was begunin the previous chapter. Recall that with tables
of counts we calculated expected cell values under the assumption
{or rdel) of independence. When computing expected values we
were attempting to summarize important features in the table.
These expected values were then compared to the actual cell values
todetermine if they were close. The difference between the expected
and actual eell values was then used to indicate the likelihood that
the variables were independent or assoeiated. By comparing ex-
pected and actual values, we exposed or tested the goodness of fit of
our model to the data. so as to indicate whether the model and its
implieations seemed reasonable.

nthe present chapter we will use a simijar strategy tosummarize
the cell values in tables such as Table 4.1, although with a model
different from that used in the last chapter. These summaries, or
caleulated cell alues, will be compared to the actual cell values to
indicate goodness of fit between the model we proposed and the
actual data.

b. Identify in step-by-step approach the various procedures
necessary to fit a model to the data, and to compute a measure of
goodness of {it,

¢. Indicate how a com darisan of expected cell values and the
aetual cell values ean holp In reassessing the model fitted to the
data. This ean be used (o decide what other model might better fit
the data.

d. Use examiples that stress interpretation, so that the utility of
two-way analyses is clear.

e. And, finally, we will use the techniques in this cha pter to
further explore the relationship between fluctuating ernrollments
and the cost of education in North Central.

2.0 The Additice Fiy

2.1 The General Idea

As with the Chi-square techniques of the previous chapter, the analysis of
tables of means or medians uses aprediction and comparison strategy. First,
the cell values are predicted using a model, or hypothesis, describing how the
‘aviables are related. Secondly, the predicted values are compared to the



Central Tendency Tables 105

actual values to determine how well our hypothesis has succeeded in fitting
the data. If the fit is close, we then assume that the hypothesis tells us
something of importance about the data.

With Chi-square, our basic hypothesis was that the two variables in the
table were independent. This permitted simple calculations of expected cell
values. With two-way analysis, the basic model is called the simple additive
fit. Stated as a hypothesis, when we predict cell values with an additive fit, we
are assuming two things:

— that the dependent variable (i.c., the tabled values of central
tendency) varies as a result of both the independent variables in
the tables;

— and, furthermore, that the effects of one independent variable
may be added to the effects of the second independent variable to
help predict th: dependent variable.

Shown in Table 4.2 are some hypothetical figures for average-per-pupil
school expenditures, by region and year. We see, for example, that in 1970,
schools in rural regions had average expenses per pupil of $50, compared to
average expenses in 1960 of $30. The $20 differential between vears also
holds for schools in urban areas, but we see that the averages in both years
are higher for urban sehools than for rural schools. In both 19C0 and in 1970,
average expenses for urban schools were 330 higher than for rural schools,

Table 4.2:

Average-Per-Pupil School Expenditures, for a Hypothetical Sample of
Districts, by Region of the Country and Year

Year
Region
1960 1970
Rural 3N 50
Urban 60 80

One reasonable hypothesis about these data, then, is that average ex-
penses in 1970 are about $20 higher than in 1960, and that expensesinurban
areas are about $30 higher than in rural areas. This hypothesis can be more
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formally stated in the following mannray:

Predicted average expenses =
common value + year effect -+ region effect (4.1)

The common value is anumber that is typical of ali the numbers in the table,
InTable4.2, we have numbers of 30, 50, 60, and 70, The median of these in 55,
and could ke considered to ba a value typical of the four tabled values. We
could then choose — 10 (for 1960) and + 10 (for 1970) as the yearly effects,
and - 15 (for rural) and + 15 (for urban) for the regional effects. Note we
said earlier that expenses in 1970 were about $20 higher than in 1960. This is
represented by a spread in the effeets of $20 tfrom - 10to + 10), Similarly,
the difference of $30 between urban and rural js represented as the spread
from - 15 (0 + 15,

With these estimates of tommon value and effeets of both yearand region
it is possible to predict the cell values. For the cell trural, 19600 we have:

Estimate for trural, 1960) - 55 4 ( . S w0 s15 0 830,

In this casc our estimate of the (rural, 1960, cellis precisely the aetual cell
value. By making estimates for the other cell values, the reader will find that
for this simple case all predicted cell valuyes equal the expected cell values,

Exercise 4.1: Find the predicted cell values tor Table 42, using the
common and effect estimates given in the text.

———

Inother words, vur hypothesis has done very good job of predicting actual
txpenses, so good, in fuct, that we have made no errors in prediction. This is
not a usual result, but (his example was discussed primarily to make clear
what was meant by anadditive fir. With anadditive fit, we estimate each cell
valueasasum of three components: the typical valye deseribing all cells, and
the effeets of the two independent variables. Note, too, that we interpret the
effeets by comparing them to each other. For example, the effect of 10 for
1960 is not meaningful by jtself. It (akes meaning when compared to the

+ 10 effect for 1970, indicating that (here a4 320 difference in average
expenses between 1970 and LO60. Simitarly, the effects for region indicate
there isa $30 difference thaverage expenses between urban and rural areas,

In most cases predicted cell values will not equal the actual cell values. The
difference between the predicted and actual cell viylyes i called the residual |
Thus we could rowrite equation o 1.

actual coll value  predictod coll value - residual 2
vommon value - column effect - pow effect - residund

In equation 1.2, “colunm effect” has been used as a general term to replace
the specific term in equation 4. 11 that we called the “vear effect” Similarly
"row effeet” is the more general term for what we called “region effeet” in
equation ¢4.1), Column and row effects are commonly used he ‘ause they are



Central Tendency Tables 107

appropriate for any table,
The simpleadditive model, or hypothesis, applied to the earningsfiguresin

Table 4.1 would assert that average earnings could be expressed as the
following:

average earnings = common value + age effect
+ education effect + residual 4.3)

With the simple example in Table 4.2, it was possible to determine a typical
value and the various effects by inspection. Most tables do not lend them-
selves to analysis by inspection. However, there are a series of steps that have
been worked out topermitestimation of the various terms in equation (4.2), It
is these steps that we will take up now.

2.2 The Mechanies of an Additive Fit

The manner in which the common, row, and column effects and residuals
are found is quite mechanieal. The . teps involved are the following:

1 Start with the data written in tabular form,.

2. Calculate row medians {means could also be used, but medians
are casy to compute). !

3. Compute the cormmon value, as the median of the row medians,

. Subtract the common value from the row medians to get the row
effeets,

o

Subtract the row medians from the cel valuesin step 1 to get row

residuals,

6. Getthe column effect for each column by determining the median
‘alue of the row residuals in step b for each column,

7. Get final residuals by subtracting the column effects from the

row residuals.

Each of these steps is detailed in Figure 4.1, The figure shows the steps
involved in the analysis of the average carnings datain Table 4.1, Note that
each one of the steps has been numbered so that it can be compared to the
numbered list of steps just given. Also note that there is an casy way of
writing the steps down on paper with lines to divide the various steps. Thisis
not necessary, but makes for somewhat casier presentation of results.

Just tobe certain that it is clear what has beon gomgonwith thysarithmet-
il manipulation, vecall that what we are after s more refimed analyvsrs of
the carnings data presented in Table AW were able to make two 1mpor-
tantobservations just hy examing the table: first, there 1< steady merease
in carnings with incrensed education fevel irrespective of age: and second.
irrespective of education lovol, carnings inerease with age until 53, thereat-
ter decreasing. These are important conclusions, but the analvsis we just
completed is being used to dredge move inforination from the table. We have
chosen a two-pronged strategy of summarization and exposure, summarizing
by fitting the observed data and exposing by determining how well the fit
approximates the observed data. Recall too that the fitted data are based



®

16:28 _ 25-31  35-08  45-50 5568 g5s
infversity 8502 11023 16166 1782 16a75 758 |13se¢ | loosz  -z661 262 3858 2891 4825
Secondary 4522 8283 960 10216 9798 05 | a9se | lae3e  -673 g 1258 842 -3851
flerentary 3727 €31 7aes 793 6597 320 | eosa| l2ow 3 g 1270 333 -3408

©) 8956 | 43¢ €73 el 120 sz -3ssy (§)
9628 | |-4648  -1888 1781 2588 2089 -127a

® 0 0 ° -7 .12 g o @
22920 | 1897 30 9 g .59 qa7

The final analysis is in the form:

Cormon fffect

©)

Column Effects

®

Pow Lffects

®

Residuals

©0)

2 The circled numbers refer to steps in the computation nrocedures detailed in the text.

°I-p 2190 u1 uan1 vy sdutuwng affosray Y] fo sisCppuy Lopm-omy v

I aunSiyy

801

sisd[euy muq / LNIINJOTIAIA Y04 NOILVONAH ONINNVId



Central Tendency Tables 109

explicitly upon a particular mode!l. The model we have chosen to use insists
that earnings are dependent upon the age and upon the education of the
individual, and furthermore that the effeets of both age and education can be
considered additive.

To make the model explicit let us take one example from the analysis in
Figure 4.1: elementary school graduates 25-34 years of age. Our model tries
to approximate the actual values for this cell. From Figure 4.1 we see that the
equation for the model tequation 4.3) gives the following:

6331 = 8956 + « - 2292) + ¢ - 673 + 340,

where 8956 is the vilue common to all observations; 2292 is the effect of
having an elementary level education; 673 is the effect of being 25-134
years old; and the residual is 340. The predicted cell value is just
6331 - 340 - H9Y91.

What do these and the other numbers in Figare 4.1 mean? There e
several factors of importance to note, all of which add to a substantial
refinement of the previous visual analyvsis,

From the summarization:

1. The common effect value of $8956 gives an indication of the
mid-range of average carnings inall educational attainment and
age categories.

2. The row effects indicate substantial differences inaverage earn-
ings for people with various levels of educational attaimment.
People with elementary Tevel education carn about 2300 Jess
than those with o seconduiy education, while those with o um-
versity education earn neavly S1600 more than those with a
seeondary educition. Reca! that effect e<timates are imterpreted
by comparing groups.

3. The column effects are iteresting tor two reasons: first, winle
the average carnings begim to dechine atter age 330001~ not until
the eategory of people with ages over 65 that o ~harp dechine
oceurs: and second, two age groups, these bemy the old (65 - and
the voung (16-20 have much Tower than average carnmgs
levels, Compared to those aged 35- 11 vouth 16-24 carn atbont
$5200 Jess e, 78T - B30 3210 and the elderly 63 and over
nearly $1300 fess

o
35
15

These tindimgs mdicate that certim sittions exi=t, they do not provide
reasons why such situations oceur. For example, vouny people night caon
less beeause employers put them m entey Tevel jobs where no experience i«
necessary and wage fevelsare Tow Or they may carnles~hecause thevare
school and only workme part-ttime Or st may be that thes are less comnttedd
to working, finding it dicsgneeable, and thus enter and exit at wall fron the
lnbor market: There are many comprtimg explanation for thi< finding, o
any other: Which of the competing explanations 1~ the ot reasonable
cannot be assessed with the itarmation here 1t worthawhale pomting out
that an interpretation of these results would have to be dane by someone
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near zero, then the ratio in equation (4.4) will be near 1.0, indicating nearly
complete reduction in the variation of the original data. In other words, with
residuals near zero, nearly all of the variation in the data has been accounted
for by the additive model.

H-spre.d original — H-spread residual (4 4,
H-spread original

Goodness-of-fit ratio =

Figure 4.3 shows stem-and-leaf diagrams and five-number summaries for
both the original earnings data in Table 4.1 and for the residuals in the
polished fit in Figure 4.2. The govdness-of-fit ratio can then be computed as:

10odness-of-fit ratio = 0.92

In other words, the simple additive fit to the data has succeeded in reducing
the variation in the original cell values by 9217
Figure 1.3:

Stem-and-Leaf Diagrams for the Earnings Data in Table 4.1 and for
Residuals from the Polished Additive Fit in Figure 4.2

a) Original Data (unit in hundreds) b) Residuals (unit in hundreds)
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13 +n. | 31000000

14 +Ne
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16 |15 1¢ | ra
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c) Goodness -of -fit ratio

Goodness -of -fit ratio =

H-spread original - M-spread residual |

H-spread ortninal

M-8

LE:]

= 0.92
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Reduction in variation by 92% indicates a good fit, but there is one
additional conditiun that we would like to have inet. We waould also like the fit
of the data to leave unstructured residuals, Shown in Figure 4.4 is an exam-
pleof two situations, one with relatively random residuals and the other with
highly structured residuals. If the residuals are highly structured, as in
Figure 4.4(b), we assume that our model is not cast in the correct form, that
perhaps the simple additive model is not a good hypothesis in this situation.
When we do find structure in the residuals, there are procedures for fitting
more complex models, and some of these will be discussed shortly.

Figure 4.4;

An Hlustration of Random and Structured Residuals

a) No structure b) Structure
-t s g + + - -
IR + ¢ - -
CEEP T 3 - - + +
+ - - - + +

Key: + = residuals larger than the upper hinge in the distribution
+ = resfduals between hinges
- = residuals smaller than the lower hinge in the distribution

What about the structure of the residuals for the average earnings data
with which we have heen dealing? In Figure 4.5 we use syvmbols o and
+ toindicate, respectively, residuals cmaller than the lower hinge, between
the two hinges, and larger than the upper hinge. The figures show the
structure of residuals for our additive polished fit. In fact, we see that the
residuals are not random. The largest residuals are concentrated in the top
row, for university educition, ndicating anee again that the model i< not

Figure 4.5:

TheStructure of the Residuals from the LPolished Additiee Fieto the Earnimgs
Datacon Fugure 40

Aqe
Fducation I e ]
16-24 2614 35-44 45-54 5C-€4 65+
S T T T ]
University . - + . + .

Secondary

Elementary + . . . -
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very adequate for predicting average salaries for people with that level of
education. Even though the reduction in variation has been substantial, the
model is less than completely satisfactory.

Exercises 4.2: Shown in Table 4.3 arc reading achievement scores for
17-year-olds in the United States, for the years 1971 and 1974. Do a
two-way analysis of this table, including one polishing iteration. Com-
pute the goodness-of-fit ratio and examine the structure of the residu-
als. Interpret the effects of parental education and year,

Table 4.3:

Average Reading Achievement Seores for 17-Year-Olds in the United States:
1971 and 1974

Mean Percentages,

Correct Responses
Parental Education

1971 1974
Post high school 93.? 94.0
High school graduate 89.3 90.7
Some high school 85.0 88.0
No high school 80.7 85.4

Source: U.S. Department of Conmerce, Social Indicators 1976

Washington, D.C.: u.s. Government Printing Office,
1977 , p. 306.

3.0 The Additire 4t Fxternded

Aswe have just seen with the exampletforaverage earnmgs. it way be that
the simple additive (it does not do a very good job in predicting the actual
data. When this occurs, there are some simple extensions of the additive
model that may be taken. In the remainder of this chapter, we will diseyss twe
such extensions: b adding another term to the simple additive fit of equation
(4.2); and ii» re-expressing the tabled data,
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3.1 Adding an Interaction Term

Recall that with the simple additive model shown in equation (4.2) the
assumption was made that the effects due to the row and column were purely
additive ;'or example, with the earnings data we assumed that the effects of
educaticn could be added to the effects of age to give a good prediction of
average carnings. But it may be that age and education interact. This would
mean that in order to predict the tabled values we need to know something
about both the education level and the age group for the cell being predicted.
For example, we saw in Figure 4.2 that there is something special about a
university education among those 16-24 years old which simply cannot be
explained by the effeet of o university education plus the effect of the 16-24
age group. Somehow the two features (u niversity education and agelinteract
toproduce average earni ngs which are much less than what we wou'd predict
from the simple additive model of age and education. When such interactions
appear, the simple additive model can be extended by including an interac-
tion or multiplicative term, as shown below in edueation 15

actual cell value - common - column effect + row effect

kirowicolumn ) -£.5)
L commen residual
In equation 1151 (he valuce £ ois oo constant selected to achieve
the best fit, s manner of determination will he illustrated shortly. The
frowitcolumny common terms, sometimes called comparison catues, are
similar in appearance to the expected cell vilue computations used to cileu-
Fute Chi-zquare under the assumption of independence, For each cell o value
will be computed which depends on hoth the row and column appropriate 1o
St el The vadue - gsed for row. column, and common offects i equation
CERA e just the effeet vat it es from the polished 1t
Values of the constant £ 1 cquation - Lavare chosen to achie ve the best fit
ol the model 1o the data Tochoose b one first plotswhat is called o diagnostie
plot This 1<, graph o' the rostduals for cach cell versus the computed
compartson values. Shown in Fuyrure 4 6 are the residuals from the polished
fit of average carnmgs data iy Frgure 4.2 and themr computed comparison
values A an exampte of the manner in which compari=on vialues are com-
puted. wetind i Fraure 4.2 hat the common value for the polished fit s 9010,
and that the row effect for clementary cducation i< 298 and the column
effert for the ages 1624 venp 1o HIRS Thus the comparison value tfor the
cell welementary, 1620400 dIven s
ICY B NI ¥ PN

Compars<on value for velementary, 16-240 1105
: 9010 H0A

The numbers in Fipure 4.6 can be plotted with the residuals along the
Y-axis of the graph and the corresponding comparison valyos along the
X-axis. Thix ix shown in Figure 1.7, along with the residuals and their
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Figure 4.6;

Residuals from the Pol ished Additive Fit to the Earnings Data in Figure4.2
and Corresponding Comparison Values to Be Used in a Multiplicative Fit

a) Residuals

Age
Education

16-24 25-34 35-44 45-54 55-64 65+
University -4902 -2142 1601 2346 1795 -1528
Secondary 0 0 -33 0 0 0
Elementary 1423 266 0 -62 -583 73

b) Comparison values

Age
Education

16-24 25-34 35-44 45-54 55-64 65+
University -2432 -394 354 652 427 -1953
Secondary 0 0 0 0 0 0
Elementary 110% 179 -161 -296 -194 887

corresponding comparison valye. From this plot we can draw astranght line
that will pass through the points ax closely ax possible. This is easily done
witha clear ruler or with apicce of string. In Figure 1.7 one possible line has
been fitted to the data, In the next chapter on regression analvsis, we will
discuss asvstematic method of selecting a line to pass through the points, hut
forpresent purposes the line need not he refyned The reason we wan: 1o passa
line through the points is <o that we can caleulate the slope of the line It is
this number that 15 used o« the value tor 4 p equation .50

The slope of a line vefers 1o thesteepness of the line, and 1o the direction it
runs. As shown i Furgree 107§ Beasily compited s

Chiange in y

Slope of Tinge . .
! nit change in N

Figure 4.7 shows that positively sloped ines are those which =lant unward to
ihe right, while nepatively sloped hnes slant down 1o the right see Chapters
if this is not famitiar, Slopes of zero are horizontal, while an infinite slope
would be o vertical line. If we return to Filgure 4.7, we see that the line fitted
to the data has 4 slope of about 15,2
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Figure 4,7

A Diagnostic Plot of Residyqls Versus

Comparison Values, for o
Multiplicatipe Fit to the Earnj

ngs Data in Taple 4.1

8) Graphe

hange {n v
3000-1500

(;hange inx a

100 20001000 » 1ngp

Slope = Change in v _ 150p

Thange Tnx ~ faps = 1.5

*5 points (0,0) indicated as[:]

+ 1 point (-2432, -4902) 1g off-scale

2} Data

X v

Comparison Resfcuals
Values
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Figure 4.8:
A Multiplicative Fit to the Earnings Data in Figure 4.2

a) Values of 1.5 (row)(column)/common

Education Age

16-24  25-34  35-44 45.54 55.62 65+

University | -3648 -591 531 978 641 -2930
Secondary 0 0 0 0 4 o}
Elementary 1658 269 -242 -444 -291 1331

b) Residuals from the model in equation (4.5)

Education Age

16-24  25-34  35-44  45.54  55.¢4 €5+

University | -1254 -1551 1070 1368 1154 1402

Secondary 0 n -33 n n n

Elementary -234 -3 242 382 -292 -1258

c) Stem-and-lcaf daaram of residuals; units in hundreds

-1* 16
-1-133
-0*
-0+ {3200
+0- | 0000024
+0*

1- ] 1244

1*

Goodness-of-fit ratio (Sce Figure 4.3 also) = —I5 - 0.4

d) Structure of residuals?

Education Age

16-24  25-34  35-44  45-54  55.p4 65+
University - - + + + +
Secondary . . . . - .
Elementary . . . . - -

aFor meaning of symbols, see Flgure 4.4,
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We can use this value for 4 and proceed with the analysis of the additive
model, which now includes the multiplicative term indicated in equation
(4.5). Figure 4.8(a) shows the results of this analysis, where the newresiduals
are easily computed from the residuals for the simple additive fit:

residuals from equation (4.5) = actual values ~ common - row effect —
column effect ~ & (row) (column)/common
= residuals from additive model - £ (comparison values)

Inother words, the residuals for the multiplicative model ofequation (4.5)are
Just the residuals from the simple additive model minus & times the compari-
son values. The row, column, and common values, of course, are the same in
the model of equation (4.5) as they are in the additive fit,

Has the new fitimproved ouranalysis atall? From Figure 4.8(c) we see that
the goodness-of-fit ratio ig 0.88, a slight decrease compared to the additive fit,
The structure of residualsis changed only slightly over the stmiple additive fit
(compare Figures 4.8(d) and 4.5). The dominant feature js still the poor fit of
the model to the university-educated group.

A comparison of the residuals in the simple additive model with those in
the more complex model containing a multiplicative term are interesting to
note. The significant changes oceur in those residuals for the group of people
older than 65 years. For example, the simple additive model seemed to
prediet the felementary, 65+ coll fairly well, but the more complex additive
model overestimates the average carnings of these people. It may be that
some mechanism is operating which acts to depress the carnings levels of
aged persons with ligg]e education more than we would expeet with our
model. Similarly, those with g university education who are over 65 have
higher earnings than expected with the model, o complete reversal from the
situation with the simple additive model. With the stmilarity in goodness of
fit of the two madels, and the definite structure in the residuals of cach, it is
difficult to decide between them, and henee to place much significance on
those findings that differ between the models

3.2 Data Transformations

In Chapter 2 it was shown that fransformations of data can often he o
useful tool for the analyst. For example, we saw that when symmetry in the
distribution of a bateh of numbers was tmportant, transformations with
logarithms, squire roots, or other functions could uften achiewve svmmetry,
Similarly, when comparing me - res of contral tendency hetween Hroups, it
was important to have roughly equal measures of spread. Onee QEaan, it wis
often possible to achieve this by transforming the data.

With tabled measures of central wendeney, like those discussed in this
chapter, it is also often possible ta get o better fiy 1o the data hy first
transforming the tabled daty Only one such transtormation will he discussed
here, that for logarithms, because the interpretation with this transformas-
tion is still easy to understand. Othey transtormations are used Joss aften, and
only after careful consideration of the henefit from ahetter fit yx opposed to g
decrease in the ease of iterpretation of the results. For a good discussion of
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when such transformations might be indicated, see the work by Tukey listed
at the end of the chapter.

How do we know that data in a table would be best analyzed after trans-
formation? Unfortunately, a table does not tell us what particular model will
provide the best analysis. We must start with one analysis and then evaluate
the results. One can proceed with further analysis if that seems necessary
given the fit of the model to the data, the amount of refinement deemed
necessary, the decisions to be made from the analysis, and a variety of other
situational factors. In the example of average earnings that we have dealt
with in this chapter, neither the simple additive model nor the additive model
with one additional multiplicative term seemed to fit the data very well. In
particular, there v.as still a good deal of structure left in the residuals, with
the university education level the main problem,

If we take a simple additive fit up to the point of making a diagnostic plotof
residuals versus comparion values, it is possible te determine if a better fit
could be achieved viith a data transformation, In particular, if the computed
valueof & is close to + 1.0, we will often find that a logarithmic transforma-
tion will provide a better fit to the data than the additive fit. If the slope is as
high as 2.0 or as low as 0.5, other transformations are indicated (see Tukey,
1977, for a discussion),

If the diagnostic plot indicates that o logarithmic transformation might
provide a better {it to the data than an additive model, the first step is to
return to the original tabled data and to convert all the numbers to
logarithms. For the average carnings example, the diagnostic plotin Figure
4.7 showed « slope of 1.5, indicating that a logarithmic transformation is
worth tryving, The logarithmice transformations are shown in Table ..

The analysis at this point proceeds just exactly as with the stmple additive
fit, and the various steps through the polished stageare shownin Figure 4.9,
Figure 4.10 shows that the goodness-of it ratio is again quite high, this time
0.93. Better still, much of the structure has been removed from the residuals,
meaning that the logarithmic model has done a better job of predicting the
data thaa the additive modol.

Ar additiona) benefit from this anadysis is that we can now clearly see a
result that was only indicated in the additive model with a multiplicative
term, and was totally obs ured with the simpleadditive model. In fact, it does
appear that people who have an elementary-level education and are over 64
years of age tend to have average carnings that ave depressed from the levels
we would expect from their age and education level alone. The residual for
this group, 0,09, is the second largestin the table This is a result worth
tracking down in further analysis or discussion,

We saw that the logarithmic transformation has resulted in o betteranaly-
sis of the carnings data, but we have not vet talked about how to mterproet
things like the row effects or the various column effects, Shown 1 equation
¢4.6) is the analysis model we have heen fitting to the transtormed data:

log of actual data log of common value - log of row effect
+ log of column effect log of residual i4.6)
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Table 4.4:

Average Earnings Data, as Shown in Table 4.1, and the Logarithmic
Transformations of the Data

a) Original data

Age

Education
16-24 25-34 35-44 45-54 55-64 65+

University 4502 11,023 16,146 17,442 16,475 8758
Secondary 4522 8283 9630 10,214 9798 5405
Elementary 727 6321 7445 7934 6997 3260

b) Logarithmic transformations

Age
Education

16-24 25-34 35-44 45-54 55-64 65+
University 3.65 4.04 4,21 4.24 4.22 3.9
Secondary 3.66 3.92 1,98 4.01 3.99 3.73
E]emcntary 3.57 3.80 3.87 3.90 3.84 3.51

This is just a simple additive fit using the logarithms of the tabled data. But
recall that the logarithm of o multiplicative factor is the sum of the
logarithms. That s

logtaby - Jog o log h

Consequently, the additive model inequation 161 can also be thought of as a
multiplicative model, since it ean be rewritten as:

log of actual data log of tcommon value - row effeet - column
effeet < residuab

This fact is usetul in interpretation.

ShowninFigure 4. 11is the last purtof the polished logarithmicadditive fit
from Figure 4.9, und the corresponding multiplicative table ip which each of
the log terms in part o has been converted bick into 1ts corresponding
number. For example, the row offect for elementary educntion s log
01 0.7, Similarly, the residual for the cell tuniversity, 16-24 1. log
C-0.22) - .60, In part (), these converted terms are shown, along with an
indication that the actual values are now not the sum of the common value,
row cffeet, column effeet, and residual, but rather the product of thyse termes,
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Figure 1.10:

Examining the Residuals from the Two-We

1y Analysis With Logarithmie
A A i

Transformations, as Shown in Figure 4.9

a) Ortgina) Data (unit = 0.01)

b) Restduals (unit = 0.01)

35- |1 -2*
35% |7 -2+ 12
36. -1*
36* | 56 -1-
37- 13 -0* [ 99
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38- |04 +0+ | 000000000124
38* |7 +N
39- 1024 1-
39* |89
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40+ N =18
41.
ale M 0
42- 1147 HT-2 012
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a2 1]-22 a2
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M 191
H13713 a01 128
11151 422 1n
¢) Goodness of .fit mtfo - ?H?é~z .9
d) Structure of residuals
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Fducation e .
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Figurc .11

(_'um]mruh'lll‘\' of an Additive Log and o Muluplicatice Modet, for the
Two-Way Analvsis in Figure 4 9

3) Additive log model
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4.0 Summary

In this chapter we have looked at a series of teehniques and procedures that
are useful when the analyst wishes to dredge more information from a table
of central tendency than is possible with just a visual analysis. Initially we
looked at a simple additive fit to the data and emphasized the interpretation
of row and column effects and residuals. It was demonstrated that a second
iteration of the additive fit will provide a “polished" fit converging on stable
effect estimates, It was also shown how the goodness-of-fit ratio and the
strueture of the residuals could be used to determine whether the additive
model predicted the actual data very well.

If the prediction was not gond, either beeause the residuals were large or
because there was structure in the residuals. there are two additional proce-
dures that can be taken. A multiplicative, or interaction. term can be in-
cluded in the basic additive medel. A diagnostic plot of residuals versus
comparison values can be v d to determine the constant to use in fitting the
data. An additive model wie. a mualtiplicative term assumes that the elfects
due to row aad column variables are not simply additive. This model
hypothesizes that there are some cells in whieh interactions of the row and
column variables are present.

Finally, it was shown that it the simple additive model does not provide a
good it to the data. the diggnostic plot can be used to deade if o data
tramsformation will help. In particubio we Tooked at the logaethmic trians-
formation, again emphasizing the interpretation of the results.

5.0 Terms for Review

simple additive fit
common value

row effeet

column effect
residual

polishing
goodness-of-fit ratio
structure in residuals
interaction
comparison values
diagnostic plots

slope of a line
additive logarithmie fit

6.0 Practice Evercises

1. Shown in Table L5 are average salaries by schooldistrict size and en-
rollment trend for the North Central data set. What does an analysis of the
data by inspection tell us” Perform a two-way analysis fitting a simple addi-
tive model to the datia. Carry the fit through one polishing iteration. Comment
on the common value, the effects due to enrollment trend, and the effects due
Lo district size.
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Table 4.5:
North Central Average Salaries, by School-District Size and E nrollment
Trend

Enrollment Size
Trend

0-299 300-799 800-1799 1800+
Fast
Growth 257 269 204 298
Slow
Growth 282 262 276 310
Stable 263 274 289 328
Slow
Decline 261 276 294 334
Fast
Decline 259 274 310 370

2, Cunlputo;lgnodnvssqﬂlﬁlrvniufhr!}n'pnhshvd fitin question 1. Also
examine Hn-snwuﬂurv(ﬂ'ﬂn'rusnhuds.(Vnnnuwn on how well the <imple
additive model has (it the data,

3. ('urn[)ul(-(w>nlln|risurl\1|I|u's:|rui[)h»lrw'sidlxul>:\1-r>llsllwr>(-\1|l\u's.}§~-
timate the <tope of the line which hest pisses through the cluster of data
points. Does it in(h(vnt'llull;lqu;nwllnln('tn|n>furrn;nxnn1:n'thcld:nzllniuln
provide a better (it to the digy”

1. If)wnlr}nrﬂi;nqu;nwtluln&'Inln~lhrrnul[urnu[llu~1h|ta would provide iy
Hl”)r”\\%]’]tI!ll}n'(hl“l,(h'\lH‘h4lllHllH,)\l> Itﬁnl(ugurwtlxuin'(r;ln\f1u1|nlln'n
isln;lln(“(wnqwl‘n»c'lh:'>h)pvl}n|n(lnn«uxu~lnnni4t<vh¢4;|ﬁr;|H;1d(h!|¥4-n1nd¢4
withaninteraction (erm \\W:ivlu-\zﬂ'rn«nh~|)«ulth-rulv h)f]l.ttlrr}'[h(‘dllnl)¥
sis through one polishing lh‘rnlllﬂl.(VHlH>H?l'lhl':ﬂn)d!“'\<~ﬂf41( ratio, exam-
iHPle‘\(FUF!HPPlﬂWIH‘TP\H,HHI\MlHdIIN'W]H1WYIN'IP\H|P~Hffh4HlHH|y~h

Pt

'()ln-:ul\:lnl;u:v1»(ll«nlu tedian- - that o ey done where B calenda-
H(Hlsllnlslln';n‘rfnl!nlwi .\l)d(h’HIlH)AI:H’\.Hlln}ﬂ‘|~IPHII(JI\PT\YIlHJH> which
:lrvf}n‘ﬁ1lnllln-~ln1n1u|ry “llllu‘un1h»urlnwl:n\dI)vyut-~Pur“ up clearlvan the
expusure part of the il .. whenreanlualsare examined Ui means will
tend to take any Large deviaties < trom the surmmiarey spread this devia.
tion around <o ”)Hl!'\ul”l”:ﬂl“ll“fI*“%(hl&|~l\ not nﬂuu1)'xn|~u>}
’rh(-rn<n1-rw4]|nwllllnru:tnwﬁlnlq\n'n||1(114;n|ﬂ'3 would vield g ~lope some-
what higher than 1.5 but H)llllu>lvwn|\v-;)u11n»«r~ i this chapter the fit to
the daiain Figure 1744 sulticient
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CHAPTER 5

Regression Analysis

Gary Lewis

1.0 What's Ahead?

Regression analysis has been called one of the most powerful procedures
available to data analysts. Applied to interval level data, it is a technique
that uses many of the same concepts developed in previous chapters. Data are
first graphed, and then a model is used to try to fit a straight line or some
other curve form to the set of data. (See Volume 11, Chapter 71, The extent to
which the modcl predicts the observed data is the basis for assessing the
quality of the fit. If the fit is poor, the analyst can try data transformations to
help correct some of the problems. All of these features — the plot of the
actual data, the use of a modei to predict the data, the use of residuals from
the model to assess quality of fit, and steps to correct problemsifthe fitis poor,
have been covered in past chapters.

In the present chapter, we discuss two variations of regression analysis,
alled simple and multiple. the latterbeing an extension of the formerin that
it includes more variables. Initially, the basic idea of regression analysis is
discussed, with attention to the form of the model maost often chosen, this
being the linear model tastraight line). Secondly, various methods of fitting a
straight line to a scatter of plotted points are described. These methods range
from the simple to the more complex, and their choice for use depends upon
the situation in which theanalyst is operating, Thirdly, the quality of the tit
of the model to the data is assessed by using residuals, where once again we
are concerned about things like structure in the restduals. A fourth section
describes how data transformations can sometimes alleviate the more com-
mon data problems. Simple guidelines for deciding upon an appropriate
transformation are presented, and examples of such transformations are
provided. The fifth and final section discusses onevery inportant extension
of simple regression analysis to the case where we wish (o relate one depen-
dent variable to two or more independent variables. In this situation, multi-
ple regression is indicated, and procedures for selecting o model, examining
residuals, and transforming data are included. Since the purposes of simple
and multiple regression vary.and can be abused by unwarrantod Interpreta-
tions of what the analysis seems to he saving, considerable effort is made
when presenting examples to explore the limitations of the analvsiz as well
as the benefits,

2.0 The Basic Idea of Regression A nalyvsis

Table 5.1 offers a summary of admissions information for an institution of
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higher education over a period of 7 years. It is a reasonable assumption that
the number of new students who actually enrolled each year was dependent
upon the number of students who were admitted for study. The data for those
enrolled and admitted are graphed in Figure 5.1.

Table 5.1:
Institutional Admissions Summary, 1965-1971

Year Applications Admissions Enrolled
1965 1178 604 416
1966 1097 648 5n4
1967 1006 558 426
1968 1078 630 447
1969 1166 595 445
1970 1095 581 411
1971 1059 694 511

Itis clear from Figure 5.1 that there is a relationship between the number
of those admitted and the number enrolled. We see from the scatter of points
that, generally, the larger the number of admissions, the larger the number
of students actually enrolling. In other words, the direction of the relation-
ship is positive: low values of one variable are generally associated with low
values of the second variable, and high values of one variable are usually
associated with the larger values of the second variable.

Reeall that in Chapter 3, when discussing tables of counts, we were in-
terested in the directionality of o relationship, but were also intevested in the
strengrth and nature of that relationship. When we are dealing with interval
leveldata asin Figure 5.1, it is possible tofit to the scatter of points a stritght
line or some other functional form. The functional form tells us something
about the nature of the relationship. For example, if a stratght line seems to
fit the data. we say that there is a linear relationship between the variables,
If the data points donot lie more or less on o strajght line, but give evidence of
curves or bends. then zome other tunctional form must be used to fit the data.
For example, we might find that as X increases, Y also mereases, first slowly
and then more rapidly, as in Figure 5.2 In such a case an exponential form
might provide the best fit to the data. An alternative to fitting such a
functional form wauld he to transform the data for cither or both of the
variables, attempting to straighten out the data and to fit the resulting points
with a line. Sueh data transformations are discussed later in the chapter.
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Figure 5.1;

A Scatter Plot of the Number of Admissions and the Number of Students
Enrolled, for Data in Table 5.1
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Figure 5.9;

An Example of a Non-Linecar Scatter of Data Points
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Besides telling us something about the natyre of the relationship between
the variables, the fit of 5 line to the data can also tell us something about the
goodness of the fit of the line and the strength of the relationship. If, for
example, the observed data puints lie fairly close to the line fitted to them, the
line accurately describes the nature of the relationship between the variables
and indicates that the fitis a pretty good one. Such a situation is shown in
Figure 5.3(a). In this case we say that the strength of the relationship is
strong. When the data points do not lie close to the line, the strength of the
relationship s weaker, as in Figure 5.3(h).

Figure 5.3:
Varving Degrees of Goodness of Fit and Strength of Relationsh ips

a) Good it of line to data; strong linear relationship

N
7
X
b) Poor fit, weak linear relationship
/]
v 1
3
—
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Fitting a line or some other functional form to graphed interval data is
called regression analysis. From this introductory description it should come
as no surprise that the basic approach to the analysis of such data is quite
similar to approaches used in previous chapters. We will first propose a
model, and then use the model to compute expected values. A comparison of
the expected and the observed values is used to determine if the model did a
good job at {itting the data. A close fit to the data is important when it comes
time to interpret the results from the analysis.

This same “summarize and expose” technique was used with measures of
association and prediction analysis for tables of counts in Chapter 3, and with
the two-way analysis of tables of means in Chapter 4. The form of the model
varies according to the type of data being analyzed, but the basie summariza-
tion and exposure approach is used throughout.

With regression analysis, the basie "model” applied to the data is the
straight line. As indicated above, there are refinements to this basic model
that become necessary when the data are not well fitted with a line, but as «
first approximation the linear form is generally used. Before proceeding to
the mechanics of fitting a line to a set of points, we first must learn something
about lines. They are defined by two parameters, the slope and the intercept.
The slope of a line indicates how flat orsteep theline rises orfalls. [tisdefined
as:

change in ¥’ 5.0

slope of a straight tine ; R
one unit change in \

Shown in Figure 5.4 are two examples, one where the slope is quite steep and
positive, and the other where the slope ix fairly flat and in a negative
direction. Note that the'sign on the slope indicates directionality of the
relationship. In Figure 5.4, for example, thereisatendeney for the smaller
X values to be associated with larger ¥ values, and for larger X values to be
associated with smaller Y valyes.

The intercept is the second parameter needed to umiquely ident ifvasingle
straight line. It is defined as that point where the line intercepts the Y-nxis,
or would intercept the Y-axis if it were extended to that axis. Figure 5.5 shows
a variety of Hnes, all with the same slope but with varving intercepts.

If we are going to fit a line our “model™ 1o « set of data points, we must
determine both the slope and the Y-intercept, since they uniquely define a
given straight "ine, In general terms the equation of a straight line is given
by:

Y u - bx, th.2

where a is the Y-intercept and b is the slope. The dependent variable is ¥, and
the independent variable is X in this equation,

3.0 Fitting Procedures

How does one determine which line "hest” fits the data? There are several
methods for fitting a line to a set of points, from the fairly simple to the
somewhat more complex. Before detailing these methods, however, we
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Figure 5.4;
Cbmputation of Slopes

{(a) Positive slope
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(b) Negative slope
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should comment on the eriteria to be used when Judging whether a fit to g sot
of datais good orpoor. Intuitively, the closer wecan pass the line to the points,
the better the fit, Figure 5.6 shows two lines passing through the same sey of
points, and it is easy tosee that line 1 seems a hettor fit thun line 2, since the
data points lie closer to line than thevdotohine 2 In g fow moments we will
work outin a more rigorous fashion how this eriterion of closeness of the data
points to the line can be used to selectafitted line, For the present, however, it
is sufficient to recognize that the eloser a line passes toall the daty points, the
better the fit, By using this criterion, it is possible 1o seleet a linn using the
simplest of the approaches to be discussed here.
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Figure 5.5:
Examples of Straight Lines with the Same Slope but Varying Y-intercepts.
AN
v Y =4+ 2x
81 Y =0+ 2x
51 Y = <6 + 2x
4
Y SR o : N N
\ v &/ v v
X - 4 6 8 X
-6 /.
-8 .
-y A\ 4
Figure 5.6:
An Hustration of Goodness-of Fu, for a Linear Model
’P Line 1 fits the data
"hetter” than Line ?
. > line |
s - Yine 2
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3.1 The Inspection it

The quickest and simplest of titting procedures uses the human eye and a
clear ruler or straight edge. First, plot the data points on a piece of graph
paper.Secondly, move the straight edpe through the pointsuntil voureach an
orientation where it looks as if the data points are closer to the straight edge
than for any other orientation. Select this as your line and draw the line
through the datapoints. Find the slope by measurement trom the praph. Find
the interceptas that point where the line passes through the Yo or would
pass through the Y-axis if it were extended

This procedure has been used to fita line to the admiesion- and enroliment
data of Figure 5.1. Shown in Fipure 5.7 i~ the fit to the data, w here we see that
the equation of the ime has been found to he

Y 20 TRY

Figure b.7

An Inspection IFutofa Straight Line toa Plot of Evrollments and Admissions,
Jor the Data in Table 5.1
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data and, strictly speaking, is valid for prediction of data within the range of
values upon which the equation is bused. But if we believe that circum-
stances have not changed recently to affect the dependent variable Y, then we
can and do use regression as prediction, where prediction is to some future
state. Similar projections are used constantly in planning.

3.2 The Median Fit

The median fit can be used to provide a somewhat more aceurate fit to the
data points, in the sense that the line determined with this method will
generally be closer to the data points than one chosen by inspection. The
series ol steps needed o complete a median fit are listed below:

1. On the basis of X values, divide the data points into three mutu-
ally exelusive groups so that there are roughly the same number
of puints in each group.

2. Compute the medians for both the X and the Y values for the
s,fr()up with the smallest X values and for the proup with the
argest Xovalues. Call these values XL Yo and (X, Y where
the s refers to small and the { refers to larpe.

3. Use XY vand WV, Y0 to compute the slope of the line with the
following equation.

RN
X, X

Slope h.3

£ For cach X value, compute an expected Y value walled Y using
the following equation
Y'O lopen X RS
5. Compute residuatls as residual Y Y and then find the me-
dian residual. This value is the Y imtercept. Alternatively, one
can draw a line on the plot of the origimal data points, with the
line having the computed slopean step 3. Then move the stranght
edpe parallel to this hine until half of the data points are on one
side of the ~tranzht edpe and halt are on the other, At this point
draw the regrression Iime through the data points Fxtend the hne
to the Y oans to determme the Y mtercept

These steps hive been warked o i Firare Sos for the adnission and
enrollment data that we bune hoen U=yt to this ttme. Note that this proce-
dmvprmhu‘cwllu-I'nHu\\m;:vq\mlmnt‘nr!lwre';:l'n'\«mn hne through the data:

Y 100 ssy

The interpretation of th . Cquation. ob course, proceeds Justas tor the it hy
inspection Iomav be used for both o sumniarydeseription and for prediction.

38 The Least Squares 1

Another commonly vsed procedure to fit a hoe to et of dita points s
alled the least-squares 1, which 1s introduced in Volume 1. Chapter 7. The
line determined by the least-squares fit minimizes the sum of the squares of
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Figure 5.8:
A Median Fit to the Admissions and Enrollment Data of Figure 5.1

a) Rank order X values (admissions) and divide into three groups (remember
to keeo Y values, on enrollments, with appropriate X valuesg

Groups X Y
1 558 426
581 411
595 445
2 604 416
630 447
648 504
3 694 511

b) Compute median values for qroups 1 and 3

Groups Xm Vm
1 570 419
3 €71 £ne
¢) Compute slope
Stope = (Y3 = Yoy) . fem - Hoy s o
0y ) 71 - BIn

d) Determine Y intercept, by computing residuals = Y - '

X y o= n,0m g y -y
558 az¢ 491 -6y
581 a1 1 -1n0
595 445 524 =79
604 ate 7 -1
630 447 e -1n07
648 f04 L0 -
€94 H11 fll -10n

Mediar Residual = -1nn
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theresiduals. Recall that » residual is just the vertical distance, on the graph,
separating the observed Y value from the expected Y value on the regression
line (see Figure 5.7). Minimizing the sum of the squares of the residuals wil]
produce a line that is ag close as possible to all points, The least-squares fit
also results in other attractive features that statisticians worry about, but
will not eoncern us here.,

The least-squares fit is somewhat more time-consuming to perform than
cither of the two previously discussed fitting procedures. The steps are
outlined below, and, while simple, they can become time consuming when
there are many data points, The computer ean help in this regard if one is
available, sinee there are many packaged programs which routinely eompute
the least-squares fit to a set of data points, Alternatively, many inexpensive
hand caleulators now have been programmed to provide a least-squares fit to
a set of data. The data are simply entered into the caleulator and o few
buttons pressed and the slopeand intercept are then computed and displayed.

For hand computation of small number of data points, however, the
following steps may be used to vield g least-squares fit:

L Sum the X values. Call this Ly,

2. Compute the mean of the N vitlues. Call this X,

3. Sum the Y values. Call this > Y.

4. Compute the mean of the Y values. Call this Y

9. Forcach X value, compute X- Sum these X values and call thisX.X¢,
6. For cach (X.Y) pair, compute XY, Sum these XY vilues and ceall this

XY,

After these terms have all been obtained. vne computes the slope and

intercept of the least-squares fit as:

NIYY  snyy (5.51
slope - Lm N s
NIV
where N is the number of data points;
intercept Y tslopei i\ tH.6)

Figure 5.9 shows the computations necessary to produce the least-squares fit
to the admissions and enrollment data discussed previouslyv, The least.
squares regression equation ja-
Y 20 078N

The simple inspection 1t the data was reman Kably close to the least-squares
fit. This 15 nice, but unfortunately 1t doe~ 1 alwiys oceur. Of the three
procedures, there is an inerease i theamount of effort as wepafrom the fithy
inspection to the median fit to the leastsquares fit Which of the threeis to he
used depends on the purposes, resources, and time of the analyst. What may
be appropriate in one <ituation may be mappropriate in another situation.

40 Exanmination of Residuals

The regression equation can be thought of s o model which describes the
4 |
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Figure 5.9:
Least-Squares Fit to the Admissions and Enrollment Data of Figure 5.1

a) Compute necessary terms

XY

604 416 364,816 173,056 251,264
648 504 419,904 | 254,01¢ 326,592
558 426 311,364 | 181,47¢ 237,708
€30 447 39,970 1040 3ra 221,610
595 445 358,025 1 199,026 2€4,775
58 411 337,561 160,071 239,791
94 n1l ae1,030 1 2€1,171 384,604

Sum 4,310 | 3,160 | 2,606,200 [1,43F,422 11,178,374

Mean f1e 451

b) Compute slone

slope = MEX)-LF IV . 7_(_1_._°_5_5_,»V3],”~_),.-_ﬁ(f,“,lﬂji?ll_ﬂ“.). - 68,018 . 578
S(EXS) - (Z 7(2,666,206) - (4310) 87,342

¢} Compute Y-intercent

Y-intercept = ¥ -(slone (V)
= 451 - (0.78)(616) = -29

d) Pearession equation: Vv = =20 + 0 78y

data. Forany given X value,a Y can be computed and compared to the actual
Y values. As stated in the previous section, the difference between an actual
and predicted value is called o residual. 1t 15 the residuals which tell us
whether or not the model we have chosen has done a good job ot prediction It
the restduals are smalland without noticeable structure, the model 1< <iid to
fit the data well. If the residuals are Large. or there = <tructure to the
residuals, the model does not fit the data weli

There are several different things thuat can be done with regression resida-
als, and no regression aradysi= 1= really complete without domg at least the
most basic of these, which s simply to compute the residuals and plot them
against the X values

4.1 A Plot of Resuduals

Computing re~daals and plotting them against X vatues accomplishes
several things First.itallows us to assess whether the linear form appears to
be a good it to the data If the Linear form s a pood fit, we should see a fairly
random pattern to the residuals tno structure), as shown in Figure 5. 1000 (0
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there is structure in the residuals, as in Figure 5.10(b), the linear form does
not provide a good fit to the data. In such circumstances we might want to

think about transforming the data in such a way that a straight line would
then fit the data.

Figure 5.10:

Structure in Regression Residuals

a) Structure absent; linear form provides a good fit

Residuals A

yi * . - . (N
< . R 4
X~ values
A4
b) Structure present; linear fit is poor
Residuals A\
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[
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* .
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A plot of residuals can also be very useful for identifying outlier values,
These are data points where the model has done a particularly poor job of
predicting the observed values, Outlier values are interesting, particularlyif
the model seems to provide a good fit to most of the data points. In such
circumstances outliers identify situations which may warrant further atten-
tion. For example, it may be that an outlier value indicates there has been
severe measurement error, or that there was an ana., st blunder caused by
writing down the wrong number. However, an outlier might also indicate
that this particular data pointis uniquely different from the others, and that
there may be different processes at work in this situation compared to the
situations that gave rise to the other data points. This may or may not be of
interest to the analyst, but itis worth the {ime to identify such outlier values
and to reflect upon possible reasons Jor their appearance,

Figure 5.11 shows a plot of the residuals from the least-squares regressi n
of enrollment on adniissions. This plotindicates that the linear form proviues
a reasonable fit to the data. There does not appear to he any notice: ble
structure to the residuais. Howeyer, the two largest residuals happen toc ceur
for the two earliest years in the sequence of years for which the data were
collected. This might indicate that there was something unusual ab. at those
two years, and it might Fe worth cheeking to see i there was some change in
admission procedures or some external factors nfluenecing enrollments that
might have led o these results, Sinee these two residuals do not apoeurto be
widely out of line with the other residuatl= ithat is, they are no' true outlier
values), we would probably Le content with the Hinsar madel itour investipa-
tion of these two years turned v, nothing unusual

Froture 517

Residuals from the Regression of Enrolments on Admussions, for the Data in
[Figure 5.1

a) Compute residuals; Y' = -29 + o_78x

Admiceions Fnrollment Predictod Peciduals

Year [

Y ¥ v Yoy
1067, (N4 ayr AL -0
1966 rau N4 Az b
19¢7 ren ror Ay nn
1968 £ 47 Ao o
1069 I8 art LRl n
1970 nel A1 anp 11
1971 ro4 511 o172 -1
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b) Plot of residuals
Iy

anf
20l .
1} .

1w &hn hn —>

-10} X-values = admissions

-anfk
-3nk

N

5.0 Measure of Association

dust as with nominal and ordinal data discussed in previous chapters, it is
possible to develop measures of association between interval variables, One
such measure, the Pearson produet-moment correlatjon caefficient, is closely
related in meaning to the regression lines Justdiscussed. For interval level
data we would interpret a strong association between two variables X and Y
asoceurring when the values of hoth variables tend to inerease tor decrease)
together. A weak association between the variables oceurs when caange in
one variableis not related 1o change in the second variable, when changing X
does not tend either to inerease or decrease Y

When the points cluster closely to the line, and there is some slope to the
line, then there is o strong assceiation between the X and Y varihles, When,
however, the points are seattered loosely about the regression line, or there is
no slope to the line, then intuitively we feel that the association between X
and Y is weak.

The Pearson product-moment correlation coctficient, orsimply the correla-
tion coefficient. isa measure ol issocintion which sunanarizes the strength of
astraight-line relationship between two virables Usimg the same terminol -
oy as lor the least-squares fit of 1he previous section, the correlation coefli-
cient 7, is determined by the following equition:

C NIV Xy .
INCIYS T INY Sy

Using the numbers from Figure 5.9, where o least-squares fit was made to the
plot ol enrollments versus admissions, we find that the correlation between
enrollments and admissions is:

7 TLIBASTE 0160, 7
[FRB66.2060 3107 (7004364200 3160 ¢

- X7
How is this correlation coelicient of .87 to he imterpreted? The correlation

coefficient has o range of 1010 - FO.with either extreme indicating a

perfect association in the sense that o straight line fitted to the datg would
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pass through all the data points. The sign of the correlation coefficient is
interpreted as are the signs on measures of association for ordinal data: a
negative sign indicates that, as values of one ofthe variables tend to increase,
the values on the other variable tend to decrease. A positive sign indicates
that both variables tend to change in the same direction. A value of zero for a
correlation indicates that there is no straight-line assoeiation between the
variables. That does not necessarily mean that there is no regular pattern or
relationship between the variables, only that there is not o straight-line
relationship, Both seatter plots in Figure 5.12 would produce  correlation
coefficient near zero, although there js cearly a very marked relationship
between the ‘ariables in Figure 5.12(hy; it just is not a straight line. A
correlation of (.87, ay above, indicates that there is g fairly strong linear
association between admissions and enrollments, with the positive sign
indicating that as admissions tend togoup, enrollments also tend to increase,

Figure 5.12:

Patterns of Scatter Plots and the Lack of Corre ttion
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One very nice feature of the eorrelation coefticient is that it can be shown,
with a little algebra, that the square of the eorrelation cocfficient gives an
indication of the amount of variation in the Y values that js accounted for by
the regression line. If we use the regression line to compute predicted Y
‘alues, it turns out that the square of the correlation coeflicient is related to
the variance of the predicrod and observed Y values:

. vark

o e of predicted Y values (5.8)

variance of observed Y values

Because the predicted Y values must lje on the fitted line, thejr variation js
always less than theobzerved Y values, unless the two <ets of virlyes coincide,
Thus r? will viry between zero and unecand it indicates the amount of
variation in the dependent variahle thag 1= Taceounted for” by the regression
line, With the enrollment and admissions example, r 08T 075 In
other words, we have caplatned 75 of the vardttiiomin enrollments with the
fitted regrression cquation,

Fxplaining or Aeeotnting tor variinec i e dependent varable doe net
mean that we have locuted he. ol nivehannam operating ands that thepe
IS SN dsociaton between the 1w, vanables A g vedue. o our
example, means that oy madel e regne o T s done dsood ol
fittine the dara T R T R OO R TR Y SIS N the b ed Yo il
lHe close to the Pt Peste~<ion e

Frowe 5010 Qe 1o o i Witk e <., S ind dennn g N
values can o0l veat o Blterent oo, Covthioent oot oo be
~hown thoat 1, dope e el on cocthiorentsoand the dard e
Matims ot the tway e o, Tt N and S b el e thronoh
the followiny cquation

ERH

The closer the fit of Pointstothe line the higher the correlation coctficient,
and hence » will he hgther

GO Dt 1 oo

Wath the curaiing s el dor thea B e bt vand thuy. tar,
stranshit e c s st e dan Peasonahls well g that e iy Caur e ot
the et 31 e S Show o Frenge 5 Phocaplor oy tides callied
the Phveiegt b o it Ty PQLE e the pa Capitin Gipnes
National Prodic o 4 PR N e Q) devednpied by thy
Uher—eae Deccdopma cncb e Wl Podesieted G e
e efleonveree o, Crersiees b Sermating o e enpue Laney,
vy cond o mertalite The mooniming, v s b L atud the
maNtnun: oo O w g CNPect that e oy - Perocamta GNP
Inereased more artent o Soudd b yinen to wog servicescand henee the
PQUE W wd e
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Fijure 5.13:

Anlllustration of the Change in the Correlation Coefficient With a Change in
the Standard Deviation of the Dependent Variabie

a) Data Set ] (Sy =1.7)

Xly
TT regressfon 1ine: Y'=3+1x
2|6 19 r=0.85
117
416
518 6
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n 3 3 + " " " 3 L

1234556 7 4 a1n x ‘

b) Data Set 2 (5 = 2.3)

]y v
rearession line: y'=341x

e 10
217 9 r=N.62
3 e
4] ' )
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et
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The plat of the PQLEand GNP daa - quiteanterestmng:, particularly when
we it aline tothe diga s ditferent procedure. | s plot s oo exanple
of the effect of autler vitlues apon thee feastsquares Dt procedure. The
hirti points for the fwa countries with e GNP . considerihly remoy ed
from the rest of the seatterof poimts The Teastesquare~ {1ty procedure aets
to - mintmize ~uch Lipe deviations and produces eastaquares 111 of
Yoo D0033N . The median ity procedare more re<istant to the
effectof outliors and the frtted Tme gives more fnportance to the prepondoer-
anee of data points nd Prtaliy nores the effect of the onthiers. The



Figure 5.14:

Least-Squares and Median Futtings to a Scatter of Points Showing the
Physical Quality of Life Index Plotted Against Per Capita Gross National
Droduct, for 45 Countries in Africa

y
PQLI P

median (or resistant) fit: Y' = 1g + 0.036X

Teast sauare fit: Y' = 27 + 0.0033X
. !(r = 0.31)

o —+ + + : + : —3
1700 2170 2000 4000 5000 6000 7000
Per Capita GNP
(in $US)

Scurce: Tire, (!‘.arch_lB. 1979,‘3 pD. 26-27. PALI is an index constructed by the Overseas Development
Courcil and includes 1ife exsectarcy, literacy and infant mortality. Per capita GNP figures
are fror 197F World Fank data as shown in the Time article.
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Figure 5.15:

A Plot of Residuals from the Resistant and Least-Squares Fits to the Data in
Figure 5.14

3) Resfduals from the resistant fit (excluding two outlfer points)

!
30
Residuals 20 .
10 : . . .
e " N
KO~ I TZnm e
e s Per Capita GNP
-10 v ‘e . (1n $US)
-20 . )
-30
b) Residuals from the least-sauares fit
1
204 ¢
16 coe
P2 S
st ...
X
L ; 3
4 f e 1m0 2000 N0 4000 5000 000 ,
-8 e, Per capita GNP
12 417, . (= 3us)
Q3
-?OJ

median, o vesictant, ine < ¥ P 0086N 1 ane were 1o <ummanie
these data iy the woequations there would he twoconsiderably ditterent
deseription-, depending upon the fittg procedure uaed The miedian Gy
resultsina lope which was neary ton e Lper-tecper than the o
the Jeast quare i

Becat-coor the conendey bl tthaenee of twa outher valie we. would do
well tovonadvr coch of the o Pt eparately Foresampde wewould want
tovecheeh the namber s 1o e (ho then had Leen copacd cormectiy o 1o o
back to wrgnd onge and contem o decnraey W swould ob-awi to
consider whethn there were faetaor - cherating an the ¢ ocounties which
might ok then very Ahvpical o ather Nfocan countine. 11w found
suticrent cave, 1t toposable g thie e twao dat ot could e eseluded
from the remamder of the by e Twe B thie vante the tesastant fil to
the otherdata point. Appeare pretty pood A plotof the vesiduals trom thi~ fat,
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Figure 5.16:

A Schema for Selecting an Appropriate Data Transformation

a) Scale of transformations

7 orininal data

JT
loa 7
ANT
-1/7
2

-1/

\ 2

b} Schema for selecting a transformatinn (arrows indicate directions to move
on scale of transformations)

Y N
Y up T T Y
v |
X down X up
— —
< e >
— - X
X down 11 8 X up
Y down .L 1‘ Y down
N

Source: Trederick Mosteller and John W. Tubev, Nata Analysis and Pegression
Readina, Ma.: Addison-Heslev, 107, | p, 04,
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transformation or down the scale for an X transformation (since the bulge of
the curve points toward smaller X values),

Note that curve type IV is the general shape of the curve in the plot of PQLI
versus GNP, meaning thatif we are to straighten out the plot, we ean do s0 by
transforming the original Y values, perhaps as Y2 or Yo, We could also
proceed by transforming the original X vitlues, to \E\ngx or some similar
transformation down the scale of transformations,

Whether to transform the Y values or the X values is 1o sonme extent
situationally dependent, but there are usually two factors that must he
considered. First, one must consider the extent of the variation in the two
-ariables. Variables with little variation in the values will result in less
effective straightening under transformation than wil] variables where
there is considerable virtation in the values, Secondly, one must considor the
meaning of the two variables, and which ane iz more meanmuful i€ left in jts
original state, For example,in a plot of carnings versus time «in yearsiot
probably makes more sense (o transform earnings than it docs time, because
people would have less trouhle thinking in terms of the log of carnings than
they would of thinking m terms of the log of o vear.

What direction should we move tor transforniation of the GNJ? and PQILLL
data? From the first eriterion Justdiscussed, it scems more appropriate ty
transform the X values (GNP = The PQLIvalues vary only trom a minimum
ol T to s maximum of 1s, wiile the vidues of per capita GNP vary from
minimum ol 3100 1 5, TN i of S63 10 I terms of coere of mterpretation,
IUis also likely that one would prefer to leave the mdes ~cores tor PQLLL in
their avigmal form and 1o transtorn the GNI values, bt this g« open to
idividual preference For the present dlu -t aton, dstme that transform-
g GNP 1 the more vty route to take

Hiving selected the vartable to tnstorm mouresample and the general
direction to move on (he ~cale ol transtormation- . how dowe welect which of
the possible tian-formatione 1o T O procedure wauld e 1o soahead and
ey dfferent tram<tonmat o selecting the one which he o strinchtencd ont
the plot " This, however, 1< e corstmng bor b bat the cmad e of prob.
e Fvenwinth the 13 dars POt the present example, th- procedure
would b actormudablee tundertalan,

Luckilv there 1+ procedure that can do o pretts gond joboan decndimg Upan
the appropriare transtormation To do this we ke vseob the three data
Pornt~ N0y N Y oy Y e e e ahien ok e e nt
B the dat Thee aden . ampde woane N Y gy Yy one slope s
computed U X ) and N Y ot |n;u Fevomnpited Hthee two
~lope~ are ahont cayted o nueatade e three porntsodl T on Appront
matel oo aeht e v by, 5 MRy e ot s trametorm
the vaable hecrad e N e Pran=bmation tron the <o of
trivistormation- and oo catnprte the <lape Ty Proce requines anly
thaet theee data posie . anstormed vather than the aniplete <ot af data
When o tan-torneition b Been welected, then wll the. it pomts can he
tran~tormed The oyl result e cansaderabe SOV T e
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Figure 5.17:

Anlustration of the Slope Ratio Method for Selecting an Appropriate
Transformation

a) Points hollow down; ratio of Slopes 9reater than |

Y’F
(.9
]
~~-Jdslope 2 slope 1> slape 2
Slope 1
Thus S—]—l’-—one 5> 1.0
J slope 1
(xg.¥g)
AN
4

b) Points Mnear: ratio of slopes eoual

T

slope 1 = slope 2

slope 1,
Thus slope 7 1.0

N

This method of selectimg the tran~lormation 1 ustrated  with the
data for PQLL and GNP Using the ~ame procedure deseribid carlivr in
the chapter, (f was found that LY 02X Y 00T, and
LAY A Fryrure 508 show s the transformed valties for these three
data points under ;) variety of ditferont transturmations Al-o hownon this
ﬁuurv;m-lhvmmput.u:mn\nl!lnwln;w\..mdth:-n-»ullmu riatioof the slopes.
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Figure 5.18:
Selecting an Appropriate Transformation for the PQLI and GNP Data in
Figure 5.14
a) Find (Xs, Ys), (Xm. Ym) and (X]. Y]). as in fitting a resistant line.

Using the original data set, it can be determined that:
(xs, vs) = {130,20)
(Xm. vm) = {260,27)
(X]. v]) = (550,35)

b) Select an appropriate X transformation (see text for discussion as to why X)

Xs Xm 5

X 130 260 550

Ol e e 23.5
log X 2,11 2,41 2.74
S [ niosg .p.ngn -0.n43

c) Compute slopes

Ratio of
Transfomat!on’ Slope | Slore 2 slopes
Y (27.20)/(260.130)-0.054 {35-27)/(550-260)=0. 028 1.93
"y 74,7 = 149 8/7.4 « 1.98 1.38
log x /0.3 = 233 A/0.33 « 24,7 .96
VI , 7/0.076 = k9 n/0.010 « 4y .64

d) Use ratio of slopes to select o transformation

Since the Toaarithe te transforration oprad,cp A ratio of Joreg

closest to 1.1, try,, 19 the transfamatfan trchonsa foy pag

d*ta above,
When the ratio ol <Tope<ia cloee 10 ) tdreate< that thye transtarmation his
succeeded in takon,: thecurvatare an o 1. e pomie qag tocompute the
slopes. A< chown 1y Froure 517 1. los tram<ton ity Piears to take ot
most ol the cirvatare fron, thee thyee dat, Dottt aed s representaty e
points

Usingz the oy Hanstormating on 3 ). \ At vatie s i the plot
.~hu\\'r| m "'I:LHH‘ O When Dtted worh Josogt gieres e el oy p]tll ot
residuad~ mad.- e Gorah e seethat evien sy log Tanstormatyon,
there appears (o by ST e Tel i e reagd ) Lo Nvidies tendd 1o
hitve generally moye nesative vesdaal oow e the bigther N value< tend (o
have positive resthials The twa UNeme vadues i N, percamta GNPy
are st exerting, cotstderable intflienee verthe leastaquare- e A reas.
tantline fitted to the log tran<formaton ditiwould <y have alanger ~lope
than the feast-squares (it
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Figure 5.19:

A Least-Squares Fit to the Data in Figure 5.14, Where the Independent
Variable is now the Log Transformation of Per Capita GNP

a) Least-squares 1 ine

T
PQLI Y Y'o= 2101 4 12,0
r=n47
5n 1
an 1
n 1
2n 4
n .
n y N .\ . N 3
{4 T T ) L4 —7
2.0 1.0 4.n oy~

b} Pestduals

Y
n ]
*
20 ¢
L . .
M 4+ . : * .
" e s + + + —>
?".‘. . e 1.n a.n fon ryp

-n . .
on L
-1 L

l

If we had seleeted the next lower transformation on the seale of transtor.
mations, that of | \fx—.thl' results are more encouraging esec Frgure 5 00,
The residuals <how Jees pattern aindicating that (hs transtormation i«
somewhat better than the log tran~tormation, Our transtormation <eleetion
procedure got us ¢lowe toa good N but there citn be no puarantee that it wil
result in the bea transtormation until all dag., pointsare plotted and residy-
als found.
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Figure 5.20:

A Least-Squares Fit to the Data in Figure 5.14, Where the Independent
Variable is now the Negative Reciprocal of Per Capita GNP

a) Least-squares fit

A
o
. . . 50
L] . ' ¢ : 40
Y =44+252x 10
r=0.54\
* 20
o’ . e

¢ 110

¢ } e — — e SN 0

SIVGNP =10 -.09 -.08 -.07 -.06 -.05 -.04 -.03 102 -.01

N
b) Residuals T4
120

. .. .
. « . 10
] . ¢ L ] . .
- . L] L v ° N . 0
AN e TR
" e . 1-1n
) . .20
- 30
\' 4

Transtformations of & moderate sized data set, =uch ax the example just
discussed, can represent several hours” work with o hand caleulator. s 1t
worth it? What infact have we gotten out of such o transformat 1wnofthe GNP
and PQLLdata? There are several things, First, we have o better desertption
of the data than the original least-=quares deseription in Figure 5 14, In that
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fit, the amount of variance explained was (0.31)2 = 0.1, or about 10% . Fitting
the data after transforming X values by - I/Vrproduccd anrZvalue of 0.29,
or nearly triple what the original linear fit provided. From a purely deserip-
tive pointof view, we have succeeded in summarizing the data better with the
transformed data than with the original data.

Better description results in a second advantage. By describine the data
better, we can also feel somewhat more secure in the identification of outliers,
Such identification can be one of the most useful of results from such fittings.
In Figure 5.20, it is quite clear that there are two outlier values, the first for
the value (170,48 and the seeond for the value (2590.21. Assuming that
neither value represents some error in measurement, computation, or blun-
der, then we have some useful information in these vesiduals, For example, it
would be very interesting to do some additional research on the fivst country,
to see how it is that thev can achieve such high Tevels of efficiency in social
services despite fairly low levels of per capita GNP. On the other hand,
nvestigation of the second country might vield factors that inhibited the
effectiveness of social services, despitea fairly high per capita GNP Compar-
ing and contrasting the factors in both countries might be even more
productive.

A third benefit from sueh tramsformations concerns theform of the it iself,
Iducational planners are never goimg to be coneerned with trving to discover
“natural laws,” <o the particular function that - used to fit the data may
never be of conccrn or need interpretation. The general form may be of
interest, however, In the present eximmple, the hest fic s provided by a
transformation which, if re-transformed to the original data, would <how a
plateau in the fit. In Figure 521 PQLI ix plotted against GNP aprain,

with the best_transformied fit from Figure 520 Y 14 . 252X where
X = - VGNP indicated on the plot. Isitin taet true that the effectiveness

in social services plateaus after a certain ievel of GNP

There is some evidence i the data ~et 1o support a plateau effect, as we
have alveady discussed. But the present data are not ~sutficient to e<tabli<h
such an efiect. and one would want o collect addittional imtformation. For
example, the range hesond o per capitic GNP of 31000 1. pretty hare, with
only three countries represented. |1 may he possible touse data fron other
countries to fill in some of the gapsan the data <ot used here

In sum. the effort required to make data transformation - and then it the
transformed data is often vepaid by the merensed depth and richness pro-
vided by the analvsis, by o hetter deseription of the data, identitication of
outhier values that may be ot tnterest, and the meanngven to the general
formy of the function fitted to the data

T Multuple Begresaon

Up to this point we have related ingle dependent variable (o only one
athervariable, by fittimg o line or some other functionad form to the plot of the
two variables, We saw that this could be dane for both deseription and
prediction purposes. However, 1 many cases itas likely that the dependemt
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Figure 5.21:

The Fit of Figure 5.20 Applied to a Plot of the Data in Figure 5.14
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Step 1: Sum the values for each variable. Call these XY,¥X,, and 2 X,.

Step 2: Find the means of each of the variables, Call these Y, X, and X,,
for the dependent variable, and the first and second independent
variables respectively.

Step3: Compute Y2, X2, and X3 Foreach variable, sum the squared values
and call these X Y2, X X%, and ¥ X2,

Step 4: Find the cross products YX,, YX, and X,X,, for data in each
triplet. Sum the cross-product terms and call them 1YX,,
XYX,, and ¥ X,X,.

Step 5: Use the summation terms found in steps 2 through 4 above to
compute the following:

AR ¢ ~ NN X)e
Ixf =X (NHY X,
Iy =XX)Y O - UM X ALY
Iy SXXLY - (XY
Yor, AN, XX,

Step 6: Use the values in step 5 to caleulate the slope and intercept with
the following equations:
IR S AR ST R SR IR IR
e A =ty
slope b, TR TR miaem el (5.11)
Rapiagt o Oy,

Ny, Ny Xy

ARSHTE N ARSE TR .
slope b, --77L 7 , TP 5.12)
MRS S B D S O

intercepta Y b)N, b.X, h.1d

Shown in Figure 5.22 ave the computations necessary for finding the slopes
and intercepts for the enrollment data, As shown there, the fitted equation
turns out to bhe:

L R N U A TR A

How to interpret these values will be saved tor a Liter section,

712 A deast-squares fit using a hand calewlator having statistical rou-
fines. Tts far less tiresome to do a least-squares multiple regression if the
analyst has at hand a caleulator which will compute correlation cocfficients.
The data are simply entered into the machine in the manner appropriate for
that machine, and correlation corfficients obtained. In our example we would
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have the following three correlations: "Xy Tyx, and ry x,- To compute the
regression coefﬁcients, You also need to have the standﬂrd deviationg foreach
of the three variables, Thege are obtained from the Pre-programmed routines
in the calculator, o by use of the equations given in Chapter 2, With thig
informntion, the regressiong coefticients cap be computeq as:

S,
slope b, = g (5.14)
Pyx, = ryy vx, Sy Sy
slope b, - Tl A O (5.15)
1 I"*_\Jx! ASX: hxl

where 7, is the correlation between variables and j; 8, jg
the standard deviation of variable ¢: and b is known s i
standardized regression coefficient,

intercept Y b\, h, X,

Figure 5.3 shows the computations of (he Fegression coefficients using
this approach. It iy Jouy tiresome than the previpys Procedure, by js still
limited hccuusvnf'nvvd tomanaally engep the dataingo thv(':lh'uluturs(-\'vrul
times. The values of b} and bl the s0-called standirdized FeEression coefty.
cients, can hoe used to compype the relative importanee of the twa Variables ip
terms u{'uf'fl'ctin;: the dependeny variabhle, A shown i Figure 5,04 bl s 87,
while bt i 20, indi(-:ltm;: that .\, admissions, o suh.sl.'mn:uH_v maore
important iy, predicting enrollmengy, than js Noapplications Such regrog.
sion coefficionty run from o ) wipy vadues neay zop mdicating lity}e
predictive IMportanee.

T /:'n//'//n//f:j Boiidigg.

Just s with ~thiple Fesressins 4; . Necessary CNamne 1he restdual.
obtiined fromn t leant SQUGTCe il il Testression e I fact th thepe
AT more vy e Means that oy Bl o e Cvamimned Wik gy,
Independin Varnbles Sould minn ), WO ey ), follow iy,
POt 0 ey Yersus X gy, Pestdiad s vy gy I cach iy e
luukm}: for thie e thing. . WIth (hy snpde peg, fon Plote tesydiad s
Versus . el pend ey Vbl onng . Chanined for g, THein thy.
residugl, Partienlandy cory . Hoatswnnld g, ateadarg fornint g .
HeCess iy

Shown Firine 5y Areplor of . teaduad g, lea e I
Figure 5 o Withanly fesdata oy i, TR nde bt g,
ol the plata 1 S I e teed 1o Craen~ton o, the dagy
We wnulg hrobahly . CORLEDT T Sann g . the dar v, the lincar 1y
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Figure 5.23:

Computation of Multiple Regression Coefficients using Correlation
Coefficients, for the Data in Table 5.1 and Figure 5.22

Example: r - 7(1,955 374) - (4310)(3160) = 0.874
W ([72,666,206)-(4310)7 7 £7(1,43€,224)- (3160) _7} 172

In similar fashion, r = -0.213
X,

ro. = -0.0185
X1*2

b) Use correlation coefficients to compute reqression coefficients

NIRRT AL
TN [——?‘1_ Ll <T .

er J

where bii-k © the rearession coefficient for the reqgression
. of variakie { on variable J, with both i and j
linearly adiusted fe= variable k (see text)

ST the correlation coefficient between variables
iand j
S5 “ the standard deviation of variable i
- s -
This b, - (-0.213)-(0.874) (-0. mn' aq 9 o
¥ 1-(-0. nm' >

Similarly hyxlq? =N.71

a) Compute correlatinns, using data in Fqure 5.22 (Y = fnro)liment, ll = Admissions,
l?f Applications)

NEXY - (ll)(LV)
(v - a0’y ay’ (1.7)7]}177

r -
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Figure 5.9.4:
Plots of Residuals from the Multiple Regression in Figure 529

a) Residuals
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Figure 5.24:

conlinued

¢) Residuals plotted versus X,

Residuals ’P
3n

2N .

10 .

T .
"Hy 100 11hn R ?

Assuming that there i< no <trueture found i the plats of reaadual 0 o
feel reasanably content with the functional torm used to (11 1he data, weean
compute a statisoe which sume o izes the closeness ot the £t Reeal! thiat
WIth siple vegresson analy - the squanre of the correlatio, coetticient
could be tnterpreted a< the o shvanice n the dependent s arable th.a
wasexplamed by the oo o I'tne Wity multpie verc <o - pro~~1hle
tocomputeanumber called 1hye nadtiple correlation bl ized - i Fhs e
the correlation hetween e dependent orable a1 red valaes oh
tamned by pncdicnine Y owoely 1he tenression eguation T Faiare o2 b
example, we cauld citputeaconeliionbrets centhe dcoaad ¥ s b and the
Atted Y valties Thi correlanon o fernd to be oo Ve oy maltiple
corvelation coethicend ran o lossat zera mdicating o orvelation he
tween obeerved od Hted value. 1 Aot ab L oo adn e 1,
predicted and ahocrved e e identical

Hocan he e, turthermare that the quare ot the muttple el
coetheent canbe viven the e terpretation as the cquane of the . mmple
correlation coeltn e R e preted s the mountof sariation
thedependent corable that cexplimed by e mulhiple regtesaon equation
In the example wah civolliments, Y Ut oandicating that abaut
N1 of the vanation i crnvollments < esplaimed by the two independent
variables admi-sions applications
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——— e

It is also possible to compute B2 directly from the simple correlation
coefficients between variables. The formula is:
2 2 .-y (e .y . .
_ Tyt iy, 2’).\,’),\2’,\,.\2 (5.16)
R? = —
2
I-rix,
For the enrollment data, using correlations found in Figure 5.23, we can
compute R directly as:

o UBTAR 4 (- 913 - 20874)( - 213)( - .019)
R = 1~ .0192

= .80

7.3 The Interpretation of Multiple Regression Coefficients

So tar we have discussed the Casyopart of multiple regression, the
mechanics of fitting o p;n'ticulur.w:ulm'nt'puints and then examining residu-
als, transforming the data if necessary and computing summary statisties,
Now comes the more difficult question of how to interpret the coefficients, To
date we have ealled the b, coetficients “slopesan analogy to the case of the
simple regression. The use of this terms not unwarranted. The coefticient for
agiven “independent” variable i slope, but it cinnot be interpreted inde-
pendently of what other variables are i the regression equation. For exam-
ple, we saw that the fit to the enrollment data was:

YU s 08y, oy,

We cannot interpret the value 0 78 as the general inerease jn the dependent
variable with o uni changem X, The Iterpretiation s more subtle than ths
and must include reference to the variahle N there are more than two
independent virables 1 aomultiple vegression tquation anterpretation of
the slope for anvone of these variabbes mast also b made with reference ()
the complete et of the other independont variahlos
The more precra mterpretation of <lope coefficient ke 078 oo come.
thangr Tike this o . the gsenerad chitnge in the dependent varahle tor o one
unit change i Nt adiustmony huas bien v for foevay change in AN
This s an aeearate Interpretation, hut unfortanately 1t doces niot mean any-
thing at pre~ent T, PUbmeaning it the <tatement woe mu~tfirst demon-
strate another way trcompute the <lope coeftien - Thi~ turn-out to he very
usetul for Hettinge aeross the meaning of the coefficien .. but it i< nat very
casy method for tomputing the coefficrents, hence was ot tcluded
under fitting procedore. (1 the provions section
As we will illustrate with the enrollment data if we take the followin
Steps, we can compute the repressin coetlicwent by o<milay steps could be
done to compute boobut only ane will he discussed here for Hlustration
Lo Perform o stmple leist-squitres tepression of Y on X Use the
regression line to compute residuals, These residuals can he
thought of as "y adjusted for the linear effects of X, on Y Iy
other words, these residuals are just the original Y values with
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the linear effects of X, taken out, or excluded. Call this set of
residuals Y,.

2. Perform a simple least-squares regression of X, on X,. Use the
regression line to compute residuals. These residuals can be
thought of as "X, adjusted for the linear effects of X,onX,."In
other words, these residuals are just the original X, values with
the linear effects of X, taken out, or exeluded. Call this set of
residuals X,

3. Regress the residuals Y, on the residuals X i-- The slope of this
simple regression is just b, the value obtained from the multiple
regression of Y on X, and X,

Let us interpret this set of steps as simply as possible. Essentially what it
says is this: a slope coefficient in a multiple regression equation is Jjust the
slope obtained from o simple regression of Y on X owhen both Y and X, have
been adjusted for the effects of Xy Figure 5.25 shows this more clearly, for the
example with the enrollment data. The regression of the two sets of residuals
tie, Y and X, adjusted for X, vields the following equation:

v

r

0.013 + 0.78X,,

The slope here is the same as the b slope computed for the multiple regres-
ston of Y on hoth X, and X.

Computing the multiple regression coefficient in this cireuitous manner
aids in the interpretation of the equations. We can see now why it i~ that the
slope coefficient b is the change in the dependent variable for aunmt change
in Xy, but only after both Y and Ny have been adjusted for the linear effects
of the other imdependent variables in the regression. With this We cin
proceed  tointerpret  the  full multiple  regression Cyition
Y' = 1138 . 078 OL13NL. We now see that onee we adjust for <imul-
tancous changes in applications, an terease in the number of admissions by
100 will penerally result in an therease in the number of enrollment < by 7K.

One other note of Giation needs to he sounded regarding the ‘nterpretation

of regression coetticients. In particulior what happens when the imdependent
variables are correliated ™ Ths combition. called coittneariny - ean catse the
stze of the regression coctfieren - tobecame uncertun mdicaton - of thevmpaor -
tince ot that vanable of the correlation i< styong enotwrh Inany exaniple we
were fortunate that the correlation Between the two tdependvnt Viriables
was a0 020 Bur what of the correlation hiad been much <tronger” In thi
citse, we eould nnt substantily change the valie. of ore ob the idependent
vitrtables soithoot atfocting 1he valuesor the othe dependent varahle
Consequent!y . the <ize of the Slope corticients would ot tef] s verymuch
about the Likely tpacteansed by come intervention to Banee the value of
one of the independent varubles. Reeall that a slope canonly be mterpreted
after adjustment for <imultaneous change ocenrrmr a~ o result of the
other imdependent virables Wi, moderate or gl correlation between
the mdependent virrable. ourintessention to chanee ame of thenow i aftec
the other The onteome, i e of the tmpact on the dependent varnable, 14
not likely to be indicated by the Slopes of the Tepressinn covlficrent
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Figure 5.25:

Anlllustration of the Interpretation of Multiple Regression Coefficients, Using
Data from Figure 5.22

a) Regression of Y on Xo 1s: Y =610 - 0.145)(2
b) Regression of X, on X5 is: Xi = 631 - 0.014X2

¢) Residuals

Yr= Xlr =
] ]
Y x1 X2 Y-Y Xl-X1

416 | €04 1178 | -23.7 -10.6
504 | 648 1097 52.6 32.3
426 | 558 1006 | -38.6 -59.0

~a

447 1 630 1078 -7. 14.0
445 | 595 1166 3.6 -19.7
411 | 581 1095 | -40.7 -34.7

511 [ 694 1059 54.1 77.8

d) Reqression of Y. on X|pt Ypo 7 0.013 ¢+ n.mxlr

I however the correlation between the mdependent vaoahless weak we
mirghthe abletor et waithothinh g abont the aeeof the ~lopecortiicrents
astheettectupon the dependent varable ol aamt s hanse i one independ ot
variable swhile the other andependent sariabloe are Lield comefong In our
esimplesve oo maddeorrelition hetwoen ading < rone and the nurmbier of
applrcation Watho the cages ol the vatues i e data -e then, we miprhit
conader the tmpact ab o dectaom to mnerease adone-ons by 100 Wi conld
tterpret the represcion coettcwmt an adimg eaons 0 Tag - indheating that f
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applications could be held constant, we would expect about 78 new enrollees,
Since the number of applications s partially beyond the control of an educa-
tional institution, the fact that we can interpret b, in the above manner may
not make any sense in terms of what is possible from o policy standpoint. And
in most cases we are not lucky enough to have such low correlations between
theindependent variables, Inthese cases we should not endeavor to interpret
the coefficients as the likely eficct if we could hold the other independent
‘ariables constant,

8.0 Summary

This chapter has covered a variety of techniques and procedures appro-
priate for the unalysis of interval level data, When we wizh to relate one
dependent variable to one mdependent variable, simple regression analysis
may be indicated, This involves, as a first approximation. (tting ; straght
line to the scatter of points. Several different fitting procedures were de.
seribed, Including a resistant (it using medians nd o least-squares 1t which
is very commonly used. Examination of vesrduals can el ue o there <
structure to the residuads, and henee iWthe it . sond one o o poor one I
there is i pattern <uch e carviture i the residual~, dary tran~tormation-
may be indicated. Guidelines were presented to help determme whin Trins-
formation might be sed Iowasalso <hiwn thin summanzation and predie
Honare the tao purpose- ofstmple regrescion anal .- That witl be micet gued
by educational planners The pre-enee of e s dues b the yeges o g I~
good, cin b be o con=tderable yntepeg

Multiple vepre~gon < Nten-ton ot sanphe esre oo 1o Mide twon
more mdependent varahe. Severad Teast cquange. e procedsire - war-
descrthed for the v wath two ndeperdeng Carneble s Reqa o o
multiple reseon contin e 1o plhov o mportant vl o der thiining the
quathits of the iy tothe ditac o dodor, TAt=tormation oy carrecrg . e of
the more obyoyg probleme i the o Forespretation o o Pt e gar
cocfficients mnltple tesrecon g complicated Hoa b e
ston. becauae (e terpretativn depoend - aponowhoat Gther Caabdes e
presentan the cquatinn Thyee g ione ol thie for poliey ol provram
intervention soete dyacn

90 Terng. Jeo 8o,

sHmmarize and expog
loear tanctvonagg torm

\ll)l)!'

mtercept

resrduad tronn represaon hine
resistint it

ll‘(‘l\qullxlh'- it

outhier vialues

corvelation coeticrent
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square of correlation coefficient
seale of data transformations
multiple regression

multiple correlation, R

R squared

collinearity

standardized regression coefficient
regression as description
regression as prediction

regression as exclusion

10.0 Practice Exercises

Table 5.2 shows data from the North Central data set on enrollment
fluctuations. The data points were randomly seleeted from the 436 school
districts represented in the data set. Shown in the tuble is information on
both the average salary of the professional staff'in the district and the size of
the district tin numbers of students in schools),

When mnvestigating the mmpies of Muctuating enrollments on the cost of
education, it was discovered that the size of the schon] district was also closely
related to cost, SUppose vou as an analystdecide to pecress average salary on
district size, perhaps with the idea that this will be used in a later multiple
regression that would include information on both size and enrollment
trends. Perform the following steps and comment on the results of vour
observations at euch of the stages:

Step 12 Plot average saluary and school district size,

Step 20 Fitaresistant line 1o the scatter of data points. What are the slene
and intercept values? Interpret the slope.

Step3: Fita least-squares regression line to the scatter of points, What are
the slope and intercept values? Interpret the slope. Does this
least-squares line differ much from the resistant it If so, why
might this be the case?

Step 4: Plot residuals from the Trast squares fiy dyrainst size. Is there
structure o the residunls? 1f «o, decide on an appropriate data
transtormation that might eliminate the structure present in the
restduals.

Step 5 Compute the correlation coelficient between average salary and
sthool district <ize, Interpret the square of the correlation
coefficient.
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Table 5.2;

Average Teacher Salaries and School Distriet Enroll ments, for a Randomly
Drawn Sample of 25 Districts in the North Central Data Set

Average Salary District Enrollment
284 276
268 204
299 192
263 491
291 639
285 752
278 379
304 614
293 591
270 538
290 610
251 478
296 448
266 322
248 352
304 644
298 342
277 674
344 1667
302 1019
283 1383
280 4374
300 3943
301 6073

424 8457
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Footnctes

'Another example using information on PQLI and per capita GNP may be
found in Morris D. Morris, "The Physical Quality of Life Index (PQLD,”
Development Digest, vol. 18, no. 1 (Jan., 1980), pp. 95-109. This work came to
the attention of the present author tou late in the publieation process to
permit more extended discussion and comparison with the analysis provided
in this chapter,

*With this example, there is a third criterion applicable to seleeting which
variable to transform. The scale of transformations is appropriate for use
with non-bounded positive numbers, such as counts or amounts of things.
With bounded numbers, stuch as percentages, or in this case with the PQLI
index scores that are constrained between a minimum of zero and a
maximum of 100, transformations other than those dealt with above are
sometimes useful. These transformations are somewhat more complicated
and not dealt with here.

4As Mosteller and Tukey are fond of saying, these variables are often not
independent in the sense of being individually manipulable by someone. It is
usually the case that an intervention will disturb both variables, unless in a
strict experimental situation. Henee some analysts prefer to call these
ariables “carriers.” “Independent”™ has been used here because it is the
traditional term and is found in other sources the analyst may consult.
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CHAPTER 6

How Educatioriql Statistics Can Be
Utilized for Policy Analysis: A Case
Study

Noel McGinn and Ernesto Schiefelbein

LO  Objectives of this Unit

The purpose of this unit is (o suggest ways in which planrers can use
existing data bases (o provide information of value to decision makers and
managers. The plan is to diseyss how to:

— ldentify, using the present statistical system, those cariables of
mterest to decision makers and managers;

— Design and carry out a procedure for sampling existing data files
to produce a usable data set:

— Design and ciarry out aprocedure for rapid hand tabulation of
data from the sample; and

— Conduct analyses of these dati and present simple reports of
findings.

The unit is designed, then, to suggest wavs in which existing duta can be
sampled and analvzed to generate useful information. It does lot supplant
units on educational research procedures, nor docs it pretend to cover general
questions of information necds. The unit is addressed o) planners with these
kinds of questions:
— How can l organize my statistical office to respond to the informa.
tion demands made by other parts of the Ministry?
— With noincrement in budget, how can | proceed to carry out some
basic anal yxes?
— How can 1 determine whether exrtng data are useful in HSSENS-
Ing aspects of the functioning of the system?
— Can ordinary educational statistics he used to assess system
policies? How?

The unit assumes that the Office of Planaing knows whatit would like 1o do,
and what it needs to do. but that it has been mnable to do so he  yse of
constraints of staff hoth number and level of tratning) and time.
The procedures deseribed also require the followiv e eritreal assumptions:
— Most policy decisions allow o wide margin of error, an nerefore
few decisions require highly precise information.

— Deersion makers and managers need information noswe, and prefer
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quickly supplied anilyses, even if they are more limited in scope
than richer information that js produced more slowly,

— Most of the information needs of managers foeuses on perfor-
mance within a ceyele, rather than across two or more cyeles.

The cvelical data collectod by managers serve several purposes, Various
client audiences need to be informed about the performance of the system,
The administrator monitors the progress of projects, assessing the need for
changes in diveetion or inputs. Or the data may be used to detect problems
that require the design of new projects

I cach case, the manager and decision maker seek information that 1s
specific rather than general . |y IS specific projeet that s evaluated and
corrected. aspecific audience that s informed. o specifie sot of inputs that are
adjusted. The manager is not coneerned ahout seneralizing to all possible
situations he may moeet: imstead he trivs to solve specific problems that oeeur,

This concern for speciticity i underlined to eall attention to the distinetion
between the kind ol information analysisdescribed in this paperand the kind
dealtwith in units on social seience research methods. Those latter methods

are most helptul where the planner wants to know how to handle i class of
problems. The methods treated in this paper will e maost helpful when the
planner has his problem well-defined and wants to diagnose some aspect of
system operation,

20 Cuna Planning Ofpice 14 Useful to a Mnistry?

The question will not alwirs receive an affirmative answer, Many plan-
ning offices do not it inte th organizational structure of the ministry, and
planning is treated s anadiunct service to the operating divisions of the
ministry rather than s o central part of the organizational process. T'ypi-
cally. this results in one ol two outeomes. In some cases planners are totally
isolated from (he operation of (he munestry and arve himited t, carryving ont
research that may eventually have some impact on policies of the ministry
thut which more often toagnorede In ather situations the planners are <
overloaded with ~ervice responsibilities thit they cannot doplanning that s,
they cannot Gy out the lnds of evahisition. and assessments that, con.
bined with poal-wetting. (o for <peefication of future actions of the
ministry,

One possible <olution 1o this problen is 1o redesien e it The oftice
of planmmg could be Located avevesd the operating diviagon. ol the mimstry,
s part of the minister« < e power to collect data and 1o FHTTIINTTIN
decisions Lite HIRVRNTITY viannmg by sinned thee position of
Privitege inonds o fow oo

Aother alternative s Planning i cacl of the cperating dr-
tistones This can be made 1y Mappeneven where the formal office ol planning
remains as o service unt adpinet to the operating divisions. Fach division
head develops huw own plannmg stadf that no only collects hut also analvzes
data and produces plans based on thowe analyses This kind ot solution is,
however. suboptimg 1. 1 wistes the resources investod i the olfice of plan.
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ning and impedes a system-wide coordinution of educational effort,

A third alternative is for existing offices of planning to break out of the trap
in which they find themselves, the trap in which cither they are isolated or
overloaded with a series of tasks that limit the extent of their contribution to
the system. This breakout requires first an analysis of the information
requirements of the various decision makers and managersin the systemand
an assessment of unmet needs, That analysis requires the planner to under-
stand the perspeetive of the manager,

To summarize:

— Planning often is ditficult because of the position of the office in
the ministry,

— Planners may be abls to define o more effective role, by an
analysis of information needs of managers and decision makers.

2.1 The Educational Planning Office in Paraguay

5
3

The Department of Educational Planning «DPE) had for <ome time been
impatient with jts inability to influence the operation and direetion of educa-
tionin Paraguay. The country is undergoing profound change,and education
must be orpanized to meet the challenges of the future. Bal the DPE found
itselfoverwhelmed with the annual routines of data tabulation, often unable
L respond to urgent outside requests for information, et alone carry out
studies that would form the basis for planning.

To understand the sttuation we must first ook at how education s or-
ganized now, and what s happening (o the country,

200 Problems Facing Education in Paraguay The structure of the educa-
tonal svstem of Paraguay is conventional in design, A SIN-vear primary
school system feeds into o three-vear “hasie” secondary evele, In principle,
students can opt for o threcsyvear terminal vocational or agricultural pro-
gram, but few students do so, and the official ohjective i o phase out these
programs at basice level].

Senior secondary education is Lven i four Kinds of three-vear instity.
tions, il of which allow for contimuation after fineshing ~econdary school,
There are two AULONGIMOUS WIversities in ]'.‘ll';l;;lllil\ wath programs rangng
from four to seven vears, Teacher tratning i~ done n post=ccondary instity-
tons run by the Ministry of Fducation and Worship ATEC),

Table 6.1 pre<ents cirolmeng fipuresfor the vears 1971 through 1975, for
the three levels Primary edication his prown slowly and tor three vears did
not inerease at all, The MEC estimates that ahout S50 of the ~chool-ipe
population attend ~choal Th- extmite o bised an the 1972 Copas: there s
no regalar ~chool ape conen. Secondary and hrgher education hive grown
rapidiv i comparion witl primary school hut these lovels il enroll o
stiall proportion of e popubation attending sehool o Table 6. Uindicates.,

Despite the apparent Jack of dynimism primary school cnvollments,
there have boeen sipmficant changes in the distribution of students herween
urban and vural aveas As Table 6.2 shows, the trend in Pavigruay is counter
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Table 6.1:

Enrollment by Level, for Paraguay: 1971-1975

Year Primary % ’Tecondary 4 University j4

1971 436,987 86.5 | 58,130 11.5 10,182 2.0
1972 443,680 85.7 | 65,552 12.1 11,642 2.2
1973 451,580 35.0 | 66,746 12.6 12,682 2.4
1974 454,852 841 71,619 13.3 14,317 2.6
1975 452,673 83.0 | 75.424 13.8 17,199 3.2

Source: Ministerio do Lducacién y Culto v Anuario Estadistico
1971775

o that expericnred i mast countries. In 1975 there were proportionately
more studentsin ~chool in rural arews than in urbun areas, whilei: 1965 the
OPposite was the case, The table alee indicates that enrollments in private
briney ~chools are imereasing, also contrary to the experience in many
countries.

Table 6.0

Percentugse Distribution of Kruroltment in Primary Schools, by Zone and
Sector; Paraguay. 1965- 1974

aector
Pural Fublic Private

1965 49.¢ 00,0 (356,908)
1970 93,1 12,0 1000 (404,170)
1971 . e 13.5 1000 (436,857)
1977 ar .4 13.6 1000 (4a3,689)
14973 RI 13.4 1000 (an] 530)
1974 260 ) 1000 {ang gy
1975, HE 3 14,7

1976

1000 (452,249)
100,10 (d4/5,540)

Source: Minigterig 4o Pducacidn vy (ulto

Theesplanation ol 1h- phenomenon appear-to hieyn the trgue ceopal .
cal stuation of P, Paravuay e witg s e hibore s Brosil and
Argenting. gy bormdany, and Vetpatentild of hivdroclect e poswer
COTIpensates tor e el of o Batiral ve-onrecs ther tha, yood L
Reditive)y wnderpopalared, Paraciany s poatge Bidkanee of ade now Comes
exclusively fron Foretes o aerioultnre, b soon could e ude industry,

In recent vy Brazihan taner- hiave Doy attracted to l’;n';u:n:y\' n
mereisinge nmber o and by purchied Lirpe extensions ol Land
Pavagaay along 1], Bondersarh Brasal s SHtaiction threaten s the political
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stability of Paraguay. The government’s response has been g massive pro-
gramofland reform, includi ngsettlement of Targe numbers of colonists (some
Paraguavan, others European and Oriental) in areas along the borders with
Brazil and Argenting, These areas of colonization have officially been dos-
ignated priority zones for the nation. All-weather roads have been built,
political and physical services provided, and other efforts made to inerease
the presence of the government in these areas. The government's official
policy is to favor edueation inthese areas over all other regionsof the country,
The MEC is formally responsible for all primary and secondary education
in the country. There are 15 agencies or departments {hat report to the
Divector General of Eduecation, who reports to the Minister, In addition, the
directors of each of 1he departments report directly to the Minister, The
Department of Planning is one of these Ihagencies, on the same organization
level as the operational units Primary, Secondary, eten as well as the
administrative agencres (Personnel, Construction, et
202 Planning Office Response. Coneerned about its ability to respond to
information needs of the various departmentsin the M " the Department of
Educational Planning «DPE) hired conzultants to confer with the directors of
the departiments and their sttt "to deseribe qad anithvze the “ow of informa.
tion and the process of formulation and oy taking of decisions™ within the
MEC. The consultimts mterviewed cach of the directors of the major depart-
ments, i each case asking about relationships with the DPE. problems
expertenced i making carryving out decisions, needs formformation, and
their own offorts 1o sather and anadvse datay for planning
In their veport the consultants concluded:
There are varion. area tewhich the work of the DPJ: could be
improved. Some of 1 e dredaswere pomted out by the Divector o by
members of the Department: ~ome wers. mdicated by divectors of
other department: and stine were anentioned by all The apeas
menticned cinche pat inte (o seneral categorie. planning and
cottroland 20 st mtormtion

'l'hun'pnrl continued (o upeer that g nunmber of directors hod o ceved thit
coordiniation among the arons department- of the .\lml--tr.\ Wi uroblem,
that althouch thepe weve s lot ol dati, theye woy. notmach iformation, amd
that someone necded e e vale o voo g, dorat the M~y wis 1o
move ahead One on the dipector. ated e veporr

Wediudd have 5, Mechamst e develop coner e Pl ot operanion

also the plan <hould indyear ] . the necdsal the counns and o
apoliey oo follow wirty respeet o theee needa e well o dilterent
alternative - The Offiee o) Planme <houdd o] . This s poesible
and the vy

Another wi . tooted e follow .

We need more help trom then by Thes e the bram of the
entire svatem Iy gt pole e rudder, Phaomimg should he doinygs the
plamming thar will help os carry o Programs In order (o do our
slanning for ney Searwe need some gundanee from the Oftice of
Tanning - 1o whit we ~hould do
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Noting that although many called for coordination by the DPE, it was likely
that any immediate steps to exert control would meet sharp resistance, the
report recommended beginning a long-term process of development of com-
munication and control links within the Ministry. The first step in the
process would be the improvement of the statistieal analysis services of the
DPE.
The steps recommended for immediate action are concentrated in
tmprovements of the information system of the Ministry. The main
reasons for beginning at this point are: (1) This area represents a
strong-felt need for various departments, especially Primary and
Secondary, and the DPE itself. (2) This is a sphere of activitios
generally reeognized as an intrinsic responsibility of the DPE. ()
The topicin itselfis not eontroversial. (4 Fhere is a strong chance of
success. The director of the DPE agreed with this analysis and the
process began.

In summary:

~ Political and economic factors beyond the control of the govern-
ment arce foreing changes in Paraguay, and in turn changes in
education are required.

— To assess its contribution to the system, the Planning Office
studied the process of decision making in the Ministry.

— This study showed that although there were data available, luck
of analysis meant no eoordinated effort,

— The Planning Office was seen as a candidate for the role of
coordinator.

3.0 Why Ministry Statistical Svstems Don't Meet the Planner’s Needs

Mostoftices of educational planningare mislocated because theydeveloped
after ministries of education had already set up their basie burcaucratie
control mechanisms, and after ministries had begun to collect statisties about
their operation. Although many countries did not have national systems of
public ecducation until the twentieth century, the rudiments of public admin-
istration were Laid down tin most cases during the colonial periods. Few
countries had educational planning offices priov to 19600 Planners and re-
searchers trained i “modern™ teehniques of col lection and analy=istin many
cases an countries with burcaueratic traditions quite ditferent from their
owne find themselves up against a statistical svstem the rationality of which
is often difficult to detect

But even it there were not historicad diferences i the development of
cducational bureaueracies and offices of plannimngs there would be differences
m the approach to statisties and data-pathering, Most plunners face situa-
tionsinwhich thenr tash is one of change. plotiing o new course for the svstem,
either because previous targets have not heen reached, or because new
turgets have been set Admmistrators in the operational divisions, on the
other hand, most often define their fask as one of marmntenance, and some-
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times as efficiency. They are concerned with exceuting orders that have been
given to them and arrying out the predetermined tasks of the educational
system. Semetimes they are concerned with doing this at least possible cost,
or with minimal waste of resources,

Administrators are concerned about controf of the operation of an ongoing
system. Planners are concerned with the allocation of resources to produce a
new variantof the system. Planners are concerned with history in terms of its
implications for the future while administrators are concerned with its im-
plications for the present. If the planning task is defined in terms of long-term
forecasting and policy planning, differences in information requirements
become obvious. Poliey analysts and planners are more concerned about fotal
system (or program) performance than about operating characteristics of
elements within a system or program. The need for specifying the distribu-
tion of resources, and the long evele in the feedbaek loop that makes correc-
tion difficult or impossible, pushes planners to opt for highly reliable data.
The administrator, closer to the scene and responsible for the small details of
operation, wants to know not how the total systentis moving, or even how a
given program is working. His immediate concern is whether a given ele-
ment in a program is contributing what it should.

Administrators typicully cannot be concerned about outeomes o1 outputs of
programs. They ave into the next evcleofoperation before there i~ time to look
al the effeets of the previous one. Their solution to this problem is to follow
highly specified programs of uperation uand to worry most about inputs.

Given that statistica SYRCmS in most countries were developed by opera-
tional division administrators. it is not surprising that the kind of duta they
colleet appears of litte utihity to the planner. Most statistical systems are
concerned with Keeping tabs on the hasic mputs to the educational process:
numbers of students. teachers, classrooms. books tf there are anvi. There is
little concern for assessing the quality of inputs: it is their quantity that 1~
important. The divector wants to know the number of t&achers and whether
they met their chisses, hecause that mbformation 1< hinked to the pasroll. Or
he wants to know the number of students per section, not as o mere total, but
to determine whether the teacher assined to that section ~hauld he kept
there, or the section eliminated beeatse 1ts too small There s often o close
tally of teachers qualifications. n todeternune whether hetter teachers are
assigned to urban or upper-class wreas, hut rather to determiment the director
ts paying the appropriate salary for that level of training.

In summary, then:

- Planning offices were crented longz after educational bureiue-
ractes were formed: henee plammng often 4. tenored  an
adninistration

Furthermore, most admstriators are concerned about mainte-
nance problems while planners deal with chanpe Henee, they
have different imformation needs.

- The statisties colleeted by st ries oftendo not, therefore, seem
usetul to planners



184 PLANNING EDUCATION roRr DEVELOPMENT / Data Analysiy
—_— TR ———— T

3.1 Data Collection in Paraguay

The educational statisties compiled by the DPE are collected through two
forms, one for primary education, and one for secondary education, In addi-
tion, DPE also processes some data provided hy the Department of Regional
Centers P2-vear institutions covering both pri mary and secondary educa-
tion) and by "Technical Vocational education.

These are the only evelical data collected by DPE, hut 1o MEC collects
more. FFor example, the Personnel Department maintains a personal file on
every teacher in the svstem. The Construction Department has information
on schools in terms of available classrooms and physical condition. The
Guidance Department makes o Continuous assessment of student achiove-
ment in pilot programs. The Materials Department has records on the dis.
tribution of texthooks in school districts. The Curriculum Department has
data on the experiences of pew curriculum projects, Both Primary and
Secondary Eduention colleet data other than that included on the forms used
by the DPE.

Althoughin principle these other data sourcexare avarlable to the DPE,
fact only the digy collected directly by them are readily accessible, Vo
systematic effirt has heen made by DPE ¢0 R aceess to data from other
departments Dpy staff have little or no wiay of finding out about the CXis-
tence of these data, becanse their own normaj workload makes it Impossible
to visit with other departments, and because until very recently (NMareh
LTS there hidd been no regualar form of communication ieroms departments
within the M,

A< it the DPE <y et only a processor of dittar about primary and
secondary education, The dita actially e colleeted by sepervisors and
directors attached 1 each of these departments A ~tandard “planilla™ darg
form was used th colloct data through Mareh 1978 The "plamidla™ collected
mformation i Marel thecinmimg of the sehuool Yearcon vach <choal <te
identified by number name. town, district and provinee, and whether or nu
the institution public or private. rural oo urhan Itindieated whether the
school functioned 1p, mernmmng, adternoon, OFeVeRINg se~~1on. oy iy ombination
ol these, and Gahed for the number of <ecting- which tunctioned for the
morni afternoon. o evenimyg Session

The basic data w e collected i five magor blocks The fre hock prosided
ttormation on ;) teachime cregalar and spectaliand divectorral personnel
This imcluded deesses el cage. vatesary e, Jevels, srade L ht by
mornmye alternoon, o AN sesson, number of ~tudients., number of .
SIENMent pavment. ey o sersee s and vears iy the present -chool The
block had 23 vow~ i P2eolumns and Nt  wonld vield 276 colis of
mtormation

The <econd bk ~hoseed peraonne Iavement i the month of March. It
mdicated the naame of those wha leay e or ot the ~chont by dige and noted
the reasons tor leas g ranster, retivement, removal

The third block recorded the number of student. by triade who dappeared for
exitmimations and whether they pas<ed or fanled Rexults were classitied by
the sex of the <tudent.
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The fourth block was the standard age-grade envollment matrix, classified
by sex. The fifth block was in the same form, but showed the number of
students by age and grade who repeated the grade. These yield perhaps the
most basie and essential information for planners who must assess the flow
through the system and the performance of the system. The age-grade mat-
rices of the fourth and fifth blocks are shown in Figure 6.1, because these are
the fundamental educational data for planners,

Fugure 6.1:
Data Collection Forms for Age-Grade Matrices of Enrolled and Repeaters, in

Puaraguay

(a) Students enrolled by grade, sex and age
Block 1V ’ ’

frades

Pre-School 1 2 3 4 5 Total
Mo A L A N L RU N TR KV

o

Less than 7 Years
7
8
9
10
11
12
13
14
15+
Total

(b} Students enrolled wno repeat®
0lock V

“rates

fre-Schoo! ! N 1 : ‘ ¢ Tutal

=
e
B

M [ “w o wor W [T wor wor [V

Less than 7 Years

?

3

]

17

11
12

]
14
154+

Total

94 repeater is 4 stuuert enrolled two or wore Lies in tne same yrdug in 4
differant srhanl vear.


http:ditff~r.nt

186 PLANNING EDUCATION FOR DEVELC.MENT / Data Analysis

The form was first printed before the creation of the DPE in 1968. Statisti-
cal data handled by the DPE are collected at two points in the year, corre-
sponding to the opening of the academic year in March, and to the close of the
year in November., Separate forms are used. The March form is printed in
January of the yearinquestion. The decision on the line item for the printing
of forms must be made in June of the previgus year and transmitted to the
Ministry of Finance prior to the finalization of the national budget in
September.,

About the st of February the Departments (Primary and Secondary)
distribute the forins to their supervisors. Fach supervisor is given three
forms for cach of the "schools” under his control. For purposes of the data
collection procedure, o “school™ is defined as a morning or an afternoon
session. About half the schools in the country are on donble shift, and
therefore fill out two or more sets of the forms,

About the 14th of February supervisors begin to distribute the forms 1o the
directors of the nuclear Ceabecera™ schools, who then distribute them to the
satellite schools, According to the rules, the forms are to be returned to the
nuclear school by the 15th of March, two weeks after the opening of classes in
the Ist week of March, The forms then are sent up to the supervisor, who
returns them to the capital, in principle by the 5th ol May. O, e copy of ench
set of forms remains with the school, one with the supervisor.and the tinal
copy issent to l’ri'nuri\'un'Hu('m]d:.r‘\'t Thix processisdescribed in Figure 6.2,

The forms pass firs through the Planning Unit in the Department of
Primary tor Secondaryy Bdueation. The unittik = from the fors informag on
concerning class size, which is used to determine Wadditional teochers must
be appointed in some sehoul= or if <ome clisses ire <o stall that they <hould
be collepsed and the teacher reassigned. Alt hough itz possible to ereate new
posttions for teachers during the veur, each bosttion <o created must he
Justified with o petition to the Minister of Education and the Minmstry of
Finance, Henee, relatively few positions are created during the vear, Instead,
Primary makes every effort to anticipate in the annuad budgeting process
how many new tencher posttions ie will need for the COmIng vear.

Afterinformation is taken from the forms, they are passed on o the DPE,
which then begins its own proeess ol tbulation, About 850 of the torms
usually avrive at the DPE by August, The DPg normally begins tabulaton of
the data forms at tha tme following its avolvement i the uny Ll budget-
INg process in June and July.

Some o the provedu pe of tabudation 1~ deserthed 1 Figure 6.2 Becauae the
volume of work 1= so much sgreater for data foy Pronary than Secondary its
this process which is deserthed below. The forma are fir campleted by
Provinee or Stater and by District within Provinee. Each «chool hits a
number. Historically, ths rumber distingurshed between complete cill <y
grades) schools and those tha are ineomplete swithout ol -y sriades B
ause zchool . tend to become complete over time this number < no longer
useful for that distinetion. The re e now maore than 1000 complete schouls,
whose nunihers begin with 01, by incomplete schools were numbered
beginning with 1001,

Jaraguay has 19 provinees and 45 supervisors. The provinees average 15
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Figure 6.2:
Flow of Statistical Data From Source, for Paraguay
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districts, but the number changes from time to time according to movement of
enrollments. For example, provinees that have been losing enroliments now
have fewer distriets than they did several years previously.

With the forms organized by province and distriet, a tally is taken and
compared with the list of schools from the previous year. If'a form is missing, a
query is sent to Primary. If the DPE has received information about the
creation of a new school, that name is added to the hst. This process of
organizing the forms, and working toward a more complete set of data forms,
takes place during a period of approximately 35 days,

The next 30 days are spent correcting the numbers on the data forms. The
DPE staff review all the totals, and “square” imake row totals equal column
totals) the tables, The staff have desk caleulators, Some of the caleulators are
electronic and have a memory, but this funetion js notused in the tabulation
process,

The next period. about 30 daysin length, involves (he first round of
tabulation of the data. Fach person in the Statisties Unit of the DPE j« Q
specialist in one or more provineescoran one or more of the tablos to be
produced from the forms, The tabulation process involves transferring data,
one school at a time, from the hasic data form 1o o work sheet. These work
sheets are organized by districts, within provinces. Iuch work <hect ix suni-
med at the bottom and (e sums collected to produce (otals Districts are
clissified s urban or rural feorresponding with civy) defimitions and ~chools
as public or private. Thepe can theretore be fony waork ~heets for o given
district. The tables generated from the work sheets present sums for cach
province, broken down by urban v= raral and by publicvs private. The data
sheats are then compiled agaim and <ummed (o produce national totals
Figure 6.3 1<y example of one of the 12 hasie wark sheets that are used.

This proces< generally s fineshed i vough torm by the end of the calendar
year. The month of January s yseed 1) tidy up the recylts, prior to taking
SUmmer vacations in February,

Adifferent form 1< yeed o collect datiat the end of 1he acadenie vear in
November, The form Fepeats all the questions on directorial ond teaching
personnel It axks for the names obpersounel who et or enered the ~chaal
after Marceh. and the reasonsfor those moves 1t acks for ay erige attendanee
by grade in the month ol July 1t reconds the number enrolled in Mereh and
new students enrolled vach month after that by <oy jind wrade Frnally, iy
records the number of <tidente passingand tadig sl “xaminations by
grade and by ey

The processing and thudation o these form- oltenbedins i late December
aad continues intg 1he following vear After 1he required tables ope put
topether, the Statisties Uni persannel beym o conatruet te annual statisy.
cal reporte A draft version ob thi- i~ iy arculation by Nugust of (he year
followimg the year in hich the data were collected s After the dyags version
Lasheen reviewd several times s cont o the reproduction unit, where it 18
produced on mimeograph stenetls. The final version s distnbuted ip early
March of the third vear,

The head of the Statistie Uit deseribed <ome of her problems in the
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following way:

The major problems we have are these, First, Primary holds the data
forms when they are returned in order to calculate the number of
over-age students by zone, Second, the computation of desertjon
rates is questionable, At times we have negative rates, that is, the
final enrollment js larger than the original enrollment. Third, the

ata are not reliable, especially in Asuncion (the capital), The
teachers add on students in order to hold thejr Jobs, that s, they
overestimate the enrollment,

In addition to produeing the annua] statistical report, the DPE also re.
sponds to requests for information. Most of these come from within ME(,
with others from Defense and other ministries, or from private institutions
and individuals, A requests are honored, hut some take much longer than
others. The Dircetor of the DPE has for some time wished 1o improve the
DPE ability to respond to these requests, especially those comimg from the
Minister or from other departments within the MEC, Work on the annuayl
statistical veport often is interrupted, but. even so, the tUme to meet requests
for information i« considered too long.

The DPE had. until this project. necer done any research using the statist;-
cal data base, although information in the annual statjstien] reports often
Was used for diggnostie studies required by the international agencjes.

In sumnary:

— The Dy, processes hasic statisticy) dittar for Primary and
Secondary. Thix 15 the major activity of the office.

— l’m('vssin;: ix delayed beciuse Primary and Secondiry use (he
data themselves before himding it oyver, and because the Dpye his
to interrup tabuliations (6 mee requests for informatijon,

= Tabulation i« done by hand, on all statistical torms received (rom
l’mn:n'.\'ur.\'m'und:nﬁ\', There are somedoubts ahaog the quality of
the data,

=~ DPE makes no Ut ol the data b for plinning, although 1t does
use tabulation. Printed i the statistren] annual

SO T b0 Chons,: Variahles por 4 Pl st i Statage

Faced with the dificulties o managsing an analyvzmg o large and awk-
wardiy designed diry stenudesyined to mee needs now berhaps forpotten,
the planner his o least three POSSIBLe Pespoy e avinkible. The fipet is com.
mon but not ysefy) The planner can despantr forego ambitions (o con-
tribute to (he diveetion of (), Ministry through svetene analysis of darg.
The Office of Planning become Cosentedly an Offiee of Statistics for gy
‘\linistr.\'. dueneral <ervyee CrRanization that contribuge. little todetection of
problems and Possibilitices, or 1o the RONCTIION of 0 more offeet v Organriza-
ton. This Tesponse 1= not uncommon Davis (USATD Hivrvird Project Paper
T and MeGing and Warwick (U'sAID Harvard Proiect Paper 75 describe
how the caplier versions of the educationy] planning office i El Salvador
were limited tn (hllu-gulhurixm.
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The second option is to convert the Office of Planning into an Office of
Research. This may follow from despair (i.e., "We can't do anything anyway,
so at least let's do some interesting research™, orit may be seen as a means of
producing long-term improvements in the education system. Planners may
feel that their contribution to the system is best made over the long term,
through research findings that demonstrate the costs and benefits of pro-
grams; or forecast demands for education and training of a different type or of
greater or lesser quantity: or demonstrate more effective ways for imple-
menting programs. Snydert USAID/Harvard Project Paper 83) describes how
this came about during one stage in the development of the educational
planning office in Peru.

Asnoted in the beginning of this chapter, social science rescarch ean serve
an important need and contribute to educational development. as it becomes
more c'ovely linked with policy and decision making in the Ministry, This is
more likely, it would scem. if the Office of Planning plavs an active (ole in
research design and analwsis, rather than giving over the tusk to an external
agency more distant from the operation of the Ministry,

But the time required to do effective long-term rvesearch tends (o mpede
the involvement of the Office of Planning inother kinds of pohiey and decision
making in the Ministry. By it< nature, research tends to last longrer tnan one
cyele and o impose requirements that isolate researchers from the action of
developing a sy=tem. These tensions are discussed by McGinn and Warwick
(USAID Harvard Project Paper 190 in their paper on Sector Analysisan Lt
Sulvador.

The third option is to develop analytical procedures oot ealled research
here in order to make the distinetion from research, which tends 1o he
theoryv-based) that can be earried out in synchromzation with the deasion.
making cyele, and that can take advantage of the existing data bank of the
Ministry. Rather than collect more datat s possible for planners (o il e
more thoroughly what they have. Although antiquated and imefficient data
svstems, ax those deserihed. cannot answer all quexttons. they can be made to
provide information of more immedinte use e polies makmig and to g
better reseireh designs for longer-evele studices.

What are the maror problems in Ustng exestong data <ources U There are ot
leastthree, Fivst the <hevr colume of statisties collected by mimisteie~ makes
analysiz ditfical U Any program th u~e these <ourees toanabvze sustem opera .-
tion would require sumpling procedures A ~ceond drficalte o the apparent
lowlevel of retiabiliey of intormation; there have heen fow ~tudies toissess the
adequacy of official <tatistics. One of the first steps would have 1o he an
assessment of source< and mapnitude of error-

A third problem s tha many of the variables imcluded 1nmost ststeal
systems seem inappropriate for the types ot questions that planners tight
want to ask. Certannly the carwbles on <tatistieal forms are different from
those that rescarchers would design: they have no theoretend origins and
appear to be conceptually and operiationally complex. The Iappropriateness
of variables s probably the most difficalt problem tacing the researcher whao
would use these data to inform decisions.

The variables of major interest will be those related to concerns of decision
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makers and managers. Chapter 5 in Volume | and USAID'Harvard Project
Paper 25 discuss the questions likely to be most pertinent, as, for example:
Should a given program continue, or should it be changed? If it is to be
changed, what are the eritical elements needing attention? What quantity of
Tesources should be allocated to (his prograwn rather than to another? Is the
failure of a given program serious enough to warrant action?

The proce-ture described here differs from what might be called a conven.
tional research approach. Conventional researel; properly begins by colleet -
ing a setof questions of the kind listed above, It then proceeds to identify the
kind of information that would be useful to the decision maker to answor
those questions, The analysis proposed here begins on theother end. Because
the data have already been gathered, the phnner-researcher first has to ask,
"What do T know? and then oo’ for problems 1o which that information ean
be addressed.

That statement ix an exagperation. of course, The fiyst pas= through the
data will deal with only afew variables, ang the seleetion of which variables
toexamine will bhe determined by some notion of what most peeds attention
But it is Important o recognize that. because i (h- mode of rescarch the
planner does not have controtover the data eollection process, the procedures
f'or.'lnul_\'::iszn'udil'tk'runt fromeonventiong) rescarch. The resenrcher o notin
this case analyzing data to <ce how thes apply o conceptual model already
developed vand for which rescarch instrnme s were specifieally desipned.
Rather, he analyzes data (o see whit models mught be burlt from them, what
problems they miehy help toresolve O, Iother word., emphoasi- s ploeed an
seetag the fullest passtble range of mpheations of the g mventing
hypotheses that conld he proved or disproyed rather than - ctna, hitor
ward application 1o hypothes already arated

Thiz emphasis requares that the plapner researcher think constanthy i
fermsot both the aperating <rem toowhieh the data vefor the podies
PHSIPUents avarl bl o (e decision maker o Mamieer Thesc e reflectod
in the data Fyen thoush they were ot de<iened for 1ha purnose, the
reseircher has o <o e Inkace hetveen the Statistical data el ctasd
through the Mingayy form~and elenient« of thee cducational < e uade
study. The proce-. PRHUR e mare nagmation o . mvelvied o canve.
tional research

In summar

- Planner:. need not wichdran frong th, Held they can contribuge
divectly 10 the fmpresement of cducation. thyouah analy s o
existing data

To be usetul to man er-cdata s i< mnueg Tude varablos
that managers mampulate thyogoh pobies sind deci <o, nutking

Toidentity these vartablesone mast Look ot the tunctioning of
the svstem In contrast to comventional reecarch, one it efops
models from the data rather i using the datg 1o test predeter-
mined models. S This s <how tnearlier chapters
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4.1 Variables Included in the Analysis in Paraguay

If anything, the data forms used in Paraguay provide too many variables.
Figure 6.4 presents a partial list of the variables that could be taken from the
March form alone. What appears as a simple device is capable of generating
more information than the DPE ean handle.

Figure 6.4:

Variables tha: Could be Taken from the March Data Form

Province

Public-private

Urban-rural

Shift (and shifts)

Number of classes

Number of teachers

Proportion of men/women teachers

Aae of Teachers

Civil state

Level of training of teachers

Class size

Total enrollment

Stability of Teachers

Presence of specialized professors
Characteristics of the principal
Students takina make-up exams
Students who pass/fail make-up exams
Enrollment by arade by sex

Average aoce by arade

Students over or under-age for grade
Number of repeaters by grade

Ratio repeater/total enrollment by grade
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The DPE had, however, at least two means for winnowing out the number
of variables to analyze. First, the interviews with the directors of the depart-
ments in the Ministry, and with the Vice-Minister, deseribed the information
they use in making decisions, and the kind of information they would use
were it available. The directors of Primary and Secondary education made
specific requests for analyses that would help them in assigming teachers.

A second souree of insights into the variables to analyze came from the
head of the Statistics Unit in the DPE. This person's vears of experience with
the system, and with the data, gave her insights into what variables were
likely to be most important. She stated:

Region or province is most important, because of the differences in
growth. For example, Alto Parang is prowing very rapidly ... On
the other hand, Cordillera, Caazapa and Paraguari will probably
lose enrollments . .. A second factor i zone that is, urban or rural.
All new schools are being built in rural arcas ... Sea doesn’t vary
much across the country. There doesn't seen to be any systematie
-ariation. But people who ask for data always want breakdowns by
sex. About 857 of the schoolsare public. Only Canguazsi <hows some
‘ariation from the natjonal average. In every new colonization the
schools hegin as private, Caagoaza has a lot of new eclonizatinons,
After a vear, the cotony tries to pet the Ministry to make the school
public and take over its support. Often these are very small com-
munitics where the Rural Development Ageney won't butld aschool.
As aresult, there are o lot of tcomplete schools and the number
continues to increase,

The DPE <tafi used these twa <ource (o de velop e statement of what would
be importart tonclude i theranalvsisof the stat=teal dati, The following
is a0 excerpt from a0 report published by the DPE

Selection vp Neariahles

AL this ime we want 1o eximime ~ome of the factors that could
play an important role 1 determiming <tudent achievement. Aleo
included are some factor that traditionally hive heen considiered
important, but whieh many studies done m other countries have
spggested have only o minor Hiportance

Turnceer of teackors for example, could be disconcerting for stu-
dents who ~ee contradictory eloments i what one teacher de-
manded and e requirenients of bie repliaceoment

The acarabelity of specialized toah s no=otme aveas conld make
an important contribution to the torn it ion of the ~tudents Nov il
teachersare capable of teaching At Mo or Phvaeal Education,

The use of maltiple-srade dlasaes frwn or maore grades taurht
stmultaneously i the ame raom s el ted 1) the Ministry '~ desire
to provide complete cll <is grades ~choolsin allareas The LTOW Iy
intere=t ol the Ministry i the e of multiple-vrade cisees justfies
it inelusion as o varahle

Cluss size in Pariguay 1= considered to he Haportant, with 30 ;.
the desirable upper linnt Ow the other hand many <tudie- an other
countriesyhave tanled to find any <ivnificans telistion<hips hetween
class size and <tudent achievement

Sehool size often 1< a0 Gietor in the e ol ethictenes of use of
resoturees - large schools tend to he more etficient. I this cise, we
alsoare interested in how ~chool s related to the four variables
named above.
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Therefore, one can be 95% certain that a given proportion of 0.16, for a
sample of 50 cases, will vary between .056 and .264 (.16 + 2 X .052). Thus, the
“error” in the sample estimation of this proportion was within the cor.fidence
ir.lerval that one would have specified. Two points are to be drawn from this.
First, as sample sizes go down, che size of errors goes up. Second, it is possible
to estimate the largest possible error that would be made.

As it turns out, the "error” deseribed above is the largest diserepancy
vetween the estimations obtained from the sample and the values of the
census as reported in Tables 6.3, 6.4 and 6.5. In cther words, the sample
appears todoapretty good joh of estimating the results that were obtained by
carrying out the laborious procedures required to tabulate all 3000 data
forms. For those cases in which the sample provides results not tabulated for
the universe, the best extimator of the universe value is that obtained for the
samiple, and the fuemula for sampling error can be used to estimate confi-
dence intervals,

5.0.3 Tabulation Procedure. Given the small number of cases in the sam-
ple and the taet that all of the variables wore categorized, that is, either
dichotomized or with three le vels, it was possihle to earry out all the analvaes
by hand.

The separation of the sample forms by provinees wias maimtained
throughout the tabulation process. For cach provinee, the forms were divided
into two group=aceording to whether the <chool waspublicor wivate, Eachof
these groups was then divided mto two, according to whether the school wis
locatted tn an urban o aorural area. Seven persons work o two hours, weee
able to do this for all 305 forme

Inthe next step. cach of the forms was nlentified by st brge letters
onits taeeindicating the number of <hifts in the <chon tone. two, or three
and the highest grade available i the ~chanol rerouped al<oan three levels.
With the completion of this step. 11 was then possible to divide all of the data
fornis by provinee, publ ¢ private, ravad urban, <hitts, and Iehest vrade.
Figure 6.5 pre<entsa “tree” <showine the provessthatsepurated the torms=into
the 20 groups possible for eacely provinee,

Same of tie possible graups did ot i faet existand others had Leryew
cases. The three Jevels of <hitts were collaped 1o teo tone <hitt. two or
mored hecawse there were <o few <chool< with three <lnfts. € Yasy aneof the 2
groups hidd more than 10 schools, and most of them had fowr o lews The =mall
number of turms 1 cach groap made 1 posstble to chias<ity other varables
within that wroup mentatlv, that < without hin i totaliy themor add them
ona caleulator. The percons working with the data found 1t ey o add ciases
“in theirhead=" only wrrting dow s the sim- for cach vin tableonwork <heets
tee Frgure 6.6 for one example that weere prepared s advimee fur cach
provinee. A~ ean be sceen. the work sheet allowed, i addition fo the five
vartables used to make the aoupings=, tabulation of two mon e variahles v And
another work ~heet was prepared that added another varable in the loft-
hand colunino In other words, by fillie out this work <heet, the staff was
tahulating sev variables at once for each provinee,
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The major source of difficulty in the use of this kind of work sheet is getting
eachsheet to "square,” that is, to obtain equal totals summing the rows or the
columns. Because the main classificatory variables were the same from
analysis to analysis, once the correct column and row totals were obtained for
the first work sheet, it was easy on successive sheets to spot the location of an
error, to ider.ify the cell in which it appezred, and therefore to return to the
original data form for the correct value.

Once work sheets for all the provincees had been tfilled out, the staff tabu-
lated the totals for cach cell and produced o summary sheet for the nation,
This process of aggregating data across provinees was facilitated by using
heavier lines every two or three cells,

Once the national totals were obtained, the staff proceeded to put together
tables like those that follow. The addition of more vaviahles from the data
forms was a relatively simple matter because once the row and column
marginal total: for the provinees and the nation were obtained for the
classificatory variables, it was easy to make rapid and accurate tabulations.
The entire process of sampling, sorting. tabulation, and preparation of ap-
proximately 30 tables, begimning with an untrained staft. took less than one
week. At the end of the week, the staff was able to continue the process on its
own without supervision.

In summary:

— A random sample was drawn from the data forins collectee in
March 1976, by selecting every 10th school within cach of the
departments.

— This sample produced results that compared closely with these
obtained from the universe,

~— Tabulation was done by first sorting the sampled form= mto
groups by provinee: then each group was sorted agam by ~ector,
then cach of those mroups= agam by zane:sand agam by ndomber of
shift=; and finally by number of prades

— Tabulation an the varcdiles selected was done by hand by proy -
tnee, cross-tabulating up to 6 varables at a tme, by using the
groups formed in step 3.

— The entive proces<, <ampling, =ortine and tahulation, and the
traming of stat! to do it took less than one week of work, An
equivitlentanilysis us ngall the data form- probably would have
taken 6 months,

6.0 Analysis Procedures

Unlike conventional research designs, which generally are mtended o
“close” alternatives by providing definitive answers, the analyvtical process
recommened for the planner 1= one in which problems are discovered. The
effort 15 to generate more hypotheses rather than to te<t thosc mvented
before the research began. The planner-analvst secks to learn new Witvs 1o
model the system rather than to test whether his exi<ting model 1< adeqguate.
Attheend point. the twoapproaches do not difter - - they both <eek to tmprove
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models and specify how to improve a system. But the operations research
model used here reaches that end by induction, while the con ventional social
science approach is basically deduetive, Previous chapters used statistics to
“expose” the problem. In operational terms, this means that the planner
analyzing basic statistical data tries to follow variables "threugh” the SYs-
tem’s cycle,

Strictly speaking, the inductive brocess could begin anywhere, But some
time is gained by beginning with policy variables as suggested earlier, The
planner Jooks to see how variations in the level of a policy variable are
associated with other factops in which he is interested. Ideally, he has some
measure of desirable system outcomes ez student achievemeno, Ip many
ases he will have some proxy for that, or merely assumptions about what
will lead to favorable outeomes. He goes through his sot of variables looking
for these that seem to he mox e highly asseciated with his outeome measure,
discarding those that seem (o make no difference. Then he treats those policey
variables themselves ns outcomes and looks for varinbles that are associated
with them, either as Mputs. or as conditioning factors. He exposes, seleets,
Lompares, rejects, or keeps vartbles, attempting. with each selection, to
increase the abitity of the “model™ he I constructing o “explain” what s
going on. Recall the additi¢ model and the steps of “polishing™ the fit. or the
use of data transformations to improve the deseriptive quality of a4 model,

The sampling and tabulation techniques described earljor facilitate this
process beeause they allow the planner-analyst to run through o number of
variables in a relitively short periad of time. Heis encouraged to try out o
variety of hypotheses, to dig deeper and decper into the operiation of the
svstem as seen through the husie statistical data,

This approach differs from the "h.\lnngvxpmh(|nn":n'(-xplur;nnr_\ researeh
of the social seiences. tn whieh the Ivestigator tabulates and examines at
onetme a number of vigrabhles, chosen without anyseriousattempt to model
or conceptuadize the <esten, In the approach recommended here, the
planner-analvst begin. withavsmall <ot of variahles, chosen hecause thev do
mike some operationn) orconceptual sense I these variables di not “work "
he abandons them and looks for others Fyentually, he may have gone
through a Tong List but 1 (he process he develops o coherent madel of the
syvstem,

This may be o clear coee where one ean only Mlearn by domp. Bt some
consideration of what was done m Paraguay mav be useful 1o further 1Hus-
trate the perspective. We will conclude by discussing o fow of the many
analyses done in Paraguay

6.0 Are Multiple-Gregde Classes and Doubly Shipts Usiful Paraguay 2

Using the sampled data dexerihed previousiy, phanners o, Paraguay de.
eided to evaluate policies concernimg the use of double shafte and multiple
grade classes. The following 1< an excerpt trom the report they prepared,
hased on the analysis of these twa policies
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One of the problems that most concerns the Director of Primary
Education is how to provide access to school to those children in
rural areas who currently do not attend school. The problem has
several facets. First, the dispersion of the population: in rural areas
itis difficult to put together enough students to justify having all six
grades. On the other hand, it is known that the incomplete school
encourages repeating and dropouts, and that many children finish
schooling without having completed the primary cycle. Sometimes,
tojustify the assignment of teachers to an upper grade (where there
are fewer children), the Ministry will put together children from
several grades — for example, a 5th and 6th grade are taught by the
same person.

In other cases the problem of access is one of space. The Ministry
eannot build schools fast enough to handle the demand tand for that
reason private education is growing more rapidlyy. There are cases
where there is erough space in the school, but not enough *eachers
because there are not enough funds to hire them, In both cases the
double shift would appear to be a reasonable solution, as it permits a
better utilization of the space that is available and of the teacher
who is already in the rural arep.

The DPE decided to study how these two different policies have
been applied. Have they served to requce the number of incomplete
schools? Doubie shifts have been used for a number of vears, and
multiple-grade elasses becime more common severn] vears ago. In
the last three years of their use, whit have hoen the results? Could
the Ministry of Education use them more widely to merease aceess
to school?

Inorder to answer these gquestions, the DPE used a tvpe of pancel’
design in which data forms for the same <chools were analvzed for
1974, 1975, and 1976, The expectation was that the comparisonaver
time would show an inereasing use of mult iple-grade classes 1 Mins-
try officials presumed they were being used with sreater frequencs s,
witha consequent impact on enrollments. A quick glance at thedata
for the three vears showed that | in faet, no stentficant changes in use
had occurred. As o vesult, the more detailod analvsiswas hmited 1o
data only from 1976,

First, the DPE looked tor the relationships between multiple-
grade classes and the number of complete orincomplete schaols, by
zone. Table 6.6 shows that almost ] of the urhan schaols are con).
plete. and that of these 93¢ do not have multiple grade clas<es In
other words, complete schools in urbin areas do not veaull from the
use of multiple grade ¢lisses.

In the rural avea, most of the ~chooks are ivcomplete and do not
have all 6 grades. Of the complote school=, 45 have mult iple-grade
classes, while 5477 of the incomplete schools have such elasses. One
could ask, if multiple-grade classes are intended to make it possible
to offer all six grades, why are they more common in incomplete
schools?

One possible answer is that use of multi le-grade elasses has
something to do with the total number of \tmsvnh enrolled or with
school size. One might expeet that i very =mall <schools, even the
use of multiple-grade clussex would noi make i possihle to ofter all
six grrades (nes they would probibly be uzed tor the lower grades,
Table 6.7 shows the analvsis done to lonk at that possibithity, Frest
losk at the small schoals, those with 70 or fewerstudents, Those with
multiple-grade elasses ire more hkely tobe complete than are those
that do not have multiple-grade classes: 740 of thuse without
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Table 6.6;

Distribution of Schoofs by Zone, Numbor of Grades, and Use of
Multiple-Grade Classes

Urban Zone Rural 2one Total Number of
School IncompTete omplete IncompTete CompTete cases Estimated
Situation To be in Universe
With multiple (1 case) 7% 54% 45y 1210

Grade Ciass

Without (3 cases) 93 4€ 55 1840
Total N.S, 1007 100% 100y 3050
Distribution 1% 235 41y 35¢% 106

N.S, Insianificant number of cases

Table 6.7

Distribution of Schouls by Sps, Multupte-Grade Classes, and Number of
Grades

Total Number of
Cases Estimated
To be in Universe

Grades Offereg
by the School

151 and more
MuTtipTe

Ist or 2nd
Up to 4th
Complete

Total e .
l Distribution ? ) 0 J

multiple.grude classes have only first and ~econd gride compar-
son with 2y, ol thase with multiple-orgde Clisses, Much the sime
Appears 1o be the coase With medin .o schools a7y, 150
students - although the rvl;:liumlnp 10l so marked beenge o
the distrihig g, of eases. Onee g ~chool has 150 o1 more students, iy
appears to hoecog, e complete with or withou multipleride cliyaon,
One could conclude from . table tha, nuh-pvndc-n!l_\‘ of multiple.
sriade clisses, smadl ~chools e mare likely 1y he meormplete, hygy
tha multiple-grade ofiaae. dohelpto make pos<ible t offer ) <IN
grades even iy very small schools

IWehisisthe Cse one nught then sk o DY 1S the nog all sehuols
olter multiple-grade clissen Table 6.7 can he ysed 1) cadenlate thay
there are about s schools i l'.'n'u;:u::_\' WIth 70 fower students,
with only firs o second grade, with multiple-prag,. Classes
CVE T 3040, Why does this Sttition exist? 1oy 4, result of
lack of space or Lack of teachers?

There are Approximately 14 ) ~chools with myl; le-grnde
cl:lsm-s;mdonl'\'ﬁrsl:md seeond grader 03 . oy A0501, k\'h_\‘duvs
this oceur? By consulting another table tnot shown herel it is POssi-
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ble to see that all of these schools operate at only one shift a day,
which suggests that in that case, space is not the main problem.

The DPE then put together another table to look more closely at
the result of double shifting. The results are presented in Table 6.8
The assumption is that double shifts are used when there are mor.:
students than can be handled in the existing space inone shift. Only
rural schools ave included in Table 6.8, since we have scen that the
problem of incomplete schools is principally a problem for rural
people. As Table 6 8 shows, all single-shift schools are incomplete,
whether they have multiple-grade elasses or not. One can conclude
that these incomplete sehools have space, but cither fail to attract
enough students to operate all six grades, or do not receive enough
teachers.

Table 6.5:

Single or Double Shifts in Rural Schools. by School Situation

Sttuation

Schoo! One Shift Two or More Shiftg Total Number of

Incomplete| Complete Incomplete Complete Cases (stimqtcd
To Be in Universe

With multiple Grade 72% - 487 a5y 150
Class

Without 28 -- he H 1

Tota)l NS .- 1nay 1007 J3n

Distribution 13: -- ars LI 10y

N.S.  Insianificant numbor of cases

About half the schools that operate two or more <hifte e mcont.
pletecand there s inte ditference hetween completeand icomplere
schools in terms of whether they have multiple:grade clivses or not
One might concvude that addine anothes <hift perimits ~chools with
out much space teanonly 2 or 3 clas=rooms to offer il iy urides,
even when cach grade = Gught separately. About half the complete
schools do not hive maltiple-rade casses: one would prosume that
two shifts are necessary i these =chools becatee there cae not
enaupgh classrooms 1o offerall six grades ione =hit 1 hat I~ true it
is also likely that more students could be =ered 1 o ~choal by
building additional clas<rooms. There aye approximatels A6 gl
schools 1o Paraguay i this situntion «on « 16 - 0o

On the other hand., there qre approyimatels 157 <chool- that ape
incomplete, even though operatmg twa or more <t~ and with
multiple-grade classe~ In these schools, one would presume. the
problem i~ Tack of ~tudents because of the =olated Tacation of the.
school. Why are there <o maay schools ©.52 - 41 - 2290 495,
that donot have multiple-grade clisses, over thouph they obvinusly
have enough <tudents to operate two <hifts”

Finally. Table 6.5 calls attention to the fact thi there are 89
school=operating enly one shift, and without mult iple-privde classes,
that are incomplete. These sehools have enough physical capacity to
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offer more grades (by running two shifts) — they cither need to
receive more teachers or to ask those currently in place to teach in
multiple-grade classes,

These and other tables provide a rich souree of suggestions as to
how the Ministry of Education, and specifically the Department of
Primary Edueation could begin to identify schools — and the zones
and provinees in which they tend to be located — that need special
attention. The tables provide an casy means of evaluating the con-
sequences of policies such as double shifts and multiple-grade
classes, as well as possibilities for extending the application of those
policies.

In addition to the report from which the above wis extracted. the DPE
wrote four other reports hased on the analysis dene during one week, using
the sampling and tabulating techniques deseribed above. One of the reports
constructed age-grade matrices for s wveral conseentive vears, and uszed that
information to recaleulate repeater rates. The ratos chtuained by using this
technique appeared to be more velinble than those usually reported: they
were about twice as large as the rites ostimted us=ing the censusdata. which
underestimated repeaters and enrollment load.

Another report looked at the distribution of class <ize~ in ~chools. and
showed that many =chools have <mall eliss sizes. oy on though there are many
students. By increasing these clisses 1 <1ze to the present inverage, the
Muinistry could receive about 12000 more students 2.5 of the present
enrollments without hvtng another teacher or buttdimg another chissroom.
Incacthied report i was concluded that peetalized teachers are not distrih-
nted according to where they are most needed hut aceordme to other eritern,

On the basis of the experience gained in this exercise, the DPE has rede-
siggned, toggether with Primary and Secondary, the basie statistical forms used
i the Minestey. Primary has decided 1o change <ome of i1 pulicies with
respect toissignmient of teacher< Consideration i~ hemne given to the use of
~uch datacin the annual budeeting Process

0 Condusions

Thiscase study has reviewed the expertence of ane Ottice of Planminginthe
anidysis of existing Ministry ~tati=ties for the purpo~eof idorming decision
mitker~and manazers The objective of this review s heen to <how that it 1=
po==thle to use statisties even swhen of apparent hated refiability, to <hedd
Hphton aspect~ of operition of the ~v~tem: Toe recommendation 1= not that
the plamner consider these stati<ties as the only possible saurce of data tor
planmmge: there are nuiny other hind<of stati<tie=:ovadablean the Mint-ory o
Education. and tor some problems conventional research 1~ the et and
necessiry souree of datac Bt Mimstry stanstes can be used and thint use can
be farly mespensive and quick

The case study hos <hown how arelatively unteaimed <ttt with noexpen-
sive caleulatimg or computing equipment. s able tworganze - dati files 1o
conduct useful analy<e= i brrel pertod of timee Theanalyses carred out are
within the reach of any mmi=try of education, regardless of the =1ize of the
educational system or the state i which the dita are collected and stored,
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Furthermore, the case study has shown how this approach to data analysis
an serve as a training experience for staff and lead to progressively more
sophisticated analyses. Two other comments on the uraguayan experienee
should be noted. First, as a result of a close look at their data, DPE stafr
members began to notice svstematic trregularities in the data reported. They
formulated a serics of hypotheses as to the causes of these irregularities, in
general with considerable skepticism about some, because the speculations
were based on assumptions that the teachers deviated significantly from
Ministry rules on registration of tudents. A visit to various schools to
observe the process and test the hypotheses taught the DPE staffa zood deal
about what really happens in the field. As o result, they wre changing their
procedures,

Second. one of the most dramatic changes has been in relationships with
other departments of the Mimstry, As a result of these analvses, and the
cireulation of information produced. other department=are now heginning to
see the DPE as contributing to Ministry objectives. The DPE has found ox o
result that it iv now possible to request and expeet colluboration from de-
partments that previously ignored communications.

Finally, the ¢ = study demonstrates ance again e cardimal vale of plan-
ning. Serendipity 1= a0 major <ource of advanee i planmimg. despite s
ritionalist basis. The good planner does evervthing pos<ible to allow <cren-
dipity to appear. and to be in n posttion e take advantage of it when it docs,
The kindsof analvses deseribed i this chipter and mcthe previous chapter -
uncover serendipities, recognize them. and permit actton to be taken more
rapidly.
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APPENDIX

Selecting a Simple Random Sample

1.0 Why Sample and What to Look for in a Sample

Situations may arise where the analyst is unable to deal with the entire
population of interest, It may be, for example, that the universe is very large
and collecting and analyzing information would be excessively time consum-
ing and expensive. Or it may be that the analyst does not have access to all
the units in the population. In such circumstances, o sample or subset of the
entire population is used, and information is collected and analyzed for that
subset.

In selecting a sample, one is concerned that the sample is representative of
the larger population. For example. one would not want to exclude girls from
asample of secondary students i statements about both boys and girls are to
be made hased on the sample dati. One is also concerned with the precision of
the sample selected. Precision refersto how closely a statistic computed from
the sample (for example the mean of one of the variablesi would approach the
same termif the data for the entire population were used. Obviously westrive
for inereased precision when selecting a sample. While it = not possible to
know exactly how precise i griven sample is. there are methods to estimate
the precision.

There are a variety of wiys ol selecting a4 sample <o that it 1 hkelyv to be
both representative and fairly precise. In this appendix, only one such
method will be discusved, Called sompte random sampling, 10 1< quite com-
monly used when selecting samples, It ix callod simple because there gre
more elaborate methods of random =ampling. It is called ritndom beciuse
each unitin the sample s selected in o random tashran from the population

Infactitis the random vomponent which normally insures that the sumple
Is representative, The assumption is made that a truly random ~election
process would eliminate hinses in selection that may cause the ~atmple to be
unrepresentative of the entire population For example, suppose the populi-
tion of interest s o singrle class of students. We might non-randomiv <elect o
sample of these students by choosing those in the first row of seit<. or those
who volunteered ta be in the sample. Under <such eircumstancos we stind a
larger risk of introducing binses into the sample: the sample may not reflect
the actual composition of the ¢liss, It may also vield statisties that are not
very precise IE on the ather hand, we oy some random proeess for selecting
a sample of <tudents, the mere randomuness of the ~election process may
eliminate reinforcing factor . that cause Lack of precision or unrepresentatye
samples. [t does not entirely elimmate problems, however, heeatse 1t is stil]
pussible to seleet o sample which might vield acstatistic that would not be
close to the population value.
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2.0 Tables of Random Numbers

One technique that is commonly used to select a random sample requires
the use of tables of random digits. Table A.1 shows several hundred random
digits taken from a book of such numbers. Their use indrawing or selecting a
sample is really quite simple:

a. 'The population to be sampled must be clearly identified. Is it a)
4th grade students in the country; all women who teuch in in-
stitutions of higher edueation; all schools in a given city: or all
academic depa.tments jn university?

b. A listing must be made of each unit within the population, For
example, in the North Central data set, there were 436 school
distriets. If we wished to draw asample from these distriets, each
distriet would first he listed, by name.

¢. The sample is selected from the population using a random sam-
pling procedure. This can he done in g variety of ways, For
example, if the population units are written down on separate
picees of paper, placed in a container, and well mixed up, then
selection can be made by drawing out the appropriate number of
units from the container.

A convenient procedure for selecting o random sample relies on tables of
random digits such as those shownin Table A1 Firest ccachofthe units in the
population list s assigned i sequential number, say from | to the number of
units in the population. For the North Central data, each schoul distriet
would be griven 4 nuimber from | (o 436, one number per district and no
number occurring more than once. Secondly, we use the table of random
numbers to select which of {heae distriets wili he epresented inthe sample.

Todo this we must firscagrree how 1o read the random digt= This could he
done in g vartety ol wavs but only one neced be ~elected U however, st ho
used consiztently iy drawing anv one samples Noteoin Table AT then the
random digits are arvangred in columne of ive dysits Tadraw o sample for the
North Central data, we will need 3ol these dignits 1n any h dignt sequence,
because our nitmbers elvirangee ta g maximum of 146 W we wore to draw ;
stmplewith THou people i (e poputation. then we wonld need to usefdigts
from euach 5-diynt sequence. Nate that the populaticn unit as<yned the
nunmber 7 for exanpleswould be vepreser ted e the - dunt <equence n07 oy
TS as the ddi ~equence O7s

SUPPUSE W ee Lo rend tHhe Bast it i e o duynt wequence, and

moving to the column to the et of the starting column and to the toprow

ree to read down acolumn unnl the buttom of the pave - reached, then

tat column But first we Lodstake aorandmm <start i the table This s done
by closing the ey e and puttin: the vnger downan the tabl of tandom digs
Wherever the Pger Tandwill bhe the first S sequence to be geed. We
then read down the column, retaiming al) Bdnat numhbers less (o, or egual
to the maximum mumber i e populittion tege 436 or lees the North
Central datic One number may anly appear once. For example, 1if we draw
the number 142 wice, the wchool dietrie assirned that number wil] he
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87536
61364
33815
12380
18773

20689
37935
52185
56358
21269

05973
01142
65827
78076
51130

55696
06377
52413
82069
69123

04657
33729
27375
05799
57629

02469
22322
41764
91266
17089

13979
02814
42758
26137
65841

05304
H5147
77075
95042
85900

28598
32598
12754
26224
03084

71590
21725
66492
08979
71951

10086
50594
44213
71341
80244

34533
51951
26595
99115
69886

63390
06250
55202
97544
17431

70981
41782
39539
45994
03166

18785
52930
9935¢C
48013
07568

52207
87127
78277
51481
29965

20626
39801
84138
38253
16379

H1119
06545
47057
02173
10914

45814
22489
33283
60672
47595

71153
19925
R5He3e
77646
5973y

85020
03771
79352
07728
08238

36739
62884
47285
55855
61463

60980
83688
46406
60869
72885

25750
98528
~A032
. o8
]

1,433
46087
96162
73863
20655

9920
67410
12900
40595
a8z82

44887
99695
B1386
21094

25421

97630
15737
9030Y
88237

56422

72041
97691
50766
7069

12082

55141
16634
52169
QH709
HGG619

Source: Rand Corporation,

Glencoe, 111.;

01457
54929
90824
89117
28556

93357
61210
68194
65467
95656

15719
61275
94370
93203
8783¢

02783
75421
95054
47062
52408

12267
81507
96477
27601
49408

06942
79471
209663
22374
67098

14088
61001
37046
86058
18829

41873
#5415
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04047
30745

B347H
53206
9560R
8Y927
64559

28586
44190
93745
4769K
0OOYY

A _Million Random D

Table A.1:
A Table of Random Digits

36123
10697
00982
17776
33787

93311
99044
032)2
75535
45151

69493
43629
63183
80007
74686

06806
40631
62670
36294
11175

75890
34444
40068
89225
59111

97859
52391
70248
61612
62673

89315

2515
31102
76160
70302

HO428
77842
S086L
06492

06101
77568
26100
24409
H0487

77919
H7721
021uY
Hh64%

62052

The Tree Press, 1967,

63298
78180
84185
68254
32665

92935
08740
81678
63053
07085

61678
96727
21405
13341
87221

31277
75505
02882
43167
37165

84585
06738
9961 1
02633
95332
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6.649
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03696
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O8]\ o

> 2RE6H
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15070
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94267
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94014

ST8UH
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17935
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19047
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76026
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11711
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46932
98582
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36663
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41209
KO0
59410
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represented in the sample, but only once. We agree to discard the second or
subsequent duplicate numbers, continuing to draw numbers until we reach
the size of the sample desired.

Suppose we work through an example showing how to select a 10% sample
of the North Central school districts, using a table of random digits. Further
suppose that the random start procedure resulted in the 5-digit startof 46406
fizom Table A.1, which is in the 3rd column and the 13th row. The last three
digits are 406. This is less than -136, so we agree to keep this as part of the
sample, meaning the school district assigned the number 406 in the popula-
tion list will be a member of the sample. Reading down the third column as we
agreed to do, the next number is 869. This exceeds 436, so is not used. The
next number less than 436 is 032, indicating that the 32nd unit in the
population will be a member of the population. Continuing in this way we get
the following list of random digits, as shown in Figure A.1 (L), Those exceed-
ing the numbes %36 are crossed out. while duplicates have been circled and all
but one of each duplicate crossed out. In this manner we select 109 of 436 or
44 districts to be in the sample. The {irst 44 numbers drawn within the range
of 001 to 436, and which are not duplicates, are used.

Figure A.1:

Using a Table of Random Digits to select @ Random Sample

a Steps in the Process

Step 1: Close eves and place finger on Table A1 to get random start.
Suppose it is 46406 in the third co.umn and thirteenth row.

Step 2: Write down the last three digits in oach five digit number, begin-
ning with the rondom start, and proceeding down a column and
across the page column by ¢ lamn.

Stepd: Reject those numbers preater than the highest number assigned to
units in the population. In the North Central example there are
436 unit= in the population, <o we will reject random numbers
greater than 436, In the table inpart b, these have been indicated
by crossing them out.

Step4: Use astem and leaf disgram ot the remaining numbers tocheck tor
duplications_ A single number can only be used once. In the follow-
g table, duplications have been indieated by cireling and crossing
out althutone of each duplicate. Numbers not erossed out indicate
the units to be selected from the population, for inclusion in the
sumple. A 1Yo sample of the North Central data me s we will
select the first 44 useable digits in the table,

b. Table of Useabie Randony Digits
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406 162 386 766~ B34 370 47+ 046 608 982 183
869 863- 094 069 117 203 66+ 058 937 236 007
835~ 655-(R2])@8D) 555 836 808~ 829~ 655 187 606~
756~ 920 636- 141 357 783- 942 873 Be6- 311 806
526 410 737 634 210 (42D 47 315 190 044 63t
032 966 309 169 194 054 663 516 45 212 676
-908- 595~ 237 709- 467 062 374 547 698 -6IT 208
+535-(282) 422 -619--656- 408 098 385 099 151 175
333 887 041 457 F19- 267 088 476~ 123 493 899

087 -695- 69+ 929 275 587 001 206 -637 529 444

3.0 Sample Size.

The previous steps will permit the seleetion of a simple random sample
from a reasonably sized population, However, how does one know what size of
sample to select? How many units from the population should be seleeted?
This is a simple question to ask, and a very practieal question too. However, it
is not a simple question to answer. In fact the size of the sample to select
depends upon the following things:

a. What we wish to estimate with the sample: a mean, proportion or some
similar statistic.

b. How precisely we wixh to estinate the statistic, that is, how eclose we
wish the sample caleulation to approach the population figure,

¢. What sampling procedure was used to seleet the sample. A simple
random sample will require a different number of units for agivendegree of
preeision than will other sampling methods.

d. Finally, and most disconcertingly, the sample size depends upon the
variation in the population of concern, Populations with wide variation in the
variableof interest will require a largersample foragiven degree of precision
than if the variation is smaller. Shown in Table A2 are some sample sizes
needed to achieve a precision of plus or minus 2% in 95 out of every 100
samples drawn, for two different assumptions concerning the variation in a
population variable X. Tuble A 2 shows how large a sample must be <o that if
100 samples were drawn ceach one using the full set of population units to
seleet fromn 95 of them would estimate the mean of the variable X within
plus or minus 2 There are two points of interest in Table A2

— First, toachieve a specified degree ol precision, the absolute level
of the sample size i more important than is the relative size
of the sample compared to the population size. For example, to
achieve the desired precision with a population of 100 and
S?- 00182 we must seleet 487 of the population to be in the
sample. But to achieve the sume precision with a population of
10,000, we mustonly select 93 units or 0.9 of the population. Se,
for agivenlevelof preeision, it is much more important fiowe many
units are in the sample than what pereentage of the total popula-
tion the sample represents, This is why it 15 possible 1o do a
national survey with only a small number of people in the sample.
[t also indicates that one way to increase the precision of estimate
with a sample i¢ to increase the sample size.



216 PLANNING EDUCATION FOR DEVELOFMENT / Data Analysis

— Second, note how the size of the required sample changes with
assumptions about the variation in the variable of interest. To
achieve a precision of plus or minus 2%, in 95 samples out of 100,
requires 79 units in a sample from a population of 500 if the
variance is 0.01X2, but 180 units if the variance ig triple that.

Table A.2:
Sample Size Needed to Achieve a Given Precision, for Simple Random
Sampling
987 Precision, 95 Samples Out of 1on
Total Number I T P TTI A _' Sample Size
in Unfverse Number in Sample, _ as ¥ of the | Number in Sample, 2 3 ¥ of the
Varfance of X=0.03X Population Varfance of X=n,01% Population
——— e e e ]
100 74 74.0 a8 48.0
200 117 52.5 64 32.0
500 180 36.0 79 15.8
1,000 220 22.0 36 8.6
5,000 267 €.3 92 1.8
10,000 214 2.7 9 0.9
0,300 280 n.6 94 0.2
S B J

It is disconcerting that before one can select the proper sample size some-
thing must be known about the population that is to be studied, Usually this
is done by running a small pilotstudy to estimate the -ariance in the variable
of interest, or by using other studies to ectimate the variance, Barring
recourse to these types of studies, one could also simply use a rule of thumb
which states that at least 100 units are necessary in g simple random sample
to obtain an "aceeptable” level of preeision.

4.0 Other Sampling Procedures

The simple random sampling procedures outlined in the present Appendix
will suffice for many situations. There are other, slightly more complex
sampling schemes which are also oft enused. These include stratified, cluster,
or multistage random sampling techniques. Descriptions of such techniques
may be found in the texts listed in the Bibliography below.

In Chapter 6, the planners in the case study on the use of educational
statistics in Paraguay used another very simple and inexpensive form of
sampling called systematic sampling. When a list of units in the population is
available, systematic sampling can be very convenient. The essential feature
is that the iist is arranged in some order and the sample is selected by
agreeing to take a unit at periodic intervals. In the Paraguay case studv
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there were 3000 units (i.e., forms sent by primary schools) which were
separated by province. The anzlysts wanted a 10% sample or about 300 forms
selected for the sample. One in every ten forms was selected for inclusion in
the sample, with the starting point randomly chosen. They could, for exam-
ple, have written the numbers from 1 to 10 on pieces of paper, put them in a
hat, stirred them up, and selected a number as the starting point. As indi-
caled in Chapter 6, the starting point was 3. This the 3rd, 13th, 23rd, etc. form
in each province was chosen to be in the sample. This results in a sample of
the appropriate number, with a random element incorporated. If there is no
order to the list of population elements, the sample drawn will essentially be
a random sample, although any periodicities in the listing could make it a
non-random sample and might bias estimates of paraineters of interest.
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Coda on the Passing of An Institution

These four volumes bear the institutional signet of the Harvard Center for
Studies in Education and Development (CSED) which now, after almost two
decades of activity in education and development, ceases to exist with the
close of the USAID/Harvard Project and the publication of these books.
Founded in 1961 as a research center in the Harvard Graduate School of
Education, CSED later developed an extensive instructional program, at
both doctoral and master level, in the specialities of education and develop-
ment and educational planning. CSED trained over a hundred professionals
and scholars. The majority of graduates were educators from developing
countries. CSED also ran four major overseas projects and a number of
smaller activities. The one major Cambridge based project was the USAID/
Harvard project in educational planning methodologies, now ending after
five years. IFrom the overseas development and research projects have come a
score of books and hundreds of research studies and journa; articles.

During the nineteen years CSED funetioned, Adam Curle, Russell Davis
and Noel McGinn served as directors and William R. Charleson and Charles
N. Myers Jr. were executive directors; and more than 1 hundred others have
served as research staff, instructional staff in the planning program, and
administrative and support staff,

With these volumes CSED ceases to exist. There is no trony in the fiuct that
the Center, established to study the davnamies of development »nd the process
of change, should itself undergao change and pass from the scene. What could
be more natural? No creative artist has ever found an ending that improves
on a good death. Inits recorded work, and in the memories of those who were
associated with CSED, nothing has ended: evervthing goes on.
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This is a list of titles and authors of 82 project papers (numbers 15 and 34
were never completed) written in the USAID/Harvard Flanning Project.
Slightly more than 50 of these papers appear in some form in the four
volumes published here.

I General Issues and Review Papers

Serial Number

1

Russell Davis
Barclay Hudson

Suzanne Prysor-Jones

Donald Snodgrass

4 Russell Davis
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12
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Russell Davis

Andre Daniere

Russell Davis
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Planning Education for Employment
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With o View to the Future: Tracing Broad
Trends and Planning

A Delphi Perspective on Future Assistance
to ducation in Developing Countries
Beneficiary Participation in Rural Fduca-
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A Typology of Tmplications of Planning
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Planning: An Alternative Conception

A Class Analysis of Resource Allocation in
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Integrating Planning and  Implementa-
tion: A ‘Transactional Approach

Goals and National Parpose in Planning

tnever completed)

II.  Systemaiic Freatment of Issues and Methodological Problems

16

17

David Kline

Donald Snodgrass
Debabrata Sen

Introduction to Nonformal Education and
Its Planning

Manpower Planning Analysis in Develop-
ing Countries: A Critique
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18 Andre Daniere

19 Noel McGinn
Donald Warwick

20 Hans Picker

21 Donald Warwick

22 Jean DeHasse

23 Russel] Davis
24 Noel McGinn

25 Noel McGinn

26 Russell Davis

27 Noel McGinn

28 Elizabetl Truesdel]
Mary Hyde

29 Russell Davis

30 Russell Davis

31 Lascelles Anderson

32 Barclay Hudson

33 Ernesto Schiefelhein

34

A Survey of Education Sector Assessment
in Six Latin American Countries

Sector Analysis in Education; An Analytic
Case Study with Recommendations

The Relevance of Education: A Program-
matic Definition

Analyzing the Transactional Context for
Planning

Morphological Mapping: A Methodology
for Increasing the Fit Between Planning
and Implementation

School Mapping: Planning School Services
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Types of Research Useful for Educational
Planning

Information Requirements  for Educa-
tionul Planning: A Review of Ten Concep-
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Information for Planning, and Analysis
Capacity in Afghanistan

Data Sources and Information Availablein
Paraguay

Information Systems

Development and Use of Svstems Models
for Planning

Policy and Program Issues Raised by the
Application of Compound Models
Allocation Models in Educationa] Plan-
ning

Compact Policy Assessment and the Com-
pass Method: Practical Application of
Dialecdien) Theory to Educationa) Plan.
ning and Foreeasting

School Mapping: Applied in the Chilean
Educitions) Reform

never completed)

Instructional Materials on Researeh angd Planning

35 Russell Davis

36 Elizabeth Truesdell
Mary Hyde

Population Projection ang Demographie
Analysis: 2 Manual for Instruetion and
Reference

A Computer Coded Model for Population
Projection (An Interactive System)



37-39 Enrollment Projections in Educationa] Planning: Foreword

37 Russell Davis Enrollment Projections in Educational
Planning

38 Ernesto Schiefelbein Estimation ofEnrollmentFlow Rates: Five
Methods and Their Applications

39 Elizabetl Truesdel] Computer Coded Models for Enrollment

Mary Hyde Projection, Targeting, and Efficiency As.
Sessment (An Interactjve System)
40 Russell Davig Manpower Planning Methods, Unit |
41 Russell Davis Manpower Planning Methods, Unit |}
42 Russell Davis Manpower Planning Methods, Unit HI

With an additional Unit v Supplement on
Curve Fitting

43-52 Basijc Empirical Rescarch and Evaluation Methods tor Educa-
tional Planning
43 David Kline The Relation of Educationa) Rescareh ang
Edueational I’lunning

44 David Kline Problem Identification and Forinulation

45 David Kline Guidelines  for Selecting A Research
Method

46 David Kline Planning and (‘nnducling Educationa] Re-
search

47 David Kline Selecting  the Subjects: Sampling (Al
Ages)

48 David Kline Research Method |: Surveys

49 David Kline Research Methog It Experiments

50 David Kline Research Methog HIE Naturalistie Inquiry

51 David Kline Research Method 1V Evatuation Research

52 David Kline Research Method v Cost Evaluation
Technigues

53-62 Data Analysis for Planning

53 Gary Lewis Data  Analvsis: Objective Science  gr
Abstracted Empiricism

54 Gary Lewis Categorization of Analvsis 'l'l-chniqu('s

55 Gary Lewis Visual Data Displays

56 Gary Lewis Expl()mlnr_\' Analysis of Cross-Classified

Continuouyy Data
57 Gary Lewis Analvsis of Categorieyl Cross-Classified
Tables of Counts

58 Gary Lewis Prepnrutm‘y Steps for Computer Data
Analysis
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59 Gary Lewis
60 Lascelles Anderson
61 Gary Lewis
62 Gary Lewis

63 Gary Lewis

Log-Linear Models
The General Linear Model
Beyond the General Linear Model

Data Analysis for Educational Planning: A
Case Analysis

Scheduling

64-68 The Planning of Non-Formal Education (Paper 16 is the Intro-
duction to this series—Planning Non-Formal Education: Back-
ground to the Problem)

64 David Kline

65 David Kline

66 David Kline

67 David Harman

68 David Harman

69 David Kline

70 David Kline

Information Needs for Planning Nonfor-
mal Education (this could also go in Sec-
tion II, information section. nos. 25-28)

Planning Nonformal Education: A Gen-
eral Policy and Planning Assessment
Model and Specific Techniques for Needs
Assessment

Policy [ssues in and Objectives of Nonfor-
mal Education

Planning Nonformal Education: Content
and Curriculum Design

Planning Nonformal Education: Instrue-
tional Methods and Design

Information Systems to Support the Plan-
ning and Evaluation of Nonformal Educa-
tion

Planning Nonformal Education: Methods
and Techniques

Cases and Research Study Colleetions to Support Issues Papers,
Systematic Papers and Instructional Manuals

71 Harvard Institute
for International
Bevelopment

72 Muchemwa Murerwa
73 John Beardsley
74 Russell Davis

75 Noel McGinn
Donald Warwick

Upper Secondary Education in Malaysia:
Aceess and Enrollment Policy and Analy-
s1s of Effectiveness

Nonformal Education and Work: A Gen-
eral Perspective, and the Case of the Bots-
wana Bripgades

The Youth Project at Ronkh, Senegal: A
Cooperative Development Effort
Planning in the Ministry of Education of
ElSalvador: 'l'h(-()rg:mlzuliunnl'l’lunning
The Evolution of Educational Planning in
El Salvador: A Case Study
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Noel McGinn
Ernesto Schiefelbein
Russell Davis
Russell Davis

Andre Daniere
Russell Davis

Noel McGinn
Ernesto Schiefelbein

Russell Davis

Russell Davis

Hugh Snyder

Russell Davis
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The Use of Educational Statistics for Pol-
icy Analysis: A Case Study

Manpower Planning in Chile: A Case on
the Basic Method

Manpower Planning with an Alternative
Method I: The Dominican Republic Case
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Manpower Plarning with an Alternative
Method 1I: The Paraguay Case (Spanish
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de Obra: Plan y Descripcion del Trabajo.
This is accompanied by ecomputer printed
tables of results)

Contribution of Planning to Educational
Reform: A Case Study of Chile 1965-1970
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Guatemala Case
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Peruvian Ministry of Education: A Case
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A Study of Educational Relevance in El
Salvador



