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PREFACE
 

This Handbook is the result of a series of contracts issued
 
to Development Alternatives, Inc. (DAI), by the Office of Rural
 
and Administrative Development and its immediate predecessors
 
within the Agency for International Development. The original
 
research contract culminated in the publication of the report,
 
Strategies for Small Farmer Development, submitted to AID in
 
1975. Subsequent DAT involvement in the design of rural devel­
opment projects generated a report entitled, The "New Directions"
 
Mandate: Studies in Project Design, Approval and Implementa­
tion, first submitted to AID in 1977. In a related contract,
 
DAI prepared a state-of-the-art study on Information for Deci­
sionmaking in Rural Development for the same office.
 

A central theme of all these reports has been the need for
 
flexibility in project designs. The reports have argued that
 
project maiiagers should enjoy the freedom to change directions
 
and channel resources in different ways as new information is
 
obtained during project implementation. Two principal and
 
mutually reinforcing methods of obtaining relevant information
 
are through project information systems and adaptive field­
testing.
 

A principal source of the material used in this Handbook
 
is an original essay, written by Dr. A. H. Barclay, Jr., of the
 
DAI staff entitled "The Role of 'Experimentation' in Develop­
ment Projects." This essay became Chapter Seven of the "New
 
Directions" Mandate report. Other sources included the Strate­
gies report, the Information for Decisionmaking report, standard
 
texts in social experimentation and evaluation research, as
 
well as the DAI experience in project development and evalua­
tion work over the last five years. The task of putting all
 
this mateiial in the present Handbook form was undertaken
 
mainly by Dr. Craig V. Olson of the DAI staff.
 

The result, we hope, is a Handbook that will prove useful
 
to project designers and managers whose projects might benefit
 
from adaptive field-testing.
 

Donald R. Mickelwait
 
President
 

August 15, 1978
 



CHAPTER ONE
 

THE WHAT AND WHY OF ADAPTIVEFIELD-TESTING
 

As a project designer, you would like to introduce a chemi­

cal fertilizer to a group of small farmers; you believe that
 

the fertilizer will increase yields, but you are not sure whether
 

its cost and logistics difficulties and local reaction to its
 

introduction will make it worthwhile.
 

As an advisor to a new agricultural supply cooperative, you
 

are not sure whether a credit program is necessary or whether
 

the local farmers can purchase inputs with cash; if credit is
 

necessary you are unsure how high to set the interest rate.
 

As a project manager, you are working with a PP that calls
 

for you to introduce a complex "package" of agricultural inputs
 

and services to a local population; you have your doubts about
 

the cost effectiveness and local acceptability of some parts of
 

the package.
 

Do these problems sound familiar? Have you ever helped
 

6esign or worked in the implementation of a development project
 

in which you were uncertain about what activities, what inter­

ventions would be most effective, or do you anticipate encounter­

ing such problems? If the answer to these questions is yes,
 

this handbook on adaptive field-testing may prove useful to you.
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The handbook is written for practitioners of development:
 

for project designers, project managers and project technicians
 

who have first line responsibility to bring the benefits of
 

development to local populations, and who must make important
 

decisions under conditions of uncertainty. In practical terms
 

it describes how, under a variety of circumstances, adaptive
 

field-testing may be used to reduce the uncertainty under which
 

decisions are made.
 

Examples used in the handbook are primarily taken from agri­

cultural and rural development projects. However, readers may
 

see how many of the principles of adaptive field-testing may be
 

used in a greater variety of development projects.
 

WHAT IS ADAPTIVE FIELD-TESTING?
 

Adaptive field-testing may be defined as a process of
 

"experimentation" conducted within the context of an ongoing
 

development project, which aims at predicting with greater cer­

tainty the outcome of an intervention. It is a way of testing
 

the appropriateness or effectiveness of a single technology or
 

intervention, or of choosing among competing technologies or
 

interventions. (The word "experimentation" is in quotation marks
 

because, while the process often resembles an experiment, adap­

tive field-testing rarely lends itself to the scientific rigor
 

normally associated with experimentation.)
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The emphasis in adaptive field-testing is On reducing uncer­

tainty to a level where the marginal costs of additional testing
 

no longer justify the marginal increase in certainty that would
 

be gained by the additional testing. Thus adaptive field­

testing does not aim at eliminating uncertainty altogether; even
 

if this were possible the upfront costs and time needed would be
 

prohibitive in most cases. Adaptive field-testing is, rather, a
 

practical way of making better decisions while keeping decision
 

costs low.
 

It should be noted that the use of adaptive field-testing
 

in no way obviates the need for basic agricultural or other
 

development research. Agricultural research stations have played
 

and will continue to play a critical role in providing improved
 

technologies to farmer populations. However, the output of such
 

research stations should be seen as providing only a range or
 

selection of possible interventions, rather than definitive
 

solutions. In virtually every case these technologies must be
 

customized to fit local ecological and social conditions; and
 

it is in this customizing process that adaptive field-testing
 

has a role to play. Furthermore adaptive field-testing delivers
 

results and benefits as well as learning. Thus it is frequently
 

more palatable to host country governments or donor agencies
 

who cannot tolerate the costs or time requirements of additional
 

upfront research.
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WHY ADAPTIVE FIELD-TESTING?
 

The need for adaptive field-testing arises from the recog­

nition that most projects cannot or should not be designed as
 

"blueprints" involving highly specific and detailed planning
 

and scheduling prior to the beginning of implementation. The
 

"blueprint" approach assumes that technology and intervention
 

techniques appropriate for a particular undertaking are known
 

and can easily be applied to a target population. It assumes
 

the existence or easy creation of institutions capable of imple­

menting a project. It assumes that all critical information
 

gaps can and must be filled prior to implementation and that
 

each and every activity to be carried out during the project
 

can be specified, costed and scheduled in advance.
 

A contrasting view emphasizes that a design is often com­

pleted with several "unknowns" left hanging, but that the exis­

tence of these "unknowns" should not delay the start of imple­

mentation. This approach emphasizes that predicting social
 

dynamics is difficult at best, that design and implementation
 

should be seen as a continuous process rather than two separate
 

activities, and that it is frequently better to eliminate the
 

"unknowns" within the context of project activities. Project
 

development, in other words, continues into the implementation
 

stage and involves a process of systematically eliminating
 

"unknowns" through adaptive field-testing.
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The benefits of adaptive field-testing accrue to both proj­

ect management and project participants. For management it pro­

vides a way of acquiring information to help in decisionmaking
 

and to acquire the information under management control. Many
 

development projects require mid-project evaluations? to deter­

mine which elements of the project to continue, discontinue or
 

revise, according to the results. In evolutionary projects,
 

third- and fourth-year budget obligations may depend on a favor­

able evaluation at the end of the second year. Adaptive field­

testing conducted during the first and second years can provide
 

project management with a sound and relevant data base as well
 

as ideas for alternative interventions or technologies that will
 

assist in the preparation of a constructive evaluation. Fre­

quently this can be done at very low cost and without tho enor­

mous time lags and information slippages that often result when
 

research is conducted independent of the project.
 

Adaptive field-testing may also be seen as a project activity
 

with its own intrinsic development benefits. When done properly
 

it involves a learning process that is of direct benefit to proj­

ect participants. New facts and relationships about a local
 

area are learned and old facts are cast in fresh molds. Parti­

cipants also learn to look at the possibility of change in a
 

more systematic way and to take part in formulating new activi­

ties. When project participants are involved in carrying out,
 

even helping design, their own experiments, they will also be
 

more likely to accept the validity and applicability of the re­

sults.
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WHAT CAN BE TESTED?
 

Development projects consist of three elements: 
 an inter­

vention, an intervention technique or process, and a management
 

structure. Each of these elements may be subject to adaptive
 

field-testing, albeit in different ways.
 

An intervention is whatever the project is introducing to
 

a sector, to an area, or to a target population. In a capital
 

assistance project this may be a bridge, a dam, a road. 
In an
 

education project it may be curriculum revision within a formal
 

school system, literacy classes for adults, in-service training
 

for civil servants. In an agriculture project it may be fer­

tilizer, improved seeds, a new planting technique. Any one proj­

ect may, of course, have several interventions; an IRD project
 

may combine interventions from several sectors. 
Adaptive field­

testing may help a project designer or manager decide which seed
 

variety is most appropriate for his area, what interest rate to
 

set for loans to small farmers, or what optimal planting times
 

are for new agricultural practices.
 

An intervention technique or process is the way in which
 

the intervention is introduced. 
It may involve selection of an
 

area or population, selection of intervention agents, a method
 

of organizing people, or choosing among communication techniques.
 

Should a new planting technique, for example, be introduced
 

through young extension agents or through pairaprofessional
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farmers? Should it be introduced to individual farmers, to key
 

farmers, to farm families or to groups of farmers? Should
 

demonstrations be given at a farm center or in villages? Experi­

enced project personnel know that development projects run into
 

trouble from improper intervention techniques as often as from
 

inappropriate technologies. Adaptive field-testing can be used
 

to clear up some of the uncertainty with respect to these and
 

similar questions concerning the most effective intervention
 

techniques.
 

A management structure is a way of organizing project parti­

cipants, channeling money and scheduling activities so as to
 

maximize the efficiency with which project activities take place.
 

The organizational structure of a project is frequently complex,
 

involving several host country agencies, sometimes more than one
 

donor organization and a hierarchical authority and decision­

making structure reaching from the national capital through
 

regions and districts to the village level. Project designers
 

often have little choice of management structure, especially
 

when a particular organization has been preselected by the host
 

country government to manage the project. In some cases, how­

ever, adaptive field-testing may be used to test the appropriate­

ness or effectiveness of lower-level structures. An experi­

mental approach may be used, for examiple to decide through which
 

organizations to work or how operational responsibility can be
 

divided among organizations or within the same organization.
 



CHAPTER TWO
 

SOCIAL EXPERIMENTATION AND ADAPTIVE FIELD-TESTING
 

Let us distinguish between two ways of looking at experi­

mentation at the project level:
 

0 	 The project, or some aspect of it, as an
 
experiment in and of itself; or
 

0 	 A dynamic ongoing process where the project
 
serves as a time-and-resource framework for
 
systematic testing and application of tech­
niques identified as appropriate to local
 
conditions.
 

The first view embodies the idea of social experimentation, i.e.,
 

systematic testing of interventions for the purpose of planning
 

(or evaluating the effects of) various elements of a development
 

project. The second view comes closer to capturing the idea of
 

adaptive field-testing, since it emphasizes the notion that test­

ing may take place during, and as an integral part of, project
 

implementation.
 

There is a great deal of overlap between these two views
 

of project-level experimentation. A discrete test conducted
 

within a project may come close to following all the procedures
 

of social experimentation, but at the same time that test may be
 

seen as part of a larger integrated learning process involving
 

the project as a whole. It is useful, nevertheless, for the
 

project designer or manager to have some notion of the elements
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He will then be in a position to
of social experimentation. 


see what role experimental techniques may play in his project
 

and how they may have to be adapted to field conditions.
 

In this chapter we will briefly review the elements of
 

social experimentation, and then see why adjustments are needed
 

for adaptive field-testing.
 

THE ELEMENTS OF SOCIAL EXPERIMENTATION
 

Experimentation may be seen as having three phases, each of
 

which is composed of several steps or elements. The three phases
 

are:
 

* 	 Problem definition and formulation of hypo­

theses;
 

0 The experiment; and
 

0 Interpretation of the experimental results.
 

Problem Definition and Formulation of an Hypothesis
 

The problem is generally stated in terms of the need to re­

duce uncertainty about the consequence of some activity. Examples
 

are:
 

1. 	 Will fertilizer increase yields sufficiently
 
to justify its cost?
 

2. 	 Will a group credit scheme work in a particu­
lar society?
 

3. 	 Can farmers' sons be recruited, trained and
 
effectively employed as extension agents?
 



The next step is to state the problem in the form of an
 

hypothesis. Hypotheses generally take the form of positive
 

statements alleging a relationship between a particular factor
 

and some desired effect. Experiments may be set up. to test
 

several hypotheses or, more frequently, a study may include
 

several experiments, each of which tests a single hypothesis.
 

Examples are:
 

1. 	 The use of urea-based fertilizer will in­
crease coffee yields sufficiently to justify

the cost of the fertilizer.
 

2. 	 A group credit scheme will attract more bor­
rowers to invest in the new technology than
 
will an individual credit scheme.
 

3. 	 Farmers' sons, once trained, will be able to
 
persuade their families to adopt improved

agricultural practices.
 

The Experiment
 

An experiment is a contrived activity set up to test an
 

hypothesis. 
 It consists of one or more treatments administered
 

to some set of persons or other units drawn at random from a
 

specified population; and of observations or measurements made
 

on the effects of the treatment to learn how (or how much) the
 

treatment has caused the treated persons or units to be different
 

from some untreated or control group that has been drawn at ran­

dom from the same population.
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The Treatment
 

The treatment is the subject of an hypothesis. It is the
 

test. It is tha
fertilizer whose effect on yields we want to 


group credit scheme. It is the use of farmers' sons as change
 

agents. (This factor being tested is sometimes referred to as
 

the active treatment to distinguish it from an alternative or
 

dummy treatment administered to a control group.)
 

Units of Observation or Measurement
 

The essence of an experiment is to "treat" some set of units
 

(persons, hectares, etc.) and to compare the results of that
 

treatment to the results of an alternative treatment (or no
 

treatment) applied to an identical (or very similar) set of
 

Thus the next task is to decide
units, i.e., the control group. 


on the units that in one group will receive treatment and in the
 

comparison or control group will not.
 

Certain conditions govern the choice of units of observa­

tion. First the units must be identical or quite similar to
 

each other in all important characteristics. As an alternative,
 

or in addition, there must be enough of them so that, in drawing
 

a sample, the chance of assembling a treatment group and a con­

trol group that are dissimilar in some important characteristics
 

is minimized. If, from a group of 20 villages, two have been
 

chosen to compare the acceptance of a group versus an inaividual
 

credit scheme (where one village would receive group credit and
 

the other individual credit), then the two villages must be as
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identical as possible in all characteristics that might affect
 

the acceptance and use of credit. Such characteristics might
 

include the relative wealth and educational level of the vil­

lages, current access to alternative sources of credit, and
 

past experience with institutionalized credit. If the purpose
 

of the experiment goes beyond merely comparing the relative
 

acceptance of the two credit schemes to estimating the probable
 

acceptance of the schemes in the other 18 villages, then the
 

two pilot villages must also be "representative," or similar in
 

all important characteristics to the population as a whole,
 

which in this case is all 20 villages. If the 20 villages are
 

so dissimilar in aggregate characteristics that choosing two
 

that are r~.presentative is not possible, then it may become
 

necessary to change the unit of measurement. Rather than mea­

suring acceptance by village, we might measure acceptance by
 

individual farmers.'
 

Random SampLing
 

The purpose of an experiment is to isolate and test the 

effect of.a particular factor -- the (active) treatment -- on a 

particular population. In order to be sure that observable 

effects are due only to the influence of the treatment, it is 

important that all other factors -- potential influences -- be 

held constant. The most common way to accomplish this is to 

1 Actually, even when the unit of measurement is the village, we would start
 

by observing the reactions among individual farmers. These observations would
 

then be aggregated by village, since it is the collective reaction of the vil­

lage rather than individual reactions of the farmers (inthis case) that we
 

are interested in.
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-- usually random sampling -- that will
 
use a sampling technique 


ensure that the variance in critical characteristics 
in the ex­

perimental group will be as similar as 
possible to the variance
 

in the control group. By picking a large enough sample at ran­

dom from the population and by dividing the 
units equally and at
 

random between experimental and control groups, 
we can generally
 

be confident that outside factors will have 
a neutral or constant
 

effect on the experirent.1
 

Experimental and Control Groups
 

Once the sample is drawn the next step is to 
divide the
 

sample into two groups: an experimental group and a control
 

group. The experimental group is the group subjected 
to an active
 

the treatment. 
The con­treatment, often referred to simply as 


trol group receives a control treatment often 
amounting to no
 

The purpose of the control units and control
 treatment at all. 


treatments is to permit the observer to measure 
the effects of
 

(active) treatment and to draw an inference or 
conclusion


the 


(active) treatment has
 about whether (and possibly how much) the 


affected the exn-rimenital group.
 

Observing the Effects of the Treatment
 

The next step in an experiment is to administer 
the treat­

ment or treatments to tae experimental group and 
the control
 

group and to observe or measure the effects of the 
treatment.
 

Other
 
1 Randomization is neither always possible nor always desirable. 


methods of drawing a sample will be discussed in Chapters 
Three and Four.
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Examples are:
 

1. 	 Fertilizer is used on the experimental plots;
 
no fertilizer is used on the control plots;
 
yields are recorded in both groups.
 

7. 	 Individual credit is offered in one village,
 
group credit in another; the number of bor­
rowers in each village is recorded.
 

3. 	 Farmers' sons are used as extension agents
 
in one group, the use of state extension agents
 
is continued in another; the rate of adoption
 
of improved agricultural techniques is ob­
served in the two groups.
 

The period of time that will be allowed for the treatment
 

to take effect will, of course, depend on the nature of the
 

experiment, but in every case it should be stipulated in advance.
 

Recording and Analysis of Differences
 

The final step in the experiment is to determine the dif­

ference in the recorded observations or measurements. If the
 

experiment has been properly conducted, the difference in re­

sults (if there is any) can be attributed solely to the influ­

ence of the treatment. Examples are:
 

1. 	 If the fertilized fields produced 100 kg.
 
per hectare more than the unfertilized fields,
 
then, everything else being equal (and this is
 
what the experiment shoald control), the fer­
tilizer is responsible for the difference.
 

2. 	 If 50 percent more farmers accepted credit
 
when credit was introduced through a group
 
lending scheme than through individual lend­
ing, then (everything else being equal) the
 
use of the group credit scheme is responsible.
 

3. 	 If more farmers adopted new techniques when
 
the techniques were demonstrated by their sons
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than when they were demonstrated by state
 

extension agents, then (all else being
 

equal) the use of farmers' sons as exten­

sion agents is responsible for the difference
 

in adoption rates.
 

The magnitude of the observed difference is frequently im-


In general the larger the difference, the less likely
portant. 


it is that it resulted from some factor other than the treatment.
 

Statistical formulae are available for calculating the probability
 

that 	a non-treatment factor caused the observed difference. It
 

is conventional to assume that the results of an experiment are
 

significant if there is less than one chance in 20 that the ob­

served difference is not the result of the treatment.
 

Interpretation of the Experimental Results
 

If analysis of the experimental results reveals that an
 

observed difference is statistically significant, that it is
 

almost surely the result of the treatment, the next step is to
 

decide whether it is practically significant. Examples are:
 

1. 	 An experiment has demonstrated that the use
 

of fertilizer has increased yields by 100 kg.
 

per hectare. But will the farmer have to buy
 

the fertilizer on credit, thus increasing costs
 

while adding another element of risk to his
 

enterprise? Will the farmer incur other costs
 

connected with the use of fertilizer, such as
 
Will the
transportation, storage and labor? 


farmer have to change his planting time,
 
adopt a new crop mix, change his cultivation
 
techniques or accept a new marketing pattern?
 

All things considered, will the yield increase
 

of 100 kg. per hectare justify these direct
 
and indirect costs?
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2. 	 An experiment has demonstrated that the
 
availability of group credit for farmers
 
has attracted a greater number of borrowers
 
than when credit was available only on an
 
individual basis. But what are the dif­
ferences in administrative costs between group
 
and individual lending? Will the default
 
rate be higher, lower or the same? Which
 
method of lending would be more likely to
 
attract repeat applicants?
 

How should these considerations be balanced
 
with the proven initial attractiveness of
 
the group lending scheme?
 

3. 	 In an experimental situation farmers' sons
 
have proven more effective than state exten­
sion agents in getting traditional farmers to
 
adopt improved methods. But what are the
 
constraints involved in widespread recruit­
ment of farmers' sons? Once trained, can
 
farmers' sons be effectively supervised?

And how long can they be expected to remain
 
in the villages?
 

Will the practical answers to these questions

mitigate against using farmers' sons as exten­
sionists despite their proven effectiveness?
 

The results of adaptive field-testing can produce informa­

tion 	that reduces certain elements of uncertainty that might be
 

involved in a decision. But experimentation cannot substitute
 

for the decision itself. The decision can only be made by human
 

beings using interpretation, judgment and common sense.
 

THE NEED FOR ADAPTATION
 

The experienced development practitioner, having read the
 

last section,will probably be thinking of a thousand reasons
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why the process described in that section is not 
practical and
 

This thinking is realistic and
 cannot be used in the field. 


valid. Most development projects operate in situations 
that
 

reduce, if they do not actually eliminate, the possibility 
of
 

conducting social experimentation as it is classically 
conceived.
 

The procedures of social experimentation and the process
 

They both aim
of project development begin at the same point. 


to clear up unknowns with respect to the environment and to re­

duce the level of uncertainty around which important decisions
 

must be made. Critical differences arise, however, in the degree
 

of control that development practitioners are actually able to
 

exercise, at reasonable cost, over the environment they work in.
 

The selection of field-testing sites, for example, comes about
 

only through interaction between project developers and other
 

-- including host country authorities, donor
interested parties 


agency officials, and (at least in theory) members of the pro­

spective target population. Hypotheses to be tested may be
 

formulated implicitly rather than explicitly, and often after
 

The attempt to
experimentation and data-gathering have begun. 


ensure equivalence between experimental groups and control groups
 

through randomization may prove difficult and costly, if not
 

practically impossible. These real-world situations (and there
 

are many others) force the prospective development experimenter
 

to tailor his strategy to specific circumstances.
 

At the beginning of this chapter we posited two ways of
 

looking at experimentation at the project level:
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0 
 The project, or some aspect of it, as an
 
experiment in and of itself; 
or
 

0 
 A dynamic ongoing process where the proj­
ect serves as a time-and-resource framework
 
for systematic testing and application of
 
techniques identified as appropriate to
 
local conditions.
 

The first view is more ronsistent with the procedures of classi­

cal social experimentation. But it implies a degree of rigor
 

and precision that can rarely be achieved in the context of a
 

development project. 
The second approach better captures the
 

idea of adaptive research. It acknowledges the lack of control
 

available to the experimenter and recognizes that even "quasi­

experimental" or "second-best" procedures may not be feasible,
 

either for lack of definitive hypotheses or due to an inability
 

to identify and control for all the variables potentially influ­

encing the problems under investigation.
 

The second approach does not concede, however, that "experi­

mentation" under such conditions is not necessary or will not
 

produce useful results. Given the urgency of the problems con­

fronting target populations in many project situations, identifi­

cation of techniques that work may justify full-scale applica­

tion even if the reasons that they do are not fully understood.
 

For example a great deal can be learned in a post hoc analysis
 

of a "treated" population by investigating why some small farmers
 

adopted a particular intervention and others did not.
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The importance of finding and applying solutions within the
 

framework of a development project determines another critical
 

difference between classical social experimentation and adaptive
 

field research. In adaptive field research, testing of a particu­

lar alternative is not pursued indefinitely, but only as long as
 

it appears promising. For example, tests during a single crop­

ping season of four to six months may yield enough evidence to
 

justify dropping an agricultural input from the inventory of
 

possible interventions. More complex tests (for example compar­

ing the results of reliance on alternative methods of knowledge
 

transfer between farmers) would require continuous monitoring
 

over longer periods (perhaps even the full life of the project).
 

Depending on the focus of a project component, adaptive­

research may begin with a larger number of possible techniques,
 

but the range will be progressively natrowed. So long as this
 

process is purposive and systematic, it is logical to expect
 

finally to identify optimal techniques for the project to intro­

duce in the target area.
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CHAPTER THREE
 

DEALING WITH UNCERTAINTY: SOME EXAMPLES FROM EXPERIENCE
 

We have argued that adaptive field-testing should be seen
 

as a dynamic ongoing process for systematic testing and applica­

tion of techniques identified as appropriate to local conditions.
 

We have also conceded the necessity for frequent deviation from
 

the rigorous procedures of classical experimentation. However,
 

each deviation from classical procedures should be done delib­

erately, out of necessity rather than ignorance. In this way
 

the costs -- e.g., potential loss of explanatory power -- as
 

well as the benefits will be properly considered.
 

LEVELS OF UNCERTAINTY
 

Field-testing helps us make decisions under con itions of
 

uncertainty. In deciding what type of field-testing might be
 

necessary (or justifiable), the level of uncertainty is an im­

portant consideration.
 

"Blueprint" Designs
 

At one extreme a project designer or manager may be abso­

lutely certain that the technology and the intervention tech­

niques already identified are appropriate and, given goodwill
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and skillful management, will work in the local environment.
 

This point of view is consistent with the "blueprint" approach
 

to project design and implementation. It assumes that solutions
 

to the problems of development are known and that projects are
 

merely vehicles for applying them. If projects are designed and
 

managed using the blueprint approach, field-testing will be seen
 

When blueprint
as unnecessary; hence none will take place. 


projects fail blame is generally placed on "poor management" or
 

"lack of cooperation" rather than poor selection of technology
 

and intervention techniques.1
 

Formative Evaluations
 

At a middle point along the certainty-uncertainty continuum,
 

we may be relatively certain about our technology and our inter­

vention approach, but would like to test parts of it at an early
 

stage of project development/implementation. We do not really
 

we simply want to
have alternative inputs or approaches in mind; 


be sure that the ones we expect to use will work. At this level
 

of uncertainty we may want to engage in a variety of adaptive
 

An information sys­field-testing known as formative evaluation. 


I Recent research has shown that projects designed and managed under the
 

blueprint approach run a high risk of failure precisely because they have
 

not included information-gathering, field-testing and the flexibility to
 

change directions on the basis of new information fed into the project it­

self. Yet the conventional blueprint approach remains quite popular with
 

donor agencies and host country governments, who cannot be bothered with
 

the time and expense of "more studies." See Development Alternatives, Inc.,
 
Studies in Project Design, Approval and Imple-
The "New Directions" Mandate: 


mentation (two volumes), prepared for the Agency for International Develop­

ment, January 1978.
 



23
 

tem will be established and data will be collected to monitor
 

the effects of the intervention or technology about which we
 

harbor some uncertainty. As long as the feedback from the infor­

mation system indicates that the intervention is coming reason­

ably close to having the intended (or some other beneficial)
 

effect, we will continue with it. (The information system may
 

also indicate that the overall intervention is sound, but that
 

some minor tinkering will improve its impact.) If, on the other
 

hand, the data indicate that the intervention is simply not work­

ing or is causing more problems than it is worth, we may be in
 

a position to jettison it at an early stage in the project and
 

to look around for alternatives.
 

It is clear that this type of formative evaluation differs
 

markedly from nost hoc or summative evaluations, which are more
 

common in development projects. In a summative evaluation, con­

clusions about whether a given intervention has worked or not
 

worked are frequently reached when the project is completed or
 

when it is too late to change directions. With formative evalua­

tions, information is gathered and observations are made during
 

project implementation so that conclusions and decisions based
 

upon them can be made in time to do some good.
 

Relative Uncertainty
 

Toward the other end of the certainty-uncertainty continuum,
 

we may have little or no idea about what interventions or inter­

vention techniques are most appropriate for our project. Two
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reactions are commonplace at this level of uncertainty: (1) If
 

-- the proper seeds,
the uncertainty revolves around technology 


the project may be changed to
 proper planting times, etc. --

become a "research project." A research station will be estab­

no involvementlished and trials conducted, often with little or 


on the part of the local population. At some later stage, once
 

the "best technology" has been tested and "proven" in the re­

search station, an attempt will be made to transfer it to a
 

local population through another project, often of the blueprint
 

variety. (2) If the uncertainty revolves around intervention
 

techniques -- such as choice of change agent or methods of or­

ganizing farmers -- the opposite reaction is common. When proj­

ect designers are unsure of how to proceed and wary of the reac­

tion of donor agencies and host country governments, th%' often
 

simply stipulate that a certain procedure will work and design
 

it into the project. "Cooperatives are stipulated as the appro­

priate vehicles for organizing and mobilizing target groups
 

-- not be­in many agricultural and rural development projects 


cause we know that these arrangements will work, but because
 

not much is known about workable patterns of collective be­

'
 
havior, and some pattern has to be established."
 

It is possible to postpone the delivery of benefits while
 

awaiting more research station results, or to ignore the problem
 

PASITAM Newsletter Number 17, B:.. .'ngton, Indiana, Spring 1978, page 1.
 1 
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of uncertainty by stipulating solutions. 
However, we argue here
 

that, even at high levels of uncertainty, a development proj­

ect that is intended to deliver benefits to a target population
 

may often be an appropriate vehicle for resolving or reducing
 

uncertainty. At high levels of uncertainty, adaptive field­

testing in which alternative interventions are compared to each
 

other is indicated. Rather than assessing the effects of only
 

one intervention, as in formative evaluation, we would simul­

taneously compare the effects of alternative interventions. In
 

making such comparisons, we would try to follow the procedure
 

of classical experimentation as closely as possible, taking note
 

of whatever deviations are necessary a .iassessing whether and
 

how much these deviations might affect the conclusions we draw
 

from the results of our testing.
 

There are obviously many points along the continuum, from
 

absolute certainty to absolute uncertainty. Different elements
 

of the same project, moreover, may fall at different points in
 

the continuum. 
For elements about which uncertainty is low,
 

we may content ourselves with some sort of formative evaluation
 

procedure to monitor the impact of those elements. 
For elements
 

about which uncertainty is high, we may want to conduct more
 

elaborate field-testing. 
Various degrees and combinations are
 

possible within any project.
 

The remainder of this chapter will give four examples of
 

various types of adaptive field-testing. The examples will
 



26
 

illustrate ways of dealing with various levels and types of
 

uncertainty under field conditions. In Chapter Four lessons
 

derived from these and other examples will be systematically
 

developed.
 

EXAMPLES OF ADAPTIVE FIELD-TESTING
 

Single-Factor Uncertainty
 

In the first example we will examine a situation in which
 

we are uncertain about the use of one element in a technological
 

package. The choice is between the entire package or the pack­

age without the element in question. Our treatment will be to
 

administer all elements to the treatment group and to withhold
 

the element about which there is doubt from the control group.
 

The Problem
 

A small farmer coffee project has been designed with a tech­

nological package that includes improved cultivation techniques -­

elimination of old or diseased trees, reduction of the shade 

cover, no interplanting, etc. -- with the intrui a, u super­

vised application of chemical fertilizer. The problem is uncer­

tainty about whether the fertilizer will increase yields enough 

to justify its costs. 
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The Hypothesis
 

Having identified the problem, the next step is the formu­

lation of an hypothesis to be tested. 
 In this case, the hypo­

thesis would be that the fertilizer will indeed increase yields
 

sufficiently to justify its cost. 
The hypothesis must specifi­

cally state how much of an increase in yields is expected and
 

over what period of time. For example, in the first harvest
 

after fertilizer is applied, fields that were treated with fer­

tilizer will yield at least 200 kg. of dry coffee beans more
 

per hectare than fields using no fertilizer. This hypothesis
 

implies that any per hectare difference in yields inferior to
 

200 kg. would not be sufficient to justify the use of the fer­

tilizer.
 

The Unit of Observation
 

The statement of hypothesis has also identified our unit of
 

observation, or experimental unit: 
 in this case, kg. of dry
 

coffee beans per hectare. Notice that other units could have
 

been chosen, e.g., 
kg. of dry coffee beans per farmer, kg. of
 

dry coffee beans per farm, or even kg. of dry coffee beans per
 

coffee tree. 
If one of the first two units had been chosen,
 

however, two variables would have been introduced that would have
 

been difficult to control through sampling procedures. The
 

first is size of farm: 
 since some farms have more hectares than
 

others, differences in output per farm or per farmer in the
 

experiment might be caused simply by greater or lesser hectarage
 

rather than the use of fertilizer. The other variable that would
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have been difficult to control is the skill of the farmer. If
 

either farm or farmer were chosen as units of measurement, 
the
 

difference in management abilities of the farmers in the sample
 

might bias the pure observation of the effects of the fertilizer.
 

The choice of kg. per hectare as the unit of measurement renders
 

the size of farm largely irrelevant and farmers' skills can be
 

more easily controlled for (either by choosing a large number
 

of farms or by comparing the effects of the use and non-use of
 

fertilizer on the same farm).'
 

By choosing hectares as the experimental unit, on the other
 

hand, there is still one factor left to chance, and that is the
 

number of coffee trees per hectare. It would not be valid to
 

compare the yields of two hectares (one with fertilizer and 6ne
 

Theoreti­without) if one had more coffee trees than the other. 


cally, then, it would be preferable to measure yields per tree
 

rather than yields per hectare. However, counting trees and
 

yields per tree is impractical; therefore we assume that, if
 

there are enough hectares in the sample and if the hectares
 

are distributed randomly between experimental group and control
 

group, the number of trees in the two groups will be approxi­

mately equal.
 

There are a large number of such variables that we must
 

assume will be randomly distributed between control and treatment
 

1 We are assuming, for the sake of this example, that we are only interested 

in the effects of the fertilizer. In the real world other factors, including
 

size of farm, might be of very real interest with respect to their influence
 

on yields. Thus we might want to let size of farm be a variable rather than
 

a constant in order to measure, rather than control for, its effect.
 



29
 

groups, e.g., 
size and age of tree, surrounding vegetation,
 

access to sunlight, quality of soil, incidence of disease. In
 
adaptive field-testing we should be aware of the possible influ­

ence of all these factors, even while recognizing that we cannot
 

explicitly control for all of them.
 

Another factor implicit in the hypothesis is the way that
 
the effect or outcome of the experiment is measured. Notice
 

that the measure is not simply yields per hectare, nor even
 

increase in yields per hectare, but the difference in yields
 

(or the difference in yield changes) between two groups: one
 

that used fertilizer and one that did not. 
 In effect there are
 

two comparisons that will be made here. 
One is internal to the
 

experimental group: 
 it will compare the yields before fertil­
izer to the yields after fertilizer on the same hectarage. 
The
 

second comparison is between the experimental group and the con­

trol group: 
 it will compare yields on the hectarage using fer­

tilizer to yields on the hectarage where no fertilizer was used.
 

Note that both groups would be subjected to the other improved
 

cultivation techniques.
 

Sampling
 

Having identified the units of observation, the next step
 

is to draw a sampling of these units and to divide the sample
 

into an experimental group and a control group. 
There are several
 

ways this can be done. 
The two most common are random selection
 

and matching.
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The preferred sampling technique, as explained in Chapter
 

In the present example two
Two, is through randomization. 


methods of random selection suggest themselves. One method
 

would be to pick a certain number of farms at random from the
 

overall population of farms, then randomly to assign half the
 

farms to an experimental group and half to a control group.'
 

Another method would be to select, again at random, a certain
 

number of farms and to divide each farm into two equal plots:
 

2 
 Practically, the
an experimental plot and a control plot.


second method raises the problem of convincing each farmer to
 

apply his allotment of fertilizer only to his experimental plot
 

and then making sure he does so. However the second method is
 

theroretically preferable because it controls effectively for 

two variables -- size of farm and the management skill of indi­

vidual farmers -- that might, under the first method, rival the 

fertilizer in producing differences between the experimental and 

the control groups. Controlling for these two influences may
 

also permit us to use a smaller sample.
 

The practical problem with both these random sampling
 

methods is that they require a sample size sufficient to ensure
 

that the distribution in the values of important characteristics
 

in the experimental group will be similar to the distribution
 

in the control group. Under field conditions it may not be
 

1 This would normally be done using a table of random numbers.
 

2 On each farm the hectarage assigned to the experimental group and the hec­

tarage assigned to the control group should also be selected at random.
 

3 The problem of sample size is discussed in more detail in Chapter Four. 
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possible to work witfa sample large enough to ensure such equiva­

lence between groups. If we are limited in the size of our
 

sample, an alternative sampling technique is matchiny. As the
 

term implies, matching is a technique of deliberately (rather
 

than randomly) assigning units of observation to experimental
 

and control groups on the basis of one-to-one identity of char­

acteristics.'
 

The Experiment
 

Once the sample is drawn we proceed to the administration
 

of the experiment. Let us say that we have decided to take a
 

random selection of farms and that our sample size is 100. Pre­

test, or baseline, data on the previous year's coffee harvest
 

would be collected on all 100 farmers. Then, through random
 

selection, the farms would be divided in half: 
 50 farms would
 

become the experimental group and 50 farms the control group.
 

In the experimental group the farmers would receive instruction
 

in the improved cultivation practices and they would receive
 

fertilizer to be applied to their fields under the 
supervision
 

of extension agents. In the control group the farmers would
 

only receive the instruction in improved cultivation practices.
 

At the end of a certain time period, e.g., one growing sea­

son, we would compare the yields of the two groups of farms.
 

Each farmer, under the guidance of an extension worker, would
 

record the yields on his farm and then the yields for each group
 

See Chapter Four for further details on matching.
 1 
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would be summed. The total for each group would then be divided
 

by 50 to get the average output per farm. This figure would
 

then be multiplied by the average number of hectares under coffee
 

per farm to get the output per hectare. (We are assuming that
 

average farm size is the same in both groups.)
 

Analysis
 

Let us assume that the output of the experimental group is
 

400 kg. of dry coffee beans per hectare (up 200 from the previous
 

year) and that in the control group it is 300 (up 100 from the
 

previous year). The next step is to analyze this observed dif­

ference of 100 kg. per hectare to determine whether it is statis­

tically significant. Chapter Two explained that statistical
 

significance refers to the likelihood that the observed differ­

ence could have been caused by any factor other than the experi­

mental factor, i.e., the fertilizer. Several standard and rela­

tively simple statistical tests are available to determine the
 

significance. Some are simple enough that, if the numbers in­

volved are not very large, they can be done by hand. Most can
 

be done with the use of a hand calculator; very few require a
 

computer.
 

It is generally not important for the project designer or
 

manager to master these tests, since the statistical expertise
 

needed to perform the calculations can be hired. However it is
 

important for the designer or manager to understand, as common
 

sense would warn, that observed differences are not necessarily
 

caused by the experimental factor, that other factors may have
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played a role. 
Statistical significance is a function of the
 
magnitude of the difference and our tolerance for error. 
A small
 
difference may be calculated as statistically significant if we
 

are willing to live with the relatively high chance, say one in
 

five, that some factor other than the experimental factor 
has
 
intervened or caused the observed difference. If our tolerance
 

is lower, for instance if we are only willing to put up with a
 
one in twenty chance of random factor intervention, then the mag­

nitude of the difference must be larger.
 

Our experiment thus ends with a determination of whether the
 
difference of 100 kg. of dry coffee beans per hectare is statis­

tically significant. 
If it is not, and if we are convinced that
 
the experiment was properly conducted, we may conclude that the
 

fertilizer has not significantly affected coffee yields. 
If
 
the difference is calculated to be statistically significant, we
 

may conclude that the fertilizer has caused greater outputs.
 

Interpretation
 

What comes next is a judgment about whether the increased
 

output caused by the use of fertilizer is sufficient to justify
 
including it in the technological package. 
This judgment must
 

be made by using tools other than experimentation.. These other
 

tools may include cost-benefit and risk-benefit exercises, and
 

analysis of the external market effects of fertilizer use or
 

its effect on the environment. Experimentation has provided us
 

with a valuable piece of information that 
we will then weigh
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with the rest of what we know to judge the overall worth of the
 

fertilizer in our project.
 

Regardless of the judgment we make with respect to the use
 

of fertilizer, let us note that, by conducting the experiment
 

within the context of an ongoing project, we have not postponed
 

the delivery of benefits to a target population. Farmers in both
 

the experimental and the control groups increased their yields.
 

Although the non-sample farmers in the population received no
 

benefits during the first growing season, it probably would not
 

have-been possible to reach all of them right away; and this
 

majority of farmers, when finally reached, will benefit from the
 

refinement in the technological package that was made possible
 

through experimentation.
 

Controlling for a Single Environmental Factor
 

In some cases uncertainty revolves around the selection of
 

target population, rather than the intervention itself. Using
 

experimentation in these cases, the intervention becomes a con­

stant while it is the selection of target population that be­

comes the treatment.
 

An example is provided by an actual design exercise carried
 

out in Upper Volta.' The design team was uncertain about the
 

effects of certain technologies for different village groups.
 

The team believed that the feasibility of various interventions
 

1 "Women's Roles in Development," Upper Volta, AID Project No. 686-0211, 1977. 
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would depend on the "level of development" of the villages.
 

Level of development was defined in terms of two variables: 
 the
 

presence or absence of year-round access to water in each vil­

lage, and the existence of dependable cash crops. This break­

down generated a classification of three levels of village devel­

opment: Level One referred to those villages lacking both year­

round water and a cash crop; Level Two designated those with
 

water but without a cash crop, and Level Three encompassed those
 

villages possessing both characteristics.
 

.This three-tiered classification provided the framework for
 

comparing the effectiveness of project activities (interventions)
 

across different project environments. During the early stages
 

of project implementation, the same activity would be introduced
 

into the three different environments. The activity would be
 

held constant so that the impact of level of development on the
 

feasibility of the technology could be assessed.
 

Notice that such a framework also allows for pilot testing
 

of activities at a particular level of development. We may be
 

relatively certain that a technology will work in Level Three
 

villages, and also quite certain that Level One villages are
 

not "ready" for the technology, but we may be uncert.ain about
 

the feasibility of the intervention in Level Two villages. Thus
 

we can divide Level Two villages into two groups, an experi­

mental group and a control group, to pilot test the activity.
 

In this manner we are testing the activity itself while "con­

trolling for" level of development.
 



36
 

Controlling for Several Environmental Factors
 

In the Small Farmer Coffee Project example, we 
spoke of the
 

need to identify the factors that might influence 
the outcome
 

of an experiment and to deal in some way with the variance in
 

those factors among the population. We offered three ways of
 

dealing with these sampling problems, two involving 
random
 

sampling and another involving matching. The common denominator
 

in all random sampling techniques is the assumption that 
the
 

technique will result in an equal distribution of important
 

population characteristics between experimental and control
 

groups.
 

If we have reason to believe that random sampling will not
 

result in equal distribution of characteristics between compari­

son groups, then we must "control" for the variance among these
 

In the
characteristics in the population in some other way. 


Upper Volta example the "level of development" variable was 
con­

trolled for by simply dividing the population into three groups
 

Any comparison
characterized by their level of development. 


within one of these groups would then not be affected by the
 

variance in level of development found in the overall population.
 

The Upper Volta case, however, dealt with only one variable.
 

In many development situations there are several important vari­

ables that must be controlled for. As populations are carved
 

up by more than one variable, moreover, possible combinations
 

As the number of possible combinations
increase exponentially. 
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increases, the number of units that fall into each group among
 

a fixed population decreases. In order to get enough units into
 

each subgroup, it becomes necessary to increase the sample size,
 

sometimes to t.nmanageable proportions.
 

One way to deal with this problem is to use some combina­

tion of matched pair sampling with stratification, and then use
 

rapid survey techniques' to reduce the number of subgroups that
 

have to be dealt with. Suppose that a project environment con­

tains four critical variables distinguishing members of the tar­

get population of small farmers, and that there are two values
 

for each variable:
 

Variables 
 Values
 

Ecological zone E1 , E2
 

Farm size Sl, S2
 

Technology level TI, T2
 

Crop mix C1 , C2
 

With two values for each variable, there are 24 16 possible
 

combinations.
 

Carving the target population into 16 matched groups, how­

ever, might be too costly and time-consuming. It could also
 

generate an unwieldy 
sample size. 2 We need, therefore, to reduce
 

I This is discussed in greater detail in Development Alternatives, Inc.,

Information for Decisionmaking in Rural Development, submitted to the Agency
for International Development, May 1978, Volume Two, Chapter Six.
 

2 As a general rule sample size in each subgroup in such cases should be at
 
least 30. 
Thus, 30 X 16 = 480, a sample size that might well be unmanageable

under project conditions.
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To do so we must know something about
 the number of groups. 


how the 16 combinations are distributed in the population.
 

It is possible, with the use of rapid survey 
techniques,
 

Let us
 
to establish the general distribution of these variants. 


suppose that a survey is carried out and it is 
found that five
 

This would
 
combinations account for ± 90 percent of the total. 


provide a basis for constructing a set of only five 
matched
 

It might also be found, as a result of a rapid survey,
groups. 


that the amount of variance within a particular feature 
being
 

investigated is so low that it justifies dropping that 
variable
 

from the set. Rapid surveys may also help to isolate the most
 

2 variant,
disadvantaged group or groups of farmers, the E2S2TIC
 

for example, having the "problem areas" of continued 
dependence
 

on an unproductive technology (TI ) and a crop mix (C2 ) that
 

offers little potential for increased income.
 

This procedure, in its broad outlines, can be applied in
 

The critical point of departure is
 any project environment. 


agreement on the minimum set of variables, and from there 
the
 

minimum set of values attached to them.
 

Initial Surveys and Multi-Factor Uncertainty
 

It has become increasingly common for complex development
 

projects to be designed with an initial stage -- often referred
 

to as a "pre-implementation" period -- specifically designated
 

for information-gathering and testing of alternative interven­
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tions and intervention techniques. These periods permit proj­

ect managers to secure an information base and to experiment
 

with different approaches to the development problem at hand
 

without committing themselves upfront to any particular approach.
 

They also allow project funders to get project activities under­

way at an early stage without committing themselves to long-term
 

funding.
 

An actual case of such a project design is the District Plan­

ning and Rural Development Project (DIPRUD) in Atebubu District,
 

Ghana.' Atebubu District is an area where there has been little
 

development work and about which detailed information has not
 

been systematically assembled. 
Thus the project designers felt
 

that an initial period of one year should be designated for pre­

implementation information-gathering and testing of intervention
 

alternatives.
 

A major area for information-gathering and testing was in
 

the agricultural sector. Based on the agricultural calendar of
 

the District, shown in Figure 1, a period of three to four months
 

was set aside for initial observations and surveys. These sur­

veys would serve two purposes. First they woul,! provide a basis
 

for designing field trials of possible innovations on small
 

farmers' own land, utilizing risk-sharing agreements between
 

farmers and project management. Second they would delineate the
 

optimal structure and content of a farm records subsystem within
 

District Planning/Rural Development (Phase I), Ghana, AID Project No. 641­
0073, 1977.
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the overall information system created by the project.
 

For purposes of illustration, let us assume that the surveys
 

reveal that a priority agi'cultural problem in the district is
 

that of yam decay and that post-harvest losses in this crop have
 

been identified as a serious constraint, limiting the ability
 

of farmers to market the crop successfully.' Let us also assume
 

that the initial surveys, combined with information from scien­

tifiLc journals, have demonstrated that the decay is probably
 

caused by some combination of inferior yam species and improper
 

storage techniques. On the basis of this information we believe
 

that an improved yam cultivar (species), combined with a better
 

storage technique, could cut yam loss due to decay substantially.
 

This 	information generates two hypotheses:
 

0 	 That cultivar "A" (not widely grown in the dis­
trict) is substantially more resistant to de­
cay than cultivar "B," which was found to be
 
the most commonly grown variety of yam; or
 

* 	 That a low-cost storage technique "X" (not
 
currently in use on most Atebubu District
 
farms) offers greater protection than "Y,"
 
which is the most conmonly practiced method
 
for storing yams.
 

A simple "quasi-experiment" can then be designed to determine
 

the impact of interventions "A" and "X," whether introduced
 

separately or in combination. It requires the designation of
 

four 	groups of farmers:
 

Yams are the major food crop of Atebubu District. At this writing, the
 

DIPRUD project has not yet progressed into the testing stage.
 

1 
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The A-X group will grow the new variety of
 
yam and store it using new recommended tech­
niques;
 

The A-Y group will grow the new variety of yam
 

0 


0 

and store it using traditional techniques;
 

0 	 The B-X group will grow the traditional variety
 
of yam and store it using recommended new tech­
niques; and
 

* 	 The B-Y group will serve as a control, growing
 
the traditional variety and using traditional
 
storage methods.
 

In order to guard against the possible influence of outside
 

factors, the farmers in each group must be matched, i.e., they
 

must be as identical as possible with respect to all character­

istics that might affect the outcome of yam production and storage
 

on their farms. The initial surveys would help us to identify
 

the characteristics against which the farmers must be matched.
 

These might include farm size (or area under yam cultivation),
 

ecological zone, availability of manual labor (household and for
 

hire), and possibly management skills.
 

If the variance in one or more of the particular character­

istics is high, it is quite possible that random sampling might
 

not give us matched groups unless we increase sample size to
 

unreasonable proportions. If we must limit our sample size for
 

practical purposes, we may have to abandon random sampling and
 

set about deliberately matching the farmers in each group accord­

ing to the characteristics we need to control for. Here our
 

initial survey comes to the rescue again: it can quickly tell
 

us whether our groups are matched and what corrections might have
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to be made (substitutions, additions, etc.) to match them.
 

Once our groups are matched we proceed with the experiment.
 

This consists of introducing the new variety and storage tech­

nique to the A-X group, introducing only the new variety to the
 

A-Y group, introducing only the new storage technique to the
 

B-X group, and introducing neither to the B-Y group. Each group
 

then goes through a yam growing season (the same growing season
 

controls for rainfall and most other natural environmental fac­

tors), yields are measured and compared at the end of the grow­

ing season, and yam loss from decay is measured and compared at
 

the end of the designated storage period. Statistical analysis
 

is then performed to see whether any differences among and be­

tween the groups are statistically significant.
 

This example is a simple illustration of how more than one
 

factor can be tested in the same field experiment. Unlike the
 

small farmer coffee example, in which only one intervention
 

(fertilizer) was being tested, here two interventions (a new yam
 

cultivar and a new storage technique) are being tested and being
 

tested for their "interlinkages," i.e., their combined and simul­

taneous effects. Simultaneous testing of more than one factor
 

increases the number of test groups that are necessary and may,
 

in the real world of adaptive field-testing, limit the use of
 

random sampling. Matched pair sampling is one of a number of
 

alternative sampling techniques that can be used to control for
 

the unwanted effects of outside factors.
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The DIPRUD project was designed so that field tests would
 

also identify problems that might arise in setting up a farm
 

records system for the project. In conducting the yam storage
 

test, a certain amount of systematic data-gathering would become
 

necessary. Tests conducted on other crops, as well as on other
 

facets of agricultural life in the District, would all constitute
 

trial-and-error type experiments in the potentials and pitfalls
 

of establishing and maintaining a systematic farm records system.
 

The relationship between adaptive field-testing and the farm
 

records system would, moreover, be symbiotic. As the farm
 

records system becomes functional, it would identify more prob­

lems and, possibly, suggest solutions to those problems. These
 

solutions could then become the subjects of further adaptive
 

field-testing.
 

The DIPRUD project design team also recognized the poten­

tially tenuous nature of the project's organizational arrange­

ments. The purpose of the project is "to develop the ability of
 

the Atebubu District Council and its supporting system of local,,
 

regional and national institutions, to involve the population
 

in planning, management, implementation and evaluation of a self­

sustaining integrated development program." The project was de­

signed around this purpose in order to help strengthen the
 

Ghanaian government's policy of decentralization. The project
 

was, and is, seen as a pilot endeavor, testing the ability of
 

local institutions to plan for and carry out their own develop­

ment activities. Initial responsibility for project management
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will be given to the District Council. However, precisely be­

cause local-level development has never before been systemati­

cally attempted, the Project Paper warned that it might become
 

necessary to identify "alternative organizational arrangements
 

for promoting local development." Details on how to maintain
 

flexibility and identify alternative management structures will
 

be worked out by the implementation team.
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CHAPTER FOUR
 

METHODOLOGICAL OPTIONS
 

The examples in Chapter Three raised three methodological
 

problems that continually arise in field experimentation. These
 

are the problems of (1) research design, (2) sampling, and
 

(3) data collection. 
 In this chapter we will describe certain
 

methodological options that may be available to project designers
 

and managers with respect to these three problems and will dis­

cuss criteria for choosing among them.
 

RESEARCH DESIGN
 

Three Design Models
 

At the heart of any experiment is a comparison. We may
 

compare the same group at two points in time, e.g., yields per
 

hectare on a plot before the use of fertilizer and yields per
 

hectare on the same plot after the use of fertilizer.
 

Model One: 
 Before After
 

01 taa 

(In the following diagrams, "~indicates a "treated" group.)
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Or we may compare two different groups at the same point in
 

time, e.g., two different plots, one having received fertilizer
 

and one having received no fertilizer.
 

Model Two: Before After 

Experimental Group: 
li 

Control Group: 02 

Under ideal conditions we would seek to combine these techniques,
 

e.g., we would measure yields per hectare on both the experimental
 

group Oland the control group Q 2prior to the test and again
 

measure yields on the "treated" experimental group ® l and the
 

"untreated" control group Q 2 at the conclusion of the test.
 

Model Thr,.z: Before After
 

Experimental Group: 1I
 

Control Group: 02' 02
 

The power of this combined model of research design is that it
 

controls for the possible influence of other factors over time.
 

The Uses of the Models
 

The third model is the preferred model, but frequently under
 

field conditions it is either the first or the second model that
 

we are forced to adopt. Yet both the first and second models are
 

not unacceptable for most project situations. While the limita­

tions of each should be kept in mind, project designers and man­

agers should not hesitate to use one or the other when circum­

stances dictate. Moreover there are ways to enhance the explana­
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tory power of each.
 

The second model,which compares two groups at the same point
 

in time without benefit of any pretest or baseline data, is
 

often encountered in midproject evaluations. After one growing
 

season, for example, project management decides it is time to
 

to assess the effects of the fertilizer used in the
"take stock," 


first year. The problem is that, while good data exist on the
 

yields after the first year, no one bothered to record yields in
 

no aggregate agricultural census
previous years and/or there is' 


data that can be used to measure change over time. The data on
 

hand permit a comparison between the yields on fertilized and
 

unfertilized fields, but the lack of baseline data makes the
 

comparison risky because we are not sure whether the two groups
 

started from the same point, i.e., whether yields were comparable
 

when neither used fertilizer.
 

Under these circumstances, there are still several ways to
 

"make do." One is simply to accept that differences betwee-n the
 

valid, judging per­experimental groups and the control group are 


haps that the differences are large enough that the fertilizer
 

simply had to have made a difference. To the extent that the con­

trol group and the experimental group are similar, we may be rela­

tively confident that the observed first-year differences are
 

Another
attributable to the treatment, even without pretest data. 


way is to take a small group of farmers from each group and ask
 

thcm to recall their yields in the previous year (or perhaps
 

their average yields in the five previous years). These retro­
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spective data cannot be considered as reliable as if direct
 

observations had been made of yields in previous years, but they
 

are better than none at all. As a temporizing move, we might
 

also accept the differences in the two groups as tentatively
 

valid and use these observations as pretest data for corrobora­

tive tests to be conducted in the following year.
 

Model One designs, in which there is a comparison over time
 

but without a control group, occur even more frequently under
 

project conditions. For political or ethical reasons we may not
 

be able to withhold treatment from one group while administering
 

treatment to another: all the farmers in the target population
 

must get fertilizer in the first year. Or we may be sufficiently
 

certain that our intervention will work that we want to get it
 

to the entire population as quickly as possible. Under these
 

circumstances we can measure changes over time, but cannot, for
 

lack of control groups, be sure that the change was brought
 

about by the intervention.
 

Our best bet under these circumstances is to rely on a vari­

ation of Model One called time-series observations. Rather than
 

making observations (measurements) at only two points in time
 

(before and after), we make a series of observations at succes­

sive points in time:
 

Time-Series Observations:
 

Time 1 Tive 2 Time 3 Time 4....
oQ t% ....
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Using this model we can compare the observations at different
 

points in time, e.g., at the end of each of four or more growing
 

seasons. The difference in yields between Time 1 and Time 2 can
 

then be compared to the difference in yields between Time 1 and
 

Time 3, and so forth, to double-check the validity of the first
 

set of observations.
 

The use of time-series observations is a type of formative
 

evaluation. Such observations are facilitated and rendered
 

more reliable when made through the establishment of a farm
 

records system within a project. The farm records systems may
 

in turn uncover new problems or potentials that may become the
 

subject of future time-series observations or other adaptive
 

field-testing.
 

SAMPLING
 

There are three questions concerning sampling techniques
 

that frequently arise under field conditions. These concern 

(1) representativeness, (2) sample size, and (3) adaptive sampling 

techniques. 

Representativeness
 

A frequently asked question is: does my sample have to be
 

representative of some larger population? The answer is that it
 

depends on the purpose of the experiment. If the purpose of the
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experiment is simply to measure the effect of a treatment, then
 

the sample does not have to be representative. The only require­

ment is that the observation units in the experimental and con­

trol groups be similar.
 

When scientists experiment with rats in a laboratory, they
 

may be primarily interested in the effect of the treatment on
 

human beings, but they will settle for being able to measure the
 

effect of the treatment per se rather than the effect of the
 

treatment on the group of ultimate interest. By observing the
 

effects of treatment on two groups of rats, they may suspect,
 

but they cannot infer (let alone conclude) that the treatment
 

would produce similar results for human beings.
 

In like manner it is not valid to infer that, because an
 

experiment or program has had a positive outcome among one group
 

of people, it will have a positive outcome on dissimilar popu­

lation groups or environmental conditions. Yet this is precisely
 

the assumption that is made in many development projects. A
 

certain seed variety of maize triples yields in Mexico, so it is
 

introduced in Zaire. Cooperatives are well received in Bolivia,
 

so they are introduced in Haiti. Land grant college extension
 

techniques have worked well in the United States, so they are
 

spread around the world.
 

The only way to know for sure whether any of these inter­

ventions will work in a given society is to test them on a
 

representative sample from the population that we want to benefit.
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Sample Size
 

To ensure hat a sample is representative of some larger
 

population, it is important that the units in the sample possess
 

the same characteristics, or the same variance in characteristics,
 

as the overall population. To achieve representativeness in a
 

sample, it is necessary to know what characteristics are impor­

tant and to know something about the variance in those character­

istics.
 

If you are a project designer or manager, it is probably
 

not important that you master the statistical and technical formulae
 

Under field conditions
used by statisticians to draw up a sample. 


it is unlikely that these formulae can be used with any preci­

sion. If they can be used you will most likely be able to hire
 

the needed expertise.
 

There is one principle, however, that it is important for
 

project designers and managers to understand. It is that sample
 

size bears little or no relation to population size. Rather
 

sample size is a function of the variance in important popula-


To illustrate, if the statisticians tell
tion characteristics. 


us that 50 farms are sufficient to represent the variance in
 

characteristics in a population of 1,000 farms in a certain area,
 

then it is quite likely that these 50 farms would do quite nicely
 

to represent 10,000 farms from the same area as long as the
 

characteristics
additional 9,000 farms have more or less the same 


as the original 1,000, and as long as the variance in those
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characteristics is 
 more or less the same. Failure to under­

stand this has led to a great many instances of wasted time and
 

effort as larger samples than necessary are selected.
 

Adaptive Sampling Techniques
 

Even when these principles are known and appreciated, it may
 

not be possible to apply them. 
In the first place the distri­

bution and variance in important characteristics may not be
 

known. If they are known statisticians may calculate a sample
 

size that is not possible to fill. These circumstances call for
 

adaptive sampling techniques.
 

Under the field conditions likely to be found in a rural
 

development projectit may not be possible to get the information
 

necessary to calculate the variance in important factors. 
 There
 

may have been no survey of farm size in the area and management
 

skills of the individual farmers may be difficult to quantify
 

even if they are known. Thus adaptive field-testing calls for
 

the experienced designer or manager to use his knowledge of the
 

area (or the knowledge of others that he may have to draw upon)
 

to estimate the variance in these factors in the area.
 

An optimal procedure might be to select a sample (of let us
 

say 100 farmers) that seems intuitively sufficient tc represent
 

the variation to be found in the total population. People with
 

knowledge of the local area could then check the sample to see
 

whether it seems to represent the entire population. If the
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sample seems, for example, to have a smaller percentage 
of large
 

farms than the overall population, then another 25 farms 
could
 

be drawn at random to see whether the new total, 125, 
might cor­

rect the perceived imbalance. This procedure would be continued
 

seen by local experts to represent the total
until the sample is 


population adequately, or until we decide that, given 
the costs
 

of continuing this procedure (and of dealing with the larger
 

we could tolerate whatever imbalance (statisticians
sample), 


call it skewness) remains.
 

But what if we cannot, for practical reasons, deal with 
a
 

What if we cannot rely on random sampling to
sample of 125? 


A common sampling
achieve the desired representativeness? 


technique in these circumstances is the use of matched pairs.
 

Using this technique we deliberately (rather than randomly)
 

assign units of measurement to the experimental group and 
to the
 

control group on the basis of their characteristics. A large
 

farm goes in the experimental group; a large farm must go in the
 

A farm at 500 meters elevation goes in the
control group. 


experimental group, so a farm at 500 meters elevation must also
 

A farm whose yields were high
be included in the control group. 


last year goes in the experimental group; a similar farm must go
 

in the control group. This process continues until some balance
 

has been achieved between the constraints of sample size and the
 

inclusion in both experimental and control groups of units of
 

measurement that represent and are matched on all the important
 

characteristics of the population.
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DATA COLLECTION
 

The success of an adaptive field-testing program will de­

pend, in large part, on the systematic, timely and efficient
 

collection of field data. To be effective adaptive field-testing
 

should be conceived as an integral part of a project information
 

system and the results of individual tests should be seen as
 

filling information gaps for project decisionmaking. The type
 

of data to be collected will depend on decision categories that
 

need to be addressed, information gaps that need to be filled
 

and the nature of the field tests to be conducted. To prevent
 

data overkill, it will be helpful to recall that data are only
 

useful if they can be turned into information and information is
 

only useful if it can be used in decisionmaking.1
 

Data Collection Strategies
 

Like other methodological decisions in adaptive field-test­

ing, the choice of data collection strategy will depend on proj­

ect circumstances. Three commonly used strategies are:
 

* Statistical surveys;
 

0 Farm records; and
 

0 Reconnaissance surveys.
 

1 Guidelines for the selection of data points and information categories to
 

be addressed in project design are presented in Development Alternatives,
 
Inc., Designing Projects for Rural Development, submitted to the Office
 
of Rural and Administrative Development, AID, August 15, 1978; see also,
 
Development Alternatives, Inc., Information for Decisionmaking in Rural
 
Development (two volumes), submitted to the Office of Rural and Administra­
tive Development, AID, May 22, 1978.
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Statistical Surveys
 

This term refers to techniques that utilize data from a
 

sample to make inferences, i.e., to generalize about the char­

acteristics of a larger population from which the sample has
 

been 	drawn. Most commonly the statistical survey depends on
 

enumerators who have been trained to administer a questionnaire
 

or comparable collection instruments, with predetermined cate­

gories of data. Two principal types of statistical surveys
 

used 	in rural development are the area frame sample and the
 

population sample.
 

a 	 The area frame sample utilizes a specified
 
geographical area -- usually a small segment
 
or "block" in the total land area of a region
 
or country -- as the unit from which desired
 
data are to be collected. Generalizations
 
about agriculture and/or other economic
 
activities within the total land area are
 
derived by compiling data gathered within
 
the selected segments.
 

* 	 Population sampling is used when the focus
 
of the survey is on a particular target
 
population or on specific categories within
 
the population inhabitating an area. HIere
 
the basis of the sample is not territorial
 
units but, rather, a given number of report­
ing units (e.g., households, individuals,
 
farms) selected from the total number of
 
such 	units.
 

Farm 	Records
 

This approach is intended to gather data on farm operations
 

on a 	continuous basis over an extended period of time. Entries
 

are normally made at very short intervals -- sometimes on a daily
 

basis -- and this feature increases the quality and quantity of
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the data entering the system. This in turn tends to limit the
 

size of the sample, whether an area frame or some form of popu­

lation sampling is used to generate it. Although farm records
 

have been used most often for purposes of research, they have
 

great potential utility within ongoing projects in that they
 

can monitor changes at the micro level that result from project
 

interventions.
 

Reconnaissance Surveys
 

This approach is considerably less structured and formal
 

than statistically oriented surveys. It depends on an open­

ended process of questioning and observation, conducted by one
 

or more qualified rural development specialists who concentrate
 

the collection effort on key informants (as opposed to "repre­

sentative" respondents). The rationale underlying the recon­

naissance survey assumes that it provides a way of synthesizing
 

data rapidly into information, drawing on the analytical skill
 

of the rural development specialists.
 

Any or all of these approaches could be used in a single
 

rural development project. Chapter Three gave examples of how
 

rapid reconnaissance surveys can be used to identify the distri­

bution and variance in important characteristics for the pur­

pose of drawing a sample. Such surveys might identify salient
 

information that should be gathered in a baseline survey, or
 

that might be included in a monitoring effort or a formative
 

evaluation. Information identified in a rapid survey might
 

also be used to help structure a farm records system.
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Data Collection Techniques and Special Problems
 

Project managers will need to make three procedural deci­

sions with respect to their data collection systems.
 

The first involves the resources needed for the identifica­

tion of data points and the design of data collection instru­

ments. It is here that local expertise, combined with some
 

expertise in methodology, is needad. Social scientists -­

expatriates or host country nationals -- who have worked in and
 

are familiar with the local area are frequently an invaluable
 

resource for this task.
 

A second decision concerns the choice of data collectors.
 

If structured questionnaires are used in statistical surveys,
 

locally recruited primary or secondary school leavers can often
 

be trained to administer the questionnaires. The open-ended
 

techniques involved in reconnaissance surveys, on the other
 

hand, require experienced and highly skilled field personnel.
 

The monitoring involved in a farm records system requires trained
 

extensionists who are an integral part of the project staff.
 

To the extent possible, data collection for adaptive field­

testing and other information system needs should be done by
 

project staff. For purposes of objectivity, on the other hand,
 

the analysis and interpretation of data collected for evalua­

tion purposes should be undertaken by a team that includes non­

project staff.
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The project manager must also decide on the extent to which
 

he will utilize short-term adaptive field-testing specialists.
 

The project will generally need short-term assistance early on,
 

when initial strategies are being developed and data collection
 

instruments designed. Any type of structured questionnaire
 

should be pretested; the supervision of the pretest, and espe­

cially the analysis of its results, may require short-term exper­

tise. As the need for additional tests are identified, as samp­

ling or statistical analysis needs arise, or as special opera­

tional problems crop up, additional or continuous technical
 

assistance may be necessary.
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CHAPTER FIVE
 

INTEGRATING OPTIONS AND POSSIBILITIES
 

INTO A RURAL DEVELOPMENT PROJECT
 

TIME-PHASING OF EXPERIMENTS
 

Complex rural development projects commonly present a com­

plex set of "unknowns," each calling for various kinds of experi­

mentation. Some of these may involve interventions, others the
 

process by which the intervention is introduced, and still others
 

the management structure of the project. Beyond methodological
 

problems a project designer or manager may be at a loss to know
 

how to start the experimentation program, how to sequence the
 

experiments needed and when to stop.
 

It should be appreciated that "solutions" to complicated
 

development problems are rarely crystal clear and unequivocal.
 

Even well-conducted laboratory-style experiments usually end up
 

with "probabilistic" answers rather than definitive solutions.
 

Thus in dealirg with problems of development and social change,
 

we must frequently content ourselves with tentative results and
 

possible solutions. This means that the process of experimenta­

in the larger sense of probing for still better answers -­tion --


is a continual and reiterative process. Experimentation leads
 

to action, which leads to further experimentation. If we under­
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stand that this state of things is the norm, we will not wait
 

too long for just the right answer before proceeding with our
 

program.
 

Experience with rural development projects over the last
 

five to ten years has, on the other hand, revealed that there
 

may be a certain logical process to follow in project experimen­

tation, just as there is a logical process for the implementation
 

of rural development projects. If we make a minimum assumption
 

that 	the project aims to introduce some new technology in agri­

culture (the intervention), and has the overall objective of
 

increasing agricultural production and productivity, the follow­

ing paradigm for adaptive field-testing may prove useful:
 

Step 	One
 

Determine the best locally available technology cur­
rently used by target area farmers and conduct adaptive
 
field tests on:
 

(a) 	That technology applied to farmers who use
 
something less than the best available; and
 

(b) 	The process of transferring the knowledge
 
about the "best" local technology.
 

In many rural development projects, rather than attempting
 

to introduce new (outside) technology immediately, it may be
 

better to experiment with locally available technology. Surveys
 

conducted during project designs have frequently revealed that
 

there are great differences in the levels and types of technology
 

being employed in local areas. In Shaba Province, Zaire, for
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example, it was found that a local population had a number of
 

In Gamo Gofa Province, Ethiopia,
different ways to 	grow maize. 


found to be using simple wooden sticks for
 some farmers were 


hoeing while their neighbors across the river had metal tips on
 

their hoes.
 

In such cases it is frequently possible to set up experiments
 

that aim to introduace the best local technology to those who are
 

not using it, while at the same time experimenting with ways to
 

transfer knowle.dge about that technology. This would give a
 

composite "experiment" with two sets of unknowns, similar to the
 

discussion in Chapter Three. It would also set the stage for
 

further learning about farmer production techniques, constraints
 

and potentials, as well as about the most effective methods of
 

delivering new ideas to the local target group. Since the tech­

nology to be delivered is already available in the local area, no
 

great leaps of faith are necessary to convince farmers that such
 

technology can help them.
 

Step Two
 

Experiment with technology, crops or cropping sys­
tems, storage, or other techniques that are new to
 
the local area.
 

This should be tried initially on a test area or plot, and
 

then extended to farmers' fields in a single- or component-factor
 

adaptive field test. Such an experiment will help tailor the
 

recomamendations to take account of the variations in the environ­
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ment (climate, soil, rainfall, disease, sunlight) in the project
 

area.
 

This testing can be initiated as the project first gets
 

under way, since it will not deliver outputs for use in the
 

project until the second or third cropping cycle (or later, de­

pending upon how "basic" the research must be). However since
 

Step One is ongoing, there is a "deliverable" being provided to
 

the target population, even in the early stages before the high­

yielding innovations have been tested and selected for use.
 

Step Three
 

Extend the new technology to the target population,

using what has been learned about knowledge transfer
 
methods during Step One.
 

In extendina the new technology, a number of constraints
 

must be remembered, including the novelty of unfamiliar crops,
 

differences in cultivation techniques, water requirements, and
 

disease control. If Step One has been successful, there will be
 

communications agents who have established credibility with the
 

farmers for the larger, potentially more valuable innovations
 

that follow. This step must be fully integrated into or super­

sede the adaptive field-testing of Step One. Once all of the
 

farmers have obtained high output and income from the existing
 

technology, renewed progress will only be possible through the
 

introduction of new higher-order technology. 
That is the purpose
 

of Step Three.
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Step Four
 

Utilize the increased demands for change called for in
 
Step Three as the springboaid for testing local organi­
zations and marketing associations.
 

The project may need inputs to be purchased at wholesale
 

prices -- a good reason for a farmers' input cooperative. The
 

increased output of the farmers may generate a surplus that re­

quires shipment outside the local area, and thus new marketing
 

and transport arrangements. Using these newly identified require­

ments, adaptive field-testing can be conducted on the optimum
 

arrangements for target population cooperation and group action.
 

This step, which is one of the most important as well as one
 

of the most difficult, can be attempted earlier in the project,
 

perhaps at the start. If so, the form and structure of the local
 

organizations are likely to need changing, as the requirements
 

for interaction with the outside world (inputs, technical assis­

tance, marketing) increase.
 

ORGANIZATION OF RURAL DEVELOPMENT PROJECTS
 

USING ADAPTIVE FIELD-TESTING
 

Rural development projects that are designed to make maximum
 

use of adaptive field-testing are often divided into components.
 

Depending upon the needs of the project, the following grouping
 

of activities has proved useful in the past:
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0 
 Research;
 

* Extension;
 

0 
 Local organizations;
 

• Administration and finance;
 

0 Infrastructure;
 

0 Marketing and credit; and
 

0 Data collection and analysis.
 

The Data Collection and Analysis Unit provides the overall
 

guidance for the formative evaluation aspects of the adaptive
 

field-testing, and assists all other project subcomponents in
 

undertaking the testing necessary to improve knowledge and per­

formance of project as each cycle unfolds.
L' 
 There are obviously
 

combination. h as grouping research with extension (which
 

would be preferable in a small project), to reduce the number
 

of Assistant Project Directors. Designed in this manner, adaptive
 

field-testing can be made an understandable part of each subcom­

ponent., and will not totally consume the time and attention of
 

the project manager.
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CHAPTER SIX
 

TEN QUESTIONS
 

INTRODUCTION
 

The first five chapters have described various processes
 

and problems that will be encountered in adaptive field-testing.
 

This chapter summarizes the salient features of adaptive field­

testing in question and answer form. It can be used by project
 

managers as an outline checklist in constructing their own adap­

tive field-testing program.
 

Concrete answers to the specific questions posed in this
 

chapter can only be formulated in the context of a particular
 

project. However, each question is followed by generalized options
 

and criteria for choosing among those options. After each ques­

tion, readers are also referred back to various parts of the
 

first five chapters.
 

QUESTIONS
 

1. Should Adaptive Field-Testing be Part of My Development
 

Project?
 

The answer to this question is, obviously, either yes or no.
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The answer will be no if you are certain that all components
 

of the project as designed are appropriate to local circumstances
 

and will have the effects intended as stated in the objectives
 

of the project.
 

The answer will be yes if you harbor uncertainty about the
 

effects of one or more of the specific components of the project.
 

See Chapter One, pages 4-5 and Chapter Three, pages 21-26.
 

2. Which Elements of the Project Should I Experiment With?
 

Here, the answer will clearly depend on the nature of the
 

project and its particular components as well as the level of
 

uncertainty that obtains with respect to each component. However,
 

it helps to be reminded that projects can generally be broken
 

out into three elements:
 

* The interventions; 

0 The intervention techniques or processes; and 

0 The managemeint structures including local organi­
zations.
 

See Chapter One, pages 6-7.
 

3. How Rigorous Do I Need to Make My Field-Testing? 

The choices here range from monitoring the effects of project
 

activities (formative evaluation) through strict adherence to the
 

classical precepts of social experimentation, with many points
 

in between.
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The choice depends on the level of uncertainty combined
 

with the alternatives at hand. If the level of uncertainty is
 

not high, formative evaluation is indicated. If the level of
 

uncertainty is higher and/or if it is necessary to choose among
 

several options, more rigorous experimental designs are preferred.
 

See Chapter Three, pages 21-26.
 

4. What Type of Experimental Design Should I Use?
 

The main choices are:
 

* 	 Before and after;
 

* 	 After only with control group;
 

* 	 Before and after with control group; or
 

* 	 Time-series.'
 

The choice will depend on:
 

0 	 The availability of pretest data;
 

0 	 The availability of comparable control groups;
 

0 	 Political/ethical considerations concerning
 
the deliberate withholding of a treatment from
 
a control group; and
 

0 	 Resource availability (Are the resources avail­
able, for example, to get data from a distant
 
control group as well as from the target popula­
tion?).
 

See Chapter Four, pages 47-51.
 

There exist more complex designs but they are generally not suitable for
 
adaptive field-testing.
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5. Do I Need a Sample?
 

No, if the testing technique involves formative evaluation
 

or if the target population is so small that all members can be
 

used in the experimental group.
 

Yes, if the target population is large and/or if pilot test­

ing on a small group seems desirable before extending an inter­

vention to a larger group.
 

See Chapter Two, pages 13-14 and Chapter Four, page 57.
 

6. How Should I Choose My Sample?
 

The type of project will determine a choice between:
 

0 Area frame sampling; or
 

0 Population sampling.
 

Methodologically, the most common sampling techniques are:
 

0 Random sampling;
 

0 Random sampling with stratification;
 

0 Matching; or
 

* Matching with stratification.
 

The choice of technique depends on:
 

0 
 The number of units available for sample
 
selection;
 

0 
 The need to control for intervening vari­
ables; and
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* 	 The availability of local knowledge concern­
ing the distribution and variance in impor­

tant population characteristics.
 

See 	Chapter Two, pages 13-14, Chapter Three, pages 29-31,
 

34-78 	and 42-43, and Chapter Four, pages 51-55 and 57.
 

7. 	Does My Sample Have to be Representative?
 

No, if it is only the effect of the treatment that we are
 

concerned with.
 

Yes, if we want to know the effect of the treatment on some
 

population larger than that contained in the sample.
 

See Chapter Four, pages 51-52.
 

8. If There is Uncertainty About Several Elements of My Project
 

Where Should I Start?
 

A general paradigm for the time-phasing of adaptive field­

testing was presented in Chapter Five.
 

9. 	How do I Know When to Stop?
 

In general, the answer to this question lies in the trade-off
 

between the costs (in terms of time and resources) of further
 

testing and the level of certainty already obtained.
 

If several technological options are under consideration,
 

testing of each continues on2y so long as it seems to be having
 

a positive effect.
 

See 	Chapter Two, page 20 and Chapter Five, passim.
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10. What Practical Considerations Are There in Adaptive Field-


Testing? 

0 The availability of capable (or trainable) 

data collectors; 

0 The money available to pay these personnel; 

0 The attitudes of host country officials 
toward a field-testing program; 

0 The pressure for widespread and immediate 
"results"; and 

0 Ethical considerations. 

See Chapter Two, pages 17-19, Chapter Four, pages 59-60,
 

and Chapter Five, passim.
 


