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INTRODUCTION

1. PURPOSE OF THIS MANUAL

This manual is the text for the Data and Economic Analysis weeks of the Develop-
ment Studies program of AID The discussion in the manual follows the course presentation
closely and provides the participant with relevant source material and background imformation.

2. HOW THE DATA AND ECONOMIC ANALYSIS WEEKS RELATE TO THE REST OF DSP
The objectives of DSP state:

“Each participant who has completed DSP should have an appreciation for and

understanding of tiie following

1. The congresstonal Mandate, 1ts theory and purposes

2 Theones and new program approaches in the AID sector areas of agriculture
and rural development, population, health, nutrition and education.

3. Techmques relevant to the improvement of decision making by AID officers
with respect to the design of new programs and projects consistent with the
Mandate, including systems and cost benefit analysis

4 Theornes »f development denved from the social sciences, including economucs,
anthropology, geography, pohitical science and public admnistration.

5 Social science methodologses related to the collection and inierpretation of data
necessary for program and project design

6. The practical utility of these theones, concepts, analytic and methodological
tools in fuifilling the Aid requiren.ents contained in the AID guidehnes, specific-
ally technical, economic and financial, social, institutional, and ecological sound-
ness "' (1)

Inside these overall objectives, the Data week focuses on objective 5, and the
Economic Analysis week on objective 3 The intent of this segment ot the course 1s to famuliar-
ize the participant with data and measurement techmques as they relate to Mandate oriented
AID projects While the data gathering and measurement techniques are generaiizable to analvsis
of social, institutional, ecological and technical soundness, the context of the discussion is gener-
ally economic and financial.

The focus of the initial week s “‘measurement.” It begins with a dicussion of meas-
urable definitions of Mandate related objectives, an exploration of WHAT 1s to be measured.
The second segment deals with the data required to measure these objectives, and the data
gathening techniques which may be used to obtam the data. The final segment focuses on techni-
ques for interpreting or analyzing data .

There are many techniques for data gathering, manipulaticn and interpretation,
and two weeks is a very short time to attempt even the lightest exposure to them, The wide
differences in background of DSP participants further complicates the presentation since many



may already be acquainted with some of these techniques. Based on the experience of two
DSP courses, this manual will strike a compromise between in-depth treatiment of a few
specific techniques, and exposure to a wider range It is recognized. for example,

“‘that most participants will not carrv out survey research or cost benefit analysis
However, the DSP assumes that all officers will be confronted with the necessity
to understand and utilize the Jata and concepts denved from these disciplines

The effective management of contractors requires a greater abiity to communicate
with, direct, and evaluate, whatever consultative services the Agency employs ™ (1)

3. IMPLICATIONS OF THE CONGRESSIONAL MANDATE FOR DATA AND ECONOMIC
ANALYSIS

In all analytical efforts there is a subtle interaction between the methodology and
the substance, between the technique of measurement and the thing measured. Measurement
methodologi.s are not neutral to the nature of the measurement. For example, rather differ-
ent data and measurement techniques are used to deal with income distribution than for
simple income estimates, If two weeks are to provide a useful overview to such a broad field,
intellectual energy must be conserved, criteria must be sought to help limit the field.

The most usefitl tool to reduce the scope of the data and economic analysis weeks
1s the Mandate itself. At tirst blush the Mandate secms so general that it might appear to be
opening more issues than it eliminates, moie of a “Pandora’s box™ than a mechanism for
reducing the measurement and analysis job to manageable dimensions. While it is true that at
one time or another, someone has argued the connection of every mmaginable factor to a
Mandate objective, the context in which the Mandate will be viewed for this section of the
course is a much more limited one. In part this more hmited view of the Mandate is an
artificial creation to keep the scope of measurement and analysis within the reach of a two
week treatment. However, the simplification is not a fiction created by DSP, it flows directly
from AID’s attempt, as outlined in its reply to Congress in 1975, to define the Mandate and
to charactenze the agency’s implementation strategy.

The Agency’s reply to Congress in ‘Implementation of the ‘New Directions’ in
Development Assistance™ (2) defines the characteristics of the “poor majority™ and there-
by sets a framework for measurement, for data collection, and for analysis. The objective of
the Data and Economic Analysis weeks is to explore how to define these Mandate objectives
in measurable terms, how to gather data to measure them, and how to interpret or analyze the
data.

The context of this discussion is the AID project cycle. The focus will be on pro-
jects irected at the rural poor. Measurement and analysis should enter the project cycle at
all stages, at the pre-project sector assessment stage (DAP), in project selection and design
(PID,PP), and in project monitoring and evaluation. Certain measurement techniques are



more suited to the purposes, timing, and budget constraints of these different AID project
stages. While the manual and the instructors will present ideas about the appropriate stage
at which each discussed technique fits into the AID project cycle, the participant should form
his own view, These participant views of the project cycle will be the subject of discussion
the last day.

The discussion will be limited to the objectives actually mentioned and empha-
sized in the Committee documents. While there may be many other related and supporting
objectives, the focus of this two week segment of the DSP course and manual will be the part-
icipation of the “Poor Majority™ in the major Mandate objectives called “AID Targets™ or
“Benchmarks” in the Committee documents, They are as follows (3):

Income
Nutrition

Health

Rural Production
Population
Education,

A S o

FOOTNOTES TO THE INTRODUCTION

(1) Richard Blue and Staff, The Objecrives of the Development Studies Program, Unpublish--
ed AID Memorandum, 1976, p. 3.

(2) Agency for International Development, Implementation of “New Directions’’ in Develop-
ment Assistance, Report to the Committee on Internaticnal Relations, 94th Congress
Committee Print, Washington, D.C., 1975.

(3) Agency for International Development, The Congressional Mandate: Aiding the Poor
Majority, Appendix 5, 94th Congress Committee Print, Washii.gton, D C,, 1975, p. 63.



PART A
DEFINING MEASURABLE “MANDATE” OBJECTIVES
1. CONNECTING PROJECTS TO MANDATE OBJECTIVES

One of the most usefu) products of measurement in the project cycle is the dis-
cipline it forces in defining projecr objectives. Mandate Projects should begin with complete
sentences describing what the pro_ct seeks to achieve. While lists or outlines are useful in
structuring a project document, the, lack the precision necessary for measurement.

If the statements of objectives are written out, and then made more specific in
supporting sentences which amplify and explain the objective, then the definitional elements
for measurement are present While this approach may seem unfairly elementary to the
seasoned DSP participant, confusion in measurement technique is usually due to imprecise
initial language in stating the project objectives, and therefore what was to be measured.

The purpose of Part A of the manual is to explore altemative wzys of stating
Mandate objectives in measurable terms.

A “Mandate Project” is defined as a project which seeks to achieve one or a combin-
ation of the Mandate objectives. A Mandate project would have as its purpose to increase
level and participation of the poor majority in income, nutrition, health, production, or
education. .\ project which does not have one or more of these objectives as its main purpose
would by definition not be a Mandate project. The manner in which these objectives is
reached may be circuitous, but unless there is a stated connection to one of these objectives
the project will not be considered a *“Mandate Project” for the purposes of this manual.

Many of the connections between specific project activities and final mandate
objectives are complex and difficult to state, let alone measure, yet the struggle to express
the objectives and the CONNECTIONS in complete sentences is the only way to begin serious
measurement and analysis and to build a basis for useful evaluation.

A disadvantage of stating specific mandate objectives, and outlining a project's
hypotheses about “‘connections™ between specific project activities and changes or improve-
ments in these objectives, is that it opens the project to almost cettain and, often, career-
threatening criticism. Little is known about which connections really work, that is which
project activities will actually cause improvement in the final mandate objectives in the real
world. Many theories exist, and there has been considerable project experience. Yet there
is surprisingly little measurement of the actual impact of specific project activities on final
mandate objectives. In this confusing situation, that project which selects a specific objective,
like increasing the net family income of 0-5 Ha. farmers in region x, and to accomplish this
objective by increasing the quality and quantity of technical assistance to these farmers, is



likely to draw criticism. Enough development fads have passed through the agency tc leave
behind examples uf almost every conceivable project type which are said to have failed. A
careful review of these projects would probably reveal that their final impact on mandate
objectives is unknown because it was never mneasured; but at least in AID'S oral and written
development tradition they constitute “sobering™ examples of failure.

Figure 1

Schematization of Project Objectives and ‘‘Connections’

Specific Connection \ Final
Project (Change Hypothesis) 7 Goal or
Activity Objective
or
Intervention

L Connection Intermediate Connection T

: } Goal or y

(Change Hypothesis) Objective (Change Hyvothesis)

VWith all of this development project lore in the AID atmosphere, it is little
wonder that project designers are reluctant to be too crisp about the specific objectives and
“connections” of thzir projects; if specifics are stated, even the least informed reviewer
can suggest supposed examples where this specific “connection” did not work. If few specific
and measurable final objectives are stated, and if the connections are left implicit, the project
may be better protected for its journey through the approval process.

Perhaps the proponents of the hypothetical project mentioned in the last para-
graph would have been safer if they had used the following sentence in describi., their
project objectives: *‘to improve the technological base of small farm agri~zlture and t¢ --pand
the provision of viial rural technicai services to the disadvantaged small farmer.”” The possibil-
ities of fending off criticism at the various stages of project defense (including final evaluation)
are greatly improved by the second formulation. Anyone who has guided a project through
AID, and has had his/her career affected by the process, is aware of the benefits of ambiguity
in the definition of project objectives and ‘““connections.”



An oft-utilized technique which strikes a middle ground and gives the appear-
ance of mandate relevance to a project, and which even the most insightful project review
committee has been known to accept as genuine, is the practice of stating the objectives
clearly and then moving on to other topics without any explicit CONNECTIONS, and without
a plan to measure any final impacts. This transition is fairly easy to make in project
documents since there are always sufficiently complex project details which can be discussed
and which the reader/project reviewer will find interesting.

The foregoing discussion overstates the degree to which ambiguity in projects
is a protective device; but whether it is protective or motivated by other factors, the fact
remains that ambiguity in objectives and connection statements is prevalent in AID project
documents The fact that all relationships are not known, that the state of the development
art will not allow us to speak with clarity about the process itself, does not excuse project
ambiguity. Every project operates on some hypothesis avbout change. If it is a3 mandate
project it supposes that a set of activities will result in increases in income, nutrition, health,
production, or education for a sub-group of the poor majority. The project hypotheses
may be partially or completely valid, the measurements to evaluate the hypotheses may be
difficult and unsatisfying, but the project hypotheses themselves need not be ambiguous.

Including measurement of the project impact on final ohiectives, and of inter-
mediate “connections’ in the project plan, is helpful in the process of forcing the proponents
to avoid ambiguity. It is interesting to note that the LOGFRAME contains the necessary
logic for such a measurement process, but in practice it can often take attention from
measuring final mandate impacts on target group families, and focus it on intricate chains
of intra-project resource flows and commitments.

Measurement in mandate projects can be defined as seeking the answers to the
following three questions at different stages in the project cycle:

1. Project Selection & Design. s this project likely to result in increased income,
nutrition, health, productica or education for target group families, and what is the evidence
and the expected magnitude of the increase?

2. Project Monitoring. Is the project resulting in more income, nutrition,
health, production or education for target group families, and in what magnitude?

3. Project Evaluation. Did the project result in increased income, nutrition,
health, production, or education in the target group families, and what was the magnitude
of that result?



2. DEFINING MEASURABLE TARGET GROUPS: WHO ARE THE POOR MAJORITY?

Measurements in the Mandate project context may be either estimates of
project potential appropriate during selection and design, or estimates of actual project impact
during monitoring and evaluation. In either case a wide variety of definitions must be made
before mandate oriented measurements can take place. One of the most important concepts
which must be defined in a measurable way is the idea 0" a target group.

Nothing is clearer in the mandate literature than that income, nutrition, health,
production, and education increases are only ‘‘mandate” benefits if they happen to the poor
majority.

It makes sense that the characteristics which constitute the mandate objectives
should be used to define the target group; that is, the target group is composed of people
below a certain level of income, nutrition, health, production, or education. AID’s reply
to Congress, THE " )INGRESSIONAL MANDATE. AIDING THE POOR MAJORITY (3)
(hereafter referred to as the MANDATE) defines the poor majority in measurable terms.
In answer to the question “Who Are the Poor Majority?,” the MANDATE replies:

“The choice between absolute and relative standards 1s never easy when the
relative well-off are poor by our own standards While serious problems of
oversimplification mevitably anse, we use broadly unuform benchmarks generally
comparable throughout AID assioted LDC'’s so poverty can be assessed without
regard to political boundanes These benchmarks are not intended to define

any sharp breakpownt between poverty and prospenty, between the ‘have-nots’
and the ‘haves’, rather, they try to identify people who are indisputably poor
and clearly among the world’s have-nots . Every effort should be made to
assure AID funds benefit that fraction of the recipient country’s population

that is poor by AID’s benchmark standards >’ (4)

Three sets of measurable benchmarks were chosen by AID in its reply to Congress
as a definition of the "‘poor majority,” income, nutrition, and heaith. The AID position to
Congress can be found in IMPLEMENTATION OF “NEW DIRECTION" IN DEVELOPMENT
ASSISTANCE (herafter referred to as NEW DIRECTIONS) (2). It states:

“The following benchmarks are used

(a) Per capita income below $150 per year

(b) Daily diet of less than 2,160 to 2,670 calones

(¢) Several health indicators. life expectancy at birth of below 55 years, infant
mortality over 33 per 1,000 populaticn, or access to broadly defined health
services for under 40 percent of the popuiation,” (3)



The target group is defined in income, nutrition and health tenas, and the mandate
definitions are relatively clear and measurable, Since these bench marks are also among the
mandate objectives, definitional difficulties in obtaining measuiable cencepts will be dealt
with in the relevant section below.

3. DEFINING MANDATE PROJECT OBJECTIVES: WHAT DO WE SEEK TO ACHIEVE?

In answer to the question “What Do We Seek to Achieve?” the MANDATE
states:

“Determining the suitable goal must, of course, be the responsibility of the
developing countries; nevertheless AID must set targets as well if we are to assess
our own performance. The benchsnarks used to define the poor majonty suggest
themselves as targets. Could not AID, in cooperation with the LDC’s help move
the poor majonty beyond these milestones in the next decade or so*” (6)

As a target the document explains, moving all of the poor majority beyond
these benchmarks may not be feasible; but as objectives, the benchmarks, income, nutiition,
and Lealth; plus production, population, and education are outlined as the mandate objectives.

The next sections in Part A focus or the pioblems involved in defining these
six objectives in terms which are measurable so that they can become operational criteria
for project selection, design, monitoring and evaluation.

4. INCREASING THE INCOME OF THE POOR MAJORITY
a. Defining Income for the Rural Poor

With all of its conceptual and measurement problems, income is perhaps the best
single indicator of welfare. It is, however, inadequate to capture enough of what Congress and
AID mean by ‘‘welfare” to be used alone, While income is not a sufficient measure, it is a
necessary dimension in estimating welfare,

The focus of the MANDATE on income as a principal benchmark may have left
many intellectually unsatisfied in that it fails to capture the essence of development, but it
has the advantage of being operationally usable in project selection and evaluation, Compare
the project selection and evaluation difficulties of operating with the following definition in
comparison to the MANDATE,

“Authentic development aims at the full realization of human capabilities: men
and women become makers of their own histones, personal and societal. They
free themselves from every servitude imposed by nature or by oppressive systems,



they achieve wisdom in their mastery over nature and over their own wants,

they create new webs of solidanty based not on a domunation but on reciprocity
among themselves, they achieve a rich symbiosis between contemplation and
transformat.on action, between efficiency and free expression. This total concept
of development can perhaps best be expressed as the *human ascent’--the ascent of
all men 1n their integral humanity, mcluding the economig, biological,
psychological, social , cultural, 1deological, spintual, mystical, and transcendental
dimensions.” (7)

This section investigates the difficulties involved with defining income in a way
which captures as much of the welfare concept as possible, is measurable for the rural poor
in LDC’s, and adjusts for an may potential distortions as possible.

b. Money and Subsistence Income

If income is to be a useful measurement for the rural poor it must include the
value of the food and other goods which are produced and consumed by small farm families.
In some cases a large proportion of “welfare’’ comes from these home produced products.
These products may be added into income if they are valued in money terms. The income
definition for the rural poor must include income in-kind. In-kind income may come form
a variety of sources, from home produced focd or clothing, from payments in-kind for services
rendered by members of the rural family, or from barter exchanges of farm produce.

Two difficulties arise with measuring this expanded income definition. First,
selecting a umt price at which to value the in-kind commodities, and second estimating the
quantities. Since both of these issues are more related to measurement methodology and data
gathering than definition, and examination of the techniques used for confronting them will
be postponed to the accounting and data gathering sections. Largely satisfactory valuations
can be made if the quantities can be estimated.

A subsistence farmer may be defined as one who consumes most of what he
produces and sells very little. It is important not to confuse subsistence and poverty; many
very poor small farmers are not subsistence farmers, but sell almost all of their produce.
For example, in Costa Rica, target group farms sell more than 90 percent of their produce,
and the level of subsistence actually rises as farms increase in size. Simnly because target
group farmers produce and consume large quantities of the same product does not mean
that they are necessarily “subsistence’ farmers.

In the example given in Table 1, from Costa Rica, the target group farmers were
principally corn and bean producers and com and beans were also important consumption
items. Table 1 shows that even when small producers consume the same type of commodities
they produce they may sell their own produce and purchase the same commodities on the
market for consumption. .

Rural income estimates must include estimates of the monetary valuc of in-kind
consumption and transactions.



Table §

Subsistence “Income” cn Poor Small Farms in Costa Rica
Value of Farm Produce Consumed as a Percent of Total Farm Product

Farm Size % of Farm Product Consumed
Target Group Farms
(Less than US $150 net family income per capita)

0to] Ha. 490
1to2 Ha, 53
2to 5 Ha. 6.4
51010 Ha. 58
10 to 20 Ha, 5.6

Note: Farm consumption valuzd at average farm gate prices for comparable products in the relevant Canton.

Source: Richard Kreitman, Costa Rica Agriculture Sector Assessment Working Papers, Agency for International Development,
Washington 1976, p 100 & 107

c. Net Income

In the event that the rural poor are landless laborers the income estimate is
relatively easy: their income is largely net of expenses because they are nout businessmen.
They may have soine expenses related to their wage incomes, transportation, tools, etc.,
but relatively simple accounting procedures can provide reasonable net income estimates.
For the small farmer, arriving at a net farm income estimate is no small task. The difficulty
is not principally because the small farmer does not keep records and does not therefore have
his own net income figure calcvlated; even if he did, the figure wouald be largely useless
because of the difficulty of comparing net income figures for different farmers using different
accounting conventions. The only way to obtain reliable net farm income estimates is to
gather crop by crop input and output deta and then reconstruct farm accounts using con-
sistent accounting comventions for all farms included. In addition one should anticipate
“other income™ which can be substantial to very small farmers.

If the process of project selection, monitoring and evaluation is to be serious
there is no excaping the necessity of estimating net farm income of target group families.
AID and Congress realized the futility of aggregate national income averages, and the import-
ance of farin and family level net income estimates in the MANDATE:
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“*Actual income can be difficult to measure. National averages for per capita
income are inappropnate, of course, since they would place whole countries

in or out of the poor majority We need more mucrolevel data, 1deally for in-
dividuals, that permut isolating persons in a given country with ncome below
$150 But such data are scarce 1n LDC’s and expensive to collect, particularly
for the poor whose ‘income’ may consist largely of subsistence output produced
and consumed outsidc the market economy.” (8)

Since the Mandate definition of net income per capita is in the US S at 1969
prices, there are difficulties in comparing measurements over time due to inflation, and com-
paring local estimates with the Mandate US $§ standard due to conceptual problems with
exchange rates. There are obvious computational methods for handling the inflation issue,
but the exchange rate was in effect in the ysar in which the net income estimates were made,
the exchange rate used in comparing the farming and landless populations with the Mandate
standard of US 8150 had a significant impact on the size of the target group.

Table 2

Proportion of the Rural Population Classed as Poor by the Mandate Standard of US $150
per Capita using Each of the Existis 7 Multiple Exchange Rates 1973

Exchange Rate Percent of Rural Population witk Net Income
Capita Below US $150in 1973
Farming Population Landless Population
Coffee Rate 51.3% 49.2 %
Mixed Rate 60.1 613
Free Market Rate 67.0 70.5

SOURCE  Richard Kreitman, Costa Rica, Rural Poor Profile, Agency for International Developrment, Washingron 1976, p. 28

Net income on small farms is possible to measure, but it 1s unfortunately a costly
and painstaking accounting task. However, if Mandate projects are to be undertaken with
the intent of increasing the net income of the target group, there 1s no way to avoid
measuring it. If net income is the objective 1t will be impossible to answer the three under-
lying project questions posed in the introduction without direct measurement of net income
changes or ditferences in target families. The MANDATE states the necessity of using income
measuremertts as one of the prime project selection and evaluation criteria as follows:
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“Targets for AID assisted programs and projects should reflect umque local cir-
cumstances, but to the greatest degree possible they should be cast in terms

of their contribution in the long term-$ to 10 Year~goals of improving the status
of the poor. Working in cooperation with the LDC’s targets should be defined

in terms of “output” indicators-changes in mncome, health, et cetera~where
possible to assure that we focus on the relative effectiveness of alternative
programs and that we are abie to evaluate and assess their impact on develop-
ment objectives.” (9)

4. DEFINING MEASURABLE NUTRITION CBJECTIVES

The Mandate establishes improved nutrition as a major objective as well as a
benchmark characterizing the poor. Measurable indicators of nutrition are divided into two
general types:

1. Measures of nutrient intake or diet.
2. Measures of nutritional status,

If a project aims to improve nutrition in a selected target population, it would
follow that its success or failure should be judged in terms of its nutritional impact. Food
intake can be measured directly and the nutrient intake can be estimated from these food
accounts. The difficulty of using only diet indicators is that they do not provide a complete
basis for making comparisons between different sub-groups inside the poor, or for us in
intercountry comparisons. Using only average caloric intake as a nutritional indicator is not
sufficient, but it is an obvious beginning. Very few projects aimed at nutritional improvement-
have ever measured the actual impact on the caloric intake of the target group.

Two problems make the nutrient intake approach insufficient; first, there are
sizeable differences in the nutritional needs of different healthy people, and secondly, the
efficiency with which the body absorbs nutrients is significantly affected by different types
of health conditions.

The MANDATE emphasizes the importance of disaggregating project measure-
ments of nutrient intake as follows:

“Adequate diet requirements vary with age, sex, size, health status, occupation,
and climate. Pregnant and lactating women generally require 300 to 500 additional
calories daily, Sick persons, particularly children, require additonal calories
especially when therr illnesses inhibit absorption of what nutnents they do
receive, Those engaged 1n active labor need hundreds of calories more as do

those living in cold chimates.” (10)
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Even for nutrient intake, adequate measurements would require that the target
group affected must be divided on the basis of age, sex, climate, health status, etc.

More direct measures of nutritional status are available and in most cases they
are easier to obtain than diet measurements. These measures are directed at the health and
physical effects of malnutrition; they attempt to measure the results of nutritional intake
rather than the intake itself. Three general types of measures are available.

1. Body measurements.
2. Measurements of nutrition-related ilinesses.
3. Blood chemistry.

Body measurements most commonly used are height, weight, arm circumfrence
and “‘fatty-fold’’ measurements. These measurements may be taken by non-medical personnel,
and except for “fatty fold” and blood chemistry measurements they are relatively inexpensive
to obtain. Body growth and size measarements are only reliable as indicators for project
selection and evaluation purposes on children up to about 16 years of age. Beyond that age
the measurements provide only sketchy indications of nutrition in earlier periods.

A wide variety of illnesses are related to nufntion, Measuring the incidence and
gravity of these illnesses can be used as an indicator of nutntional st1tus. Oedema, anemia,
and goiter are among the most commonly used, but a wide variety of others may be as
important in particular areas. For target populations, morbidity indicators are more difficult
to usc as project selection and evaluation criteria because they require clinical examinations
and cannot be gatherrd by non-professional survey personnel,

Biochemical blood examinations may be useful, but are not really practical as
project indicators. These measurements are more suited to in-depth clinical studies of
nutrition.

In project termis the nutritional objective inay be defined: to increase nutri-
tional intake levels, to reduce the incidence of nutritionaily related morbidity, and to improve
the physical growth characteristics of the target population.

Mandate benchmarks in nutrition are in terms of calories only. Daily caloric
intake of less than 2,160-2,670, depending on the country, places the average person in the
target group. Table 3 from the MANDATE outlines these targe! group averages as they appear
in the committee print.

The project cycle tfor a nutrition project should include direct measurement
of some of the above inentioned nutrition indicators on the target populiation to be affected.
The nutrition system is so interrelated with the income, employment, food production, edu-
cation and health situation of the target group family that most successful mandate oriented
projects will have important nutntional impacts. Estimating the nutntion impacts should be
an element of most Mandate projects.
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Table 3
Average Per Capita Daily Energy Requirements

Country Calories Country Calories Country Calories
Uruguay 2,670 Mali 2,340 El Salvador 2,300
Turkey 2,520 Niger 2,340 Ghana 2,300
Egypt 2,500 Rwanda 2,340 Guinea 2,300
Cyprus 2,480 Ethiopia 2,330 Ecuador 2,290
Syrian Rep 2,480 Malawi 2,330 Gyuana 2,280
Chile 2,450 Mozambique 2,330 Hoanduras 2,280
Afganistan 2,440 Pakistan 2,330 Madagascar 2,280
Trinidsd/Tob. 2,430 Burundi 2,320 Dominican Rep. 2,260
Yemen Rep. 2,430 Cameroon 2.320 Philippines 2,260
Moroco 2,420 Colombia 2,320 Cent. Afr. Rep. 2,250
Bolivia 2,410 Ivory Coast 2,320 Costa Rica 2,250
Tunisia 2,400 Jordan 2,320 Haiti 2,250
Brazil 2,390 Kenya 2,320 Jamaica 2,250
Upper Volta 2,380 Mauritania 2,320 Nicaragua 2,250
Chad 2,370 Somalia 2,320 Khmer Rep. 2,320
Mauritius 2,370 Zambia 2,320 Thailand 2,320
Nigeria 2,370 Dahomey 2,310 Laos 2,220
Senegal 2,370 Liberia 2,310 Sri Lanka 2,220
Angola 2,360 Panama 2,310 Zaire 2,220
Korea, Rep. 2,360 Paraguay 2310 India 2,210
Botswana 2,350 S. Leone 2,310 Guatemala 2,200
Peru 2,350 Tanzania 2,319 Nepal 2,190
Sudan 2,350 Togo 2,310 Vietnam, Rep. 2,170
Gabon 2,340 Bangladesh 2,300 Indonesia 2,160

SOURCE Calculated from Ans.ex Table Population, food supply and demand for food in indwidual countries; ASSMENT
OF THE WORLD FOOD SITUATION, PRESENT AND FUTURE, Item 8 of the Provisional Agenda, United Natwons, World
Food Conference, Novermber 1974, as it appeared in IMPLEMENTATION OF “NEW DIRECTIONS” IN DEVELOPMENT

ASSISTANCE, AID, US Government Printing Office, Washington 1975, p. 75.

5. DEFINING MEASURABLE HEALTH OBJECTIVES

Health objectives appear as important components in the Mandate. The Mandate
lists four measurable indicators of health:

1. Life expectancy.
2. Infant mortality.
3. Birth rate.
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Acceptable health status is obviously difficult to define Projects with health
objectives have found it very difficult to define in measurable terms what the final benefits
are. For many years there was an effort by health project analysts to attempt to measure
the outcomes of health vrojects in monetary terms This appioach, sometimes cailed the
“costs of disease’ approach has been largely unsatisfactory. It is encouraging that the Mandate
avoids this approach and focuses the discussion directly on final indicators of health.
Proponents of measuring health benefits in monetary terms argued that bad health reduces
income in two ways: The productivity of the sick 1s lowered, and treating disease uses
resources which could be producing added income

The problem of defining measurable objectives for health projects (or mandate
projects with important health impacts) is not easily solved by suggesting that the finzl intent
is really to increase income, via improved health, There is no hint that this is what is meant
in the MANDATE; it speaks of “good health™ as an objective to be pursued as an end in

Even more than nutntion, impacts un objective indicators of health are likely
to be long run impacts. A health project may expect to affect the life expectancy of the target
population, but it may take considerable time to measure the effect even if it is successful.
Lowered incidence of particular ilnesses, reduced days seriously ill, and reduced infant
mortality are indicators which have been used as measurable project objectives.

The last of the mandate health benchmarks 1s access to health services. Usmg
access (a “means”) rather than improved health (an “end”) as an objective is a reflection of
the measurement problem outlined above. This 1s the first mention 1n the Mandate of access
objectives. The variety of health benefits, their differences in kind and degree, and the high
cost of gathering data using scarce medical personnel have all worked together to make health
among the most difficult areas for objective measurement. Beyond the benchmarks mentioned
in the Mandate (life expectancy, infant mortality, and birth rates) and simple morbidity
measures (incidence of particular diseases, number of days incapacitated, etc.) lies a set of
extremely costly and complex measurements which have been used to evaluate health
expenditures. Most of these benefit measurements are unsatisfying because they cannot be
reduced to similar units, and even inside health projects few compansons are possible,

Measurable objectives for health will probably te limited in most cases to
reducing infant mortality, extending life expectancy, and reducing the incidence of specified
diseases or the amount of time incapacitated.

Using increased access to health facilities as the final objective of a health project,
without even attempting to n.zasure its final impact on more ‘final’ or direct measures of
health status, has many disadvantages.  Most important, no reliable e\perience 1s
accumulated on the relative ments of different approaches to improving health. If no
measurements can be made associating project activities and final results, no senous evaluation
can be made. Even though the above mentioned indicators of heaith status are much less
complete than might be desired, they are substantial improvements over access objectives.
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4. INCREASING RURAL PRODUCTION

Increasing production in rural areas is an objective which requires conceptual
clarification before it can be measured and used as a project design and evaluation criterion.
Production increases in and of themselves are not necessarily beneficial to the target group.
To illustrate this point let us take the example of 2 small farmer who increases his production
of corn by using increased fertilizer which costs him more than the added production is
worth. Additionally there are many well known examples wiere farmers increase the
production of a particular crop, resulting in a sharp decrease in the market price and an actual
reduction in the net income of the farmer. Added production of a particular crop is a poor
indicator of added “production,” since it may be substituﬂng for other crops or livestock
products in the farm.

With all of these conceptual problems it might appear that increased prodiction
is a useless indicator of welfare for target group farmers, and that net income, and not its
proxy “production” is the only adequate measure. As long as the benefit is narrowly defined
as a direct farm level benefit that is largely true, however, if the project takes a broader
societal view of benefits, there is a residual of benefits to the target group which is not
captured by the direct farm level net income benefit which may be addressed by properly
formulated measures of increased rural production.

The private profit or net mcome interest of small farmers is not always consistent
with society's interest in maximum total welfare, or even maximum total welfare of the poor
majority. Economic theory would tell us that if product and factor markets operate freely,
and if there are no significant factor inmobil;ties, the private profit or net income drive of each
producer will result in the greatest possible total welfare. Unfortunately these optimal
conditions are not characteristic of most underdeveloped rural settings, land and credit are
seldom priced and distributed in freely operating markets, and a wide variety of
communication and exaggerated transportation and other barriers prevent equitable access
to the scarce markets which do exist. Public interventions of all sorts distort the system to
such a degree that it is unclear to what extent the individual net income measure is a valid
proxy for overali welfare.

An example of the possible divergence between the private profits interest of the
farmer and societal interest in the welfare of the total poor majority may be seen easily in
the case of expanded production of a particular commodity by a wide variety of small farmers.
Let us assume in the case of Costa Rica outlined in Table 1, where the target group farmers
were producing com, an expansion of corn production might result in a decreased com price,
and in reduced net incomes to small farmers if measured in simple direct farm level crop
accounts. However, the reduced corn price means that both urban AND rural poor who
consume com will be able to buy more com for less money, resulting in increased welfare.
Thus, if the program is judged based only on direct farm level net income impact on small
farmers, the important overall welfare benefits would be ignored. It is not infeasible that these
indirect benefits may outweigh farm level losses. The example given is only one of a wide
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variety of difficulties which make farm level net income a less than fully adequate measure
of overall target group welfare. This section is not the place, nor DSP an adequate setting for
the examinatio of these difficulties; their conceptual complexity and the methodological
difficulty of measuremernit in this area preclude any serious treatment. It is important te
realize only that increased production is only a useful measure when it is used at the economy
level and not for a particular farm or group of farms. If production increases on a particular
farm or group of farms, we cannot say that their net income has increased until net income
itself is measured, and therefore increased production is a meaningless farm level indicator;
we might just as well measure the real thing, net income, directly.

To measure the sccietal benefits which are not captured by the farm level net
income measures, added refinements must be made to the concept of “rural production.™
These refinements may be divided into two categories, first netting gross production to arrive
at estimates of “value added,” and adjusting observed market prices to reflect market
distortions (shadow pricing) Neither of these techniques will be dealt with in depth in DSP
because of their conceptual and methodological complexity. It is important for project per-
sonnel to realize that only when these adjustments are made can measures of increased
production be obtained which are useful as project selection and evaluation guides. Of all the
Mandate objectives, increased production is the most difficult to measure in a way which is
useful for AID programming For most agricultural projects the size will not justify the
necessary expenditure on analysis and measurement required to mecasure indirect benefits,
and it may be temp:ing to select production increases as the project target instead of income
because it is easier to measure or is thought to be a valid short-term or intermediate step.
Speaking of rural production, the MANDATE addresses this issue as follows:

“In some cases 1t may be necessary to restrict targets to certain short-term
achievements .. rather than final outputs L.\e improved income However, the
program should be designed with a view toward AID’s overarching goals of
moving the poor beyond the poverty level and unks with those goals shvuld be
explamed ™ (11)

5. POPULATION

The population objective of AID as explained in the MANDATE is an
intermediate objective presented ip the committee print as a means for increasing per capita
living standards. If we were to treat it like increased production as a means to increased
income, heaith, and nutrition, we would wish to measure the final desired objectives and not
simply achievements on the intermediate means. Population programs, like production
increases, can be easily measured in terms of a single indicator, birth rate. The difficulties
all begin when we attempt to link the population variable to the final ot 'ectives of increased
income, health and nutrition. While considerable reserch has been undertaken on what factors
influence ferulity, lLittle is known about the reverse, what effect altered fertility has on net
income, health, nutrition and education The mandate specifically enjoins production projects
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to “be designed with a view toward AID’s overarching goals of moving the poor beyond the
poverty level” and further requires that “links with those goals should be explained.” (1)
In the case of population no such linkage is asked for; the MANDATE simply states.

“Increasing the size of the pie by providing more food and health services is
essential to improving per capita Lving standards; substantial progress wall only
be possible if population growth abates ” (12)

Taken at face value, the MANDATE discussion of population bypasses the issue
of linkage of population projects to the three *“overarching goals™ (income, health, nutrition)
and allows project designers to look at the intennediate objective of reduced fertility as if
it were a final objective.

6. EDUCATION

The MANDATE outlines six rbjectives, three of which are presented as final
objectives or desired ‘“‘ends” (income, hcalth, nutrition), and three which are presented as
intermediate objectives or “‘means” to achieve the final desired improvements (increased
rural production, population, education). It is important to note that while education might
have been argued as a good independent of its impact on income, health, or nutrition, the
MANDATE makes it clear that this is not the case for AID programs.

“In a world of plenty, “education” may connote literacy and wide learmng,
truth for its own sake as well as a means to progress. In a world of want
education must unfortunately of necessity be something far more restrictive
and practical-as a means to improving Living standards rather than an end in
itself.” (13)

Unlike popixlation. considerable serious research has been undertaken to attempt
to understand the impact of increased education on the final objectives of income, health,
and nutrition. While the research has beer e tensive, the results are far from clear, and are
usually unable to clarify project design and evaluation issues. Given the current state of the
art, it will probably be scme time before design and evaluation can be guided by measurement
of project impacts on final AID objectives. Recognizing this difficulty the MANDATE
defines “minimum practical education” as the proxy for the education objective.

7. PARTICIPATION

. The congressional committee documents and AID’s replies emphasize another ob-
jective of assistance under the rubric of “participation.” The MANDATE explains the sense in
which this objective is taken in the following terms:
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WHAT 1S THE MEANING OF “PARTICIPATION™

Development progress for the poor will require time-consuming systemic change
Programs most likely to succeed, and w hich receive highest prionty emphasis under
the congressional mandate and AID policy, are those involving the active and effec-
tive participation of the poor inall facets of the development process. This is clearly
not a simple proposition to implement, especially as it has important polittcal impli-
cations We shall refer to participauion frequently in the following section of the report,
but to briefly describe the participation approach to our staff we have used the wollowing
—Economic benefits are widely and significantly shcred by the poor with the ob-
Jective of narrowing the relative income gap between rich and poor, for example,
the co-op which benefits small farmers
—~Decisions concerning the activities to be carried out are made, preferably, by those
benefited (for example, the poor), or if not, at least witn effective consultation
and substantial acceptance by those benefited
~Theactivity in which they participate is, ideally, a learning experience for benefued
persons, which increases thewr technical skills and/or their capacity to orgaize for
common purposes and for greater access to the benefits of development.
~The poor make a rignificant cintridburion 1 effort and resources to the activities
from which they venefit, for example, through personal savings, or serving as
members of local planning or project implementation committees, or through
actual project implementation
—The participation and contribution of women should be exphicitly taken into
account under the above-mentioned considerations, for example, any of the above
or other examples when the participants atre women.

Only the first dimension, that of participation of the poor in the BENEFITS, outlined in the
MANDATE will be dealt with directly in this manual and segment of the course. The other
four dimensions, which relate to participation in the PROCESS will be addressed in other
segments of the course.
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PART B

OBTAINING DATA FOR MEASUREMENT AND ANALYSIS
OF MANDATE OBJECTIVES

1. UTILIZING EXISTING DATA

Different stages in the project cycle may require different types of data. At the
DAP stage much heavier reliance can be made on secondary macro-data sources, while serious
project evaluation can only proceed with original micro-level data gathered on project parti-
cipants and beneficiaries. When data requirements are discussed 1t is importaat to specify the
project stage. In particularly data rich countries it would be possible to visualize almost all
of the data requirements of the DAP, PID, and PP supplied from existing sources, without the
necessity of any primary data gathering efforts such as surveys. In data poor countries it
would be difficult to complete even the DAP Sector Assessment chapters which present a
profile of the rural poor without the gathering of new direct survey information. Because of
this diversity in the availability of data between countries it is difficult to elaborate any rules
of thumb about the gathering of original data, except in the case of the project evaluation
stage where original data would need to be gathered in everv case.

Existing data may be divided into three classes:

1. Existing Macro data and indicators.
2. Existing Micro data which have been processed and summarized.
3. Existing Micro data which are raw or only partially processed.

Locating and utilizing already processed and summarized micro and macro data
may be a troublesome process in practice since much of it is buried in reports and documents
which may be difficlut to access, and may require considerable effort to organize and present
in a coherent fashion, While finding and organizing already processed and summanzed data
may be a time-consuming job, it is not conceptually or methodologically complicated; if the
analysts keep their attention focused on MANDATE objectives, no special skills or techniques
are necessary to assemble these data types into AID project documents.

Dealing with raw or only partially processed primary data requires much more
sophisticated statistical and analytical skills and techniques. Existing primary data sets may
be found in almost all AID countries and represent one of the best and usually untapped
sources of data for AID project analysis. Among the most common types of this class of data
are agricultural, housing, industrial, service and population/housing censuses, household
surveys, client records of government rural service entities (credit, technical assistance, health
services, etc.) and rural organizations (cooperatives, grower federations, etc,). These data
sets usually require sampling procedures, and always require processing and analysis before
they are usable for project purposes.
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It is unfortunate that most project analysis proceeds without the benefit of these
rich original data sources. There are two common reasons which accoaunt for most of the
lack of use of existing primary data files; First, it costs money, takes time, and requires special
technical skills and equipiment to access, process, and analyze the data, and secondly it is not
usually known to AID officials that these sets exist. Studies, reports, and other summarized
data which have been published or informally distributed most often find their way into the
AID/IBRD/UN project and program literature, and in most underdeveloped countries the
literature on the rural sector is not so abundant that is is impossible to indentify and locate
rather rapidly. Perhaps it is the cost and time implications of using existing primary data
files which has resulted in their obscurity; it is usually harder to identify the 5-10 primary data
files which exist in a country on the rural poor than it is to identify the 50-100 studies vthich
are available in summarized form.

Existing primary data files tend to be large and it is usually impractical to process
the whole file for AID project analysis purposes. In order to utilize the file, a representative
sample of the original questionnaires or records must be selected for processing and analysis.
Utilizing existing primary data files involves the same sampling process as a sample survey.
Since sample survey procedures are discussed in some detail in the next sections of Part B,
there is no need to duplicate that discussion here.

It is important to undirscore the potential importance of existing primary data
sets for the analysis of Mandate projects. The recent standards developed by the UN for agricul-
tural and industrial censuses utilized in most censuses taken after 1969 provide the analyst with
a depth of information on small farms and agroindustries comparable to many in-depth sample
surveys. For example, the 1971 agriculture census of E] Salvador contained 668 separate figures
or pieces of information on each of over 200,000 small farmers, and the 1973 agriculture census
of Costa Rica contains 523 descriptive statistics on each farm. Both of these censuses were
utilized by AID to provide detailed profiles of the characteristics of the target group and to
suggest project directions (15). In the case of El Salvador the semi-processed census was sub-
sampled and reprocessed and analyzed: in the case of Costa Rica the complete agriculture
census file was combined with the housing and population census and processed without
sampling. In both cases a reasonably complete picture of the income, employment, production,
and technological patterns of the target group was obtained. To have gathered these data in
a separate sample survey would have cost at least 10 times the cost of reprocessing the already
gathered sources. In the case of Colombia a sub-sample of 3,000 small farm records was drawn
from the files of a public supervised credit entity with a small farm clientele of over 50,600.
These records included financial and technical data sufficient for in-depth evaluation of the
credit program, and for the design of a wide variety of rural target group projects (16).

Care should be taken to locate and evaluate the potential for existing primary data
sources before planning costly sample surveys, or settling for inadequate secondary or macro-
data. While the above examples are drawn from agriculture, there are also similar possibilities
in health, housing, nutrition, education, education and population areas.

There is so much difference in the volume and quality of the primary data avail-
able frcm country to country that it is difficult to discuss data gathering in the abstract.
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In many countries agriculture censuses have never been taken and it is probable in some
data-poor countries that primary data sets do not exist. The ~hove discussion must there-
fore be taken in context. What is interesting is that AID officials in even relatively data-
poor countries are often not aware of the existence and potential of the few primary data
sets which do exist.

2. GATHERING ORIGINAL PRIMARY DATA. THE SAMPLE SURVEY

There are many methods of obtaining original prima:v data relevant to M projects.
These methods vary in the degree to which they are formalized. Informal methods include
field trips, discussions with host country officials, etc. In some cases, the field trip may be
an attempt to visit a small number of farms with the idea of getting a “feel” for rural situa-
tions, and may be thought of as a kind of survey. Instead of writing all of what is seen and
heard, it is kept in memory and its meaning distilled at a later date when a report is written cr
an opinion or judgment proferred about what projects are needed, etc. In almost all cases
the field trip covers only a small part of the small farms, target group households, rural schools,
health posts or other units which are the subject of the analyst’s interest. In almost all cases,
after a field tnp the analyst should wonder if the units he visited are really representative of
the total group, if the information he solicited was consistent cnough between visits to allow
him to make rational comparisens, did he talk to enough subjects to get generalizable insights,
was the information given biased either by the respondent or perhaps even by the analyst? All
of these questions are of vital importance; the techniques which have been developed to im-

prove the quality of the process of original data gathering arc loosely termed survey research
techniques.

a. Standardization in Gathering Original Pnmary Data

An important problem in gathering original primary data is assuring the comparability
of data gathered by different people on widely dispersed and in some cases heterogeneous
types of people, businesses, or institutions. The problem of standardization may be thought
of as separate problems.

-Conceptual Standardization.
-Definitional Standardization.

i. Conceptual Comparability

Obtaining differing perspectives on the same problem is an important element in
getting a realistic picture of complex development situations. However, it is sometimes
difficult to interpret these perspectives unless some method is found to standardize the con-
cepts about which data are gathered. For example, one of the commonest methods used in
AID for informal original primary data gathering is the ““team field trip." A group of



23

specialists in different fields fan out into the rural areas or into the institutions serving the
rural poor and then return to pool their ideas and formulate approaches for AID action. It
is impossible to participate in or observe many of these efforts before noting a troubl-
ing pattern. If the team is composed of livestock expert, a credit specialist, a cooperative
expert and a soils conservationist, the report of each indicates that his field trip revealed the
importance of action in livestock credit, cooperatives, or soils conservation. If the four are
forced to present a joint report it will almost always suggest that something be done in each
ares. A series of difficulties in the process of gathering original primary data is obvious.
Part of the problem is one of conceptual standardization, part of it is professional bias, part
is a difference in the kind of data gathered, and part a result of the fact that they talked to
different people and looked at different situations. The field of survey research is that
body of knowledge, technique, or methodology which has been developed to help formalize
the data gathering process to reduce the inaccuracy and incomparability caused by these
difficulties. It must be remembered that there are no sure ways of eliminating problems
like professional bias or conceptual ambiguity; survey research methods are only ways of
structuring the process to reduce their influence.

Structuring the process begins with conceptual or problem definition. The
MANDATE itself assists AID programmers by formulating the general issues about which AID
business is to revolve. Unfortunately, AID practitioners may think that all of these issues are
implicit, well understood, and need not be restated in the data gathering process. For
example, in the above mentioned field team, the livestock expert may well think that his
mission is to discover how the feed/meat ratio in swine can be improved on small farms, or the
conservationist to explore how small farms should crop to increase vegetative ground cover
during the rainy season. If there is no careful specification of the problem it may be
impossible to know exactly what is in the mind of the data gatherer as the objective of his
mission. Too often if this conceptual or problem definition is left to the expert he focuses
on a sub-issue or problem which his current research interests are concentrating on in “lowa.”
There are two approaches to overcoming this difficulty; one is to use the MANDATE
objectives, to specify the problem, and then outline the information needed to illuminate it.
The other is to obtain less biased, less specialized, and more experienced experts,

Using generalists (like economists instead of livestock specialists) has the obvious
weakness that important detail is lost-the generalist simply cannot know enough about each
sub-area to provide reliable and satisfying solutions to complex problems. Neither should
the generalists be seen as arbiters, overseeing the various specialists and filtering the final
solutions; their disciplines (economics, for example) carry their own set of biases.

While survey research is no panacea to all of these difficulties, it does provide
a way of structuring the problem and if properly planned can provide some insulation from
the vagaries of individual opinions. In order to illustrate the survey research alternative and
how it would provide a way of structuring a problem, let us take a simplified example of a M
issue.
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How could AID structure programs to increase the net income of the poor small
farmer 1n country X? The problem or overall issue is farmer net per capita income and how
to increase it. The information gathering process would begin outlining a conceptual frame-
work by asking questions such as what is the current income structure of the target group,
what are the major factors which influence it, and how could prugrams cause favorable changes
in these factors” These three statements, while oversimplified, focus the data gathering process
explicitly on a central issue and the start is laid for a serious survey research effort, The
MANDATE objectives if taken seriously provide considerable conceptual basis for program
and project-oriented measurement

With the explicit MANDATE objective always on the surface, the next question
would be what information is needed to indicate the structure of target group incomes, the
factors which influence it, and how can they be changed Fxperts from various fields might
then begin to outline what information is needed about livestock (and all other income
sources) on target group farms to estimate livestock income: perhaps the same hypothetical
livestock specialist would be called on to make this outline. He will probably say that we
must know the number, age, and type of livestock, information on births, deaths, slaughter,
and live sales. In addition, production, sales, and consumption of dairy products, wool, and
eggs will be required. If net income is to be estimated, some accounting of the costs of live-
stock production will be needed, and the specialist will make a list of probable cost items
When he turns to outline the information needed to explore the factors which influence live-
stock income, he may well include his area of research interest; and if particularly biased,
may exclude from his list any other factors. The survey discipline cannot prevent that bias
from showing through, but the narrowness of focus is more obvious to collaborators, and
indeed more obvious to the specialist himself as he struggles to specify the information needed
to understand what livestock factors influence small farmer income,

The first step in structuring data gathering is to outhine in writing the MANDATE
objective to be explored, and to list the kinds of information which would illummate that
issue. Whatever specialists are involved should agree on these overall issues and conform their
information requirements and analysis to them. This is what we have defined for this manual
as conceptual standardization,

Outlining the problem requires a certain level of knowledge about it, The level
of current understanding and the stage at which the survey enters in the AID project cycle
will have much to do with the conceptual formulation of the problem and the issues to be
exammed. Surveys may be used to identify and measure the target group and their apparent
problems, to provide a profile of target group charactenstics, to explore the potential of
particular project interventions. to test hypotheses about cause and effect in the target group,
to evaluate the effectiveness of AID projects, and in fact to clanfy any .sue which requires
systematic information from the field.

Where little is known about the problem, considerable pre-survey exploration
and discussion may be required. Warwick and Lininger indicate.
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“Humulitv is a virtue in survey research as elsewhere There are times when we
may be vitally interested in a problem, but simply not know eniough about it

to design even a rudimentary descriptive study. In these cases it is better to
clanfy the problem itself before taking to the field. The sample survey 1s usually
not the most appropnate vehicle for pursuing essentially exploratory research

a7

While Congress and the MANDATE give considerable conceptual guidance on
the probleins which are to constitute AID's data gathering activities is that the pressure of the
project cycle forces programmers and analysts alike to move very quickly from exploration
and description to project design; that is, to bypass description and focus on prescription.
For example, before knowing how significant swine income is to the target farmer, or what
the current meat/feed conversion ratio is, the project cycle may force the specialist to pre-
scribe a project to ncrease the ratio.

On the importance of exploratory and descriptive surveys Warwick and Lininger
state:

“An essential task shared by descriptive and explanatory studies is conceptual-
izing the phenomenon in question.... Description in other words can lay the
groundwork for the pursuit of other objectives including explanation and
hypothesis testing, evaluation, prediction, and the development of indicators.”

(18)

Establishing conceptual clarity and outlining the nature of the problem to be
studied in a sample survey is not a single exercise, rather it is a process in which exploratory
and descriptive surveys may themselves provide useful feedback for further survey work.

Beyond exploratory and descriptive surveys the MANDATE indicates the need
for using a variety of data which may be gathered by survey.

“The Agency now requires as a condition of approval, that all project designs
incorporate evaluative elements (for example baseline data, verifiable targets,
progress indicators, and explicit design assumptions) as well as an evaluation
action plan.” (19)

In all types of surveys a consistent conceptual formulation of the problem or
issue stugdied is a first and vital step.

ii. Definitional Standardization

In order to insure that the data gathered are comparable from one respondent
to another, it is important to make certain that a consistent set of definitions is used. Each
interviewer and respondent shouid have the same definition for each data item or characteristic
to be gathered by the survey. Three techniques are commonly utilized in survey research
to standardize this consistency.



The first is the development of a consistent set of definitions in an interviewer's
manual, and the participation of all interviewers in an interviewer tramming course. These
manuals vary in lengii according to the complexity of the survey,

The second method is the use of a printed questionnaire in all interviews con-
taining the actual wording of questions to be repeated by the interviewer. It is impossible to
assure that all persons being interviewed have the same perception of a concept. For example,
if the issue to be measured is literacy, it would be fatal to leave the formulation of the
question to the judgment of each interviewer, Even if the question is phrased carefully, and
asked consistently the same way, there is potential for deliberate respondent distortion.
This is particularly true for issues like literacy where the question itself 1s sensitive In form-
ulating questionnaires it is important to rework the questions until they are specific, simple,
and cast in words familiar to all respondents. Before proceeding to the full field exarcise,
a field test is necessary to adjust the formulation of the questions.

The third technique for standardizing is to use interviewers who are not profes-
ionally related to the subject matter under study. Selecting interviewers is a difficult task
for survey research; ideally, they should understand the subject matter and the definitions
well enough to be able to explain questions about the survey to respondents, and to avoid
conceptual misunderstandings. On the other hand, it is best 1if the interviewer has no pre-
conceptions about the outcome of the study or any intellectual commitment to any particular
pattemn of responses. For example, extension agents are not the best interviewers in agricul-
tural studies because they tend to search for particular responses and to give the respondent
subtle indications of what he ought to be saying. An expert also faces the temptation tu ask.
questions in a leading fashion or to substitute his own impressions for the actual response,
The ideal interviewer does not exist; if he has enough understanding to conduct a good
interview, it is likely that he will also have a bias. There is no easy solution to this problem;
a balance must be sought in selecting interviewers between expertise anl subject matter
neutrality.

Assuring that the same questions are asked of all respondents, that the inter-
viewers have in mind consistent definitions, and that professional bias is mininuzed, all con-
tribute to defimitional standardization of the data gathered.

b. Techniques for Obtaining a Representative Samnple

A survey may be taken of every small farm household in a country, in which
case 1t would be called a census. If a smaller number of households are selected for interviews
on the basis that they are representative of the whole population. the selected group is known
as a “sample.” The process of selecting this sub-group is called “Sampling,” its objective
is to assure as far as is possible that the sub-group 1s representative of the whole population
so that inferences about the whole will be reliable.



27

i. Reliability and Sampling

When a small number of people or farms is used to estimate the characteristics
of a whole population, the confidence which we may place in these estimates depends on many
factors. Before examining these factors it is important to understand the survey research
concept of reliability. To the survey statistician “reliability” really means “replicability”
in the total population. For example, when political surveys are taken to ascertain voting
preference three months before an election, the fact that 80% indicate a preference for can-
didate X, and Y wins by a landslide three months later does not necessarily mean that the
80% estimate was “unreliable” in statistical terms. When the statistician publishes his results
and indicates that the 80% estimate is 95% reliable, he does not mean that there is a 95%
chance that three months later X would win, or even that 80% would actually vote for X if
the election were taken cn the date of the survey. He means that if the same survey question
had been ashed of 100% of the voters on the date of the survey there is a 95% chance that they
would have answered the questions in the same proportion as the sampled voters. It may be
that inside the voter's box people react differently than they do when asked in a survey.
Political, personal, economic, and social events will probably intervene in the three-month
interval betv.cen the sample and the election to change opinions. The questions in the survey
may have been ambigouously phrased, or the interviewers inadequately trained. Hence in-
accuracy or error in estimates may be divided into two classes: sample and non-sample error.
Sample error is that error which results because only a sub-group of the population was inter-
viewed; it is the difference in the pattern of responses obtained from the sampled voters
and the pattern of responses which would have been obtained if all of the voters had been
given the same questions at the same time in the same fashion. Non-sample error includes
4\l other sources of distortion such as conceptual ambiguity, inadequate training for inter-
viewers, inadequate quality control in coding, processing and interpretation, respondent dis-
tortion, etc. In the previous section the discussion focused on standardizing the gathering
process to minimize non-sample error; this section deals with techniques to assure that sample

error is minimized.

The techniques explained in the last section to minimize non-sample error fit
with common sense, quite the reverse is true for the techniques used to reduce sample error-
they usually run counter to the intuition of most people unfamiliar with survey research.
It has been proven that the reliability (the degree to which the sample responses represent the
total population) depends principally on the degree to which chance procedures are used to
select the sub-group interviewed, and the absolute size of the sub-group. The purpose of
this section is to explore the influence on reliability of alternative sample selection procedures
and sample sizes.

ii. Probability and Non-Probability Sample Selection Procedures

Probability samples are drawn from the whole population using chance pro-
cedures non-probability samples use other methods. In order to understand this difference
we mus explore the statistician's meaning of the word: “chance” and *“random.” If an inter-
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viewer were told to interview at random any ten people, the result would not likely be
“random™ or ‘“‘chance” selection which could be used to make reliable estimates about any
population. The interviewer might well find the “‘easiest™ tea people to interview, people not
at home would be excluded, he might even interview his family and friends. The group
selected would not bear any systematic statistical resemblance to the population as a whole.
In common usage the words “‘random™ and “chance™ are often used synonomously with
“haphazard.” To most people a process which is systematic is not random As we shall see,
the procesces for sampling referred to by statisticians as *‘random’ or *‘chance’’ are in fact
very systematic. Warwick and Lininger emphasize this point as follows.

“An example will illustrate the dangers of using nonchance sampling procedures,
or of mixing them with chance procedures. A study of women began with a
chance selection of dwellings in the study area However, bias arose when chance
procedures were abandoned n selecting the respondents. If the women in the
selected dwellings were not at home when the interviewer called, next-door
neighbors were substituted At first sight, this may seem like a peifectly reason-
able procedure, especially mn a study with himited budget and a tight deadline,
The results, however, revealed a decided bias in the respondents act ally chosen
for mnterviews Working and socially active women were seriously underrepresent-
ed in by a sampling method favoring those who stayed at home during the day.
Hence a seemungly innocent departure from chance procedures was highly
damaging to the results of the study.” (19)

It is important to note that the most troubling difficulty caused by non-chance
sampling procedures is that it is virtually impossible to estimate or detect bias without a
census covering the whole population, or without conducting a properly chance selected
sample survey for comparison. [n the Warwick and Lininger example the bias entered would
be impossible to detect and measure unless some superio data source 1s available, Chance
selections are the only methods for which carefully elaborated statistical methods are available
to estimate their own reliabdity. In most sample surveys, there is no superior data source
available; 1f there 1s, the survey itself would not be jusufied It is therefore important to be
able to estimate reliability without reference to external standards.

Non-probability methods of sample selection are often used in practice The
method used in most field tnps by AID officials uses the professional opinion of the expert
as the selection procedure. he visits farms which he thinks are representative, Limite budget
and time are poor excuses for ignoring the statistical power of random and chunce methods
in gathering sample information. Even field trips would provide improved information If
simple but setious attempts were made to see chance selected areas ana visit chance selected
farms or households. All too many field trips visit the health post that the AID dnver knows
how to get to. the farm owned by a friend of our local hire technician, or the corn field where
the local extension agent takes us.
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iii. Random Techniques for Sample Selection

Sampling situations may be divided into two groups--situations in which a list
of all sample units (per Me, farms, households, health posts, etc.) exists, and situations in
which there is no complete inventory available. Discussion begins with simple list samples,
since the availability of a list permits us to avoid most of the difficult and costly sampling
alternatives, but illustrates the principles of random selection.

SIMPLE RANDOM SAMPLING -

All samples begin with a clear definition of the population studied. If the pop-
ulation to be studied is defined as all small farms, then “small’’ must be defined. If a census
is available with names of producers and farm locations for all farms, and if the census also
identifies farm size, a list can be compiled containing all farms under 10 Ha., for example.
The name of each small farm producer could be putin a large um. Determining the size of the
sample required is the topic of the next section, so let us assume that the number of farms
to be included in the sample is 1,000. A blindfolded assistant could pick 1,000 names from
the urn and a perfect simple random sample would result with predictable statistical
characteristics, and 4 measurable relationship to all small farms.

Table 4

Excerpt from Taoles of Random Numbers
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33 18 S1 62 32 41 94 15 09 49 89 43 54 85 81 88 69 54 49 94 37 54 87 30 43
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79 75 24 91 40 71 96 12 82 96 69 86 10 25 91 74 85 22 05 39 00 38 75 95 79
18 63 33 25 37 98 14 50 65 71 31 01 01 46 74 05 45 56 14 27 77 93 89 19 36

74 02 94 39 02 77 55 73 22 70 97 79 01 71 19 52 52 75 80 21 80 81 45 17 48
54 17 84 56 11 80 99 33 71 43 05 33 51 29 69 56 12 7192 55 36 04 09 03 2
11 66 44 98 83 52 07 98 48 27 59 38 17 15 39 09 97 33 34 40 88 46 12 33 56
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While the method described is satisfactory, it is physically cumbersome and
statistical techniques have been developed to provide easier ways to accomplish the same
randomizing effect. Many variants are available on the theme of random number tables
which are used to make random selections from lists including a complete population. A
table of random numbers, like the preceeding one, is generated by a computer using a method
for selecting numbers in a specified interval in which each number in the interval has an
equal chance of being selected. The result is a table of numbers from 00-99 in which the order
is purely random, or selected by chance.

Before the proliferation of computers these printed random number tables were
often used to generate simple random samples. If there are 270,000 small farms in the total
population, and if 1,000 farms are to be included in the sample, a random number table with
six-digit numbets could be used. Starting any place or the table numbers would be selected in
any systematic fashion; for example, from right to lefi or left to right. taking each number or
every fifth one, etc. The list of all farms would be organized according to the alphabetical
order of the last names of the producers, and the farms would be numbered from 000001 to
270000. Each time a number is encountered in the table which corresponds to one of the
farms it would be included in the sample. This procedure would cortinue until 1,000 farms
were selected. A simpler method is tn use the same computer program which generated the
random number tables to produce 1,000 random numbers between 0 and 270,000.

VARIATIONS OF SIMPLE RANDOM SAMPLING FROM LISTS

There are a number of reasons for subdividing the universe for sample purposes
and treating each segment as a separate sample. One may bz an interest in using different
questionnaires; for ~xample, a sample of the rural target group may be usefully divided
between farmers and landless rural worker famuies so that a different income questionnaire
might be taken to the two groups It may be that age sub-groups are divided up in order to
improve the representative nature of the sample on the age variable. This technique of sub-
dividing the population is called stratification. Three important problems must be faced if
stratification is used. First there must be information avuilable on the stratification charac-
teristic for each of the households or sample units; if age is to be used to form strata, then
age must be known before the sample is formed. Secondly, if separate interview procedures
or questionnaires are used it will be impossible to be certain that the data are truly compar-
able between strata; stratification can often result in forcing a stratification 1n the analysis
as well as in the sample, with the consequence that two separate studies must be produced,
Thirdly, while most complicated stratification schemes start out with the intent of adding
reliability and representativeness, they are often defeated by their own weight. “Varwick and
Lininger explain:

“Elaborate schemnes of straufication :n survey research are often not worth the
affort Someunes social researchers are so anxious to improve the 1°preseniative-
ness of their samples on key variables that they produce designs that are
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unworkable in practice. At best there may be only slight gains in reprsentative-
ness und at worst the sample may be less representative than a simpler design
because of difficulties in complying with the overly complex procedures. The
information from the survey itself should provide an excellent basis for sub-
sequent classification of indviduals on complicated variables such as class. This
task can be done well only at the analysis stage when the relevant questionnaire
responses are available.” (20)

Stratification is a subject beyond the reach of this manual; all that need be
known by the DSP participant is that in some cases it may be useful, or even necessary to
separate the population into separate groups, on which essentially separate samples are drawn.
Once the separation is made, simple random sampling techniques are applied to each group
separately.

Another commonly used variation of simple random sampling is to use a pre-
selected interval on a list. For example, if the list of small farmers numbers 270,000 and a
sample of 1,000 is desired, a starting place on the list could be selected at random, and every
~70th farmer from the starting point (both forward and backward) would be selected for
inclusion in the sample. A similar technique is often used in urban surveys without a list
in which every 10th dwelling is selected for interview.

By adjusting the level at which the sample is taken, a wide variety of these tech-
niques can be imagined. For example, suppose that in a survey aimed at school children,
the school could be taken as the sample unit. Schools could be lis 4 and sampled at random,
then inside each selected school all children could be interviewea. Most of these techniques
are aimed at overcoming two problems. First is the unavailability of complete lists; it is
easier to find a list of schools than a list of all school children. Second is to overcome the
added costs of transportation and time wastage in interviewing a widely dispersed population.
If schools are the sample unit the interviews will cluster in a limited number of geographical
locations, thus reducing the distance between interviews. These techniques are referred to
as “‘clustering.”

AREA SAMPLING

Using geography as the sample unit has many advantages; the principal alter-
native to using lists for samples is called area sampling. Area sampling has the advantage of
not requiring lists of sample units as a starting point. It does, however, presume the existence
of mapping in sufficient detail to allow for reasonably detailed geographic subdivisions.
Area sampling proceeds by dividing the geographic area in which the subject population
exists into definable segments. These segments are then sampled on a random, or stratified
random selection basis. All of the subjects in the selected area segments are then interviewed.
In order to assure some control over the size of the final number of households included in
the sample, the country is usually stratified into four or five overall areas based on the ex-
pected density of households.
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A useful variation on the area sampling theme involves drawing the sample in
two or even more successive steps. First the area segments would be sampled so that only
a small randomly selected number of the areas are included. All of the households or farms
in each of these selected areas would then be given a short interview or enumerated to gather
just enough information for sampling purposes; no subject matter information would be
gathered. A simple or stratified random sample would be drawn inside each of the segments
from the lists generared in the erumeration stage, and the final interview made. The existence
of the area frame (a selected number of geographic areas) allows the sampler to reuse the
same areas but select a new list of households or farms each year from the lists generated
in the enumers.ion.

Area frames for sampling may be drawn on almost any consistent basis from
maps. They may be divided by artificial grid lines superimposed on the map, or by natural
boundaries such as streets, highways, rivers, mountains, etc,

As can be seen from the more complicated area frame sample structure, all of
the sampling elements (area, stratification, randomization, clustering) can be combined.
All that is necessary is that the system be random, and that the sampling system adopted
assure that non-chance influences are minimized.

NON-CHANCE INFLUENCES

One of the mast important non<chance influences in the most carefully designed
sampling system is the unavailability, or the refusal of a selected respondent to participate,
There is always difficulty in finding selected people at home, or on their farms. If the budget
for the survey is slim it may be difficult to go to the nearest town to locate the farmer for an
interview. If a selected farm or farmer is left out, the statistical basis for the sample is injured;
there are methods for overselecting such that the number of farms desired is obtained, but the
bias of not having the one selected 1s impossible to erase. The reason for this bias is that
“unavailability” is not a random phenomenon. Especially busy farmers with lots of trans-
actions in town may be more often unavailable than the average farmer. This unavailable
group is usually small and it is worth spending much more than the average interview cost
to find and include them.,

Another troublesome type of non-random influences are those sampled units
(households, farms, etc) whose questionnaires must be discarded because of inconsistencies
or errors., There is good reason to believe that these errors are not random; farmers intent
on confusing the untutored interviewer in a cost of production survey, for example, may
give information whose internal inconsistency only becomes clear in the analysis phase.
Farmers trying to hide high incomes may not be a random group Consistency checking and
questionnaire review in the field is the only adequate solution to this class of non-random
mfluence. If the errors are identified in the field, a reinterview will usually correct the
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problem. Surveys of small farmers in most LDC’s should include budgeting to reinterview
almost one-third of the households to clear up problems. Field control in all surveys is needed
if u high discard rate is to be avoided. In some cases these inconsistencies and errors are
adjusted automatically by the computer, and the questionnaire is retained. The technique
used identifies values in any questionnaire which do not lie within preset limits; these
supposed erroneous values are then erased in the computer memory and replaced by the
average for that value in the balance of the questionnaires. This allows the sample to remain
intact, while neutralizing the influence of a strange value. This technique has the disadvantage
of distorting the amount of variation in the sample, and because the pre-set limits are usually
established too broadly to capture a large part of the erroneous entries, it is a questionable
practice. In general, errors which Jeave the field are uncorrectable; the only chance for
reasonable adjustment is in a field re-interview.

Earlier it was noted that there are two types of errors in survey research: sample
and non-sample error. Quality control in the interviewing process was mentioned as a source
of non-sample error. From the previous paragraphs it can be seen that where quality control
in the field is lacking, the resultant questionnaire discards can indeed lead to significant
sample error; there is therefore an interaction between these two classes of error.

A final area in which sample and non-sample error interact is in refusal of
selected subjects to participate in the interview. In addition there is the concern, particularly
in questionnaires requiring long or multiple visits, that the respondent will begin hesitantly
but refuse to complete, or he may tire and give inaccurate responses toward the end of the
interview process. One of the counter-intuitive phenomena in survey research is the surprising
willingness of the overwhelming majority of respondents, particularly in underdeveloped
countries, to participate in surveys. There are, of course, many sensitive subject areas, and
culturally sensitive groups of people that do not fit this generalization. Except for population,
MANDATE issues are not generally difficult to survey, and rural populations in most deve-
loping nations are particularly receptive to appropriately administered surveys.

iv. Sample Size

The number of respondents has an important influence on the reliability of
sample survey information. Th: absolute size, and not the proportion of the population
sampled, is the principal size fuctor which determines the reliability of samples. Samples
of the same size would result in roughly the same reliability levels in a country with 3 millicn
in the total survey population, as in a country with 200 million. For most people this is
counter-intuitive; they would expect reliability to be related to the proportion of the pop-
;ﬂation which is included in the sample. Warwick and Lininger explain this phenomenon as
ollows:

“The greatest intellectual hurdle to the acceptance of samphing concems the
reliability of estimates. The potential user of survey research will often ask how
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one can possibly take a sample of 2,000 people 1n a country of over 200
mullion people and arnve at a reliable estimate of the number of multiple-car
families, potential voters who favor one or another candidate, and so forth,

Usually the most important factor in reducing the standard error 1s the absolure
size of the sample . . Newcomers to the field sometimes advance the common-
sense hypothesis that sampling error depends pnimanly on the proportion of
the sample to the total population. They mught argue, for example, thata §
percent sample of a national census will be five umes more reliable than a 1
percent sample, a 10 percent sample twice as rehable as a 5 percent sample and
so on. Whle this argument may seem plausible, 1t 1s erroneous.” (21)

In the short time devoted to sampling in DSP 1t is impossible carefully to outline
the algebraic proof of the concepts presented, and it is additionally true that in simplifying
and summarizing these concepts the presentation leaves out important exceptions to the
rules stated. There are cases where the proportion sampled is important, yet they are
exceptions and nnt the rule.

Since the absolute size of a sample is more important than its proportion of the
total population, some general comments should be possible about necessary size of samples
which is independent of the subject matter, and the size of the total population in question.
A factor which has an important influence on the necessary sample size is the degree to which
the final estimates are to be disaggregated. For example, if the political preference poll is to
be reported by state, with analysis of the position of voters in Virginia separate from each
of the other fifty states, then for sample purposes there are essentially fifty samples, each
with its own absolute size requirements, to achieve and acceptable level of reliability. If the
preference patterns of male voters is to be discussed as a separate topic with estimates from the
survey and by each state, then it is best to visualize the sample size requirements in terms of
100 separate samples. While these issues are not nearly as simple as they are here presented,
the underlying point about the importance of the absolute size of the sample, and the influence
of regional and other stratifications on sample size is essentially valid.

Since the absolute and nct the proportional size of the sample is the principal
size criterion, it is possible to talk about sainple size in the abstract without reference to the
size of the population studied. It is important to remember that each region or classification
stratum for which results will be presented separately constitutes a separate samplie for size
determination purposes. The important question for this section is, how many observations
(sampled units) are needed to reach acceptable levels of statistical reliability? While there
is no simple answer to this question which will work for all situations regardless of the
variation present in the population, it is possible to suggest a mmmmum size below which
reliable estimates are not likely to occur. That minimum s around thirty, that is, for any
region, or sub-type within a sample, it is necessary to have at least thirty observations (sampled
households, farms, etc.) before the sample error is reduced to acceptable levels. The reliability
acceptable is, of course, a relative idea and there are methods by which statisticians can
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estimate the probability that a particular sample finding would be inside a specified range.
For example, in a small farmer survey a statistician might say that the estimated average
income is $128 per capita, and that there is a 95% probability that the true population figure
is between $114-137. This range is called the 95% confidence interval.

Small samples under thirty observations do not generally have statistical
properties resulting in acceptable confidence leveis. Warwick and Lininger outline this
phenomenon in slightly more explicit statistical terms as follows:

“It is worth noting that, except for small samples of about 30 or less, the
attribute to be estimated (such as income) does not have to be nommally dis-
tributed in the population 1n order for the distribution of sample means to
approximate the normal curve... . This means that it is not necessary for family
income to be normally distributed in the population for the distribution of
sample means of income to approximate the normal curve.” (22)

While the thirty minimum rule of thumb may be useful to establish a general
range for the necessary sample size, it is not a sufficient guide to arrive at the correct figure;
each case may require the special skills of a sampling expert to establish the required number
of observations. It is important to remember that the structure of the sample will determine
the breakdowns possible in the analysis. For example, if a sample is designed to give reliable
estimates only on the national level, it is impossible to conduct analysis later at the regional
level and expect to maintain acceptable reliability. The basic structure of the analysis must
be known at the time the sample is structured.

¢. Time Phasing the Sample Survey

The data requirements of the AID project cycle vary at each stage, and the sur-
vey design which is most appropriate follows these differences. The different ways surveys
can be designed to fit the time phasing of the project is discussed in this section. For the
purposes of this discussion we will divide the project cycle into three stages. First is the
sector overview stage (DAP and Sector Assessment) in which the general characteristics of
the target group are outlined and the principal constraints which limit their improvement
are identified. The second stage includes project selection and design (PID, PP) in which
data provide guidance on the feasibility, costs and benefits of proposed projects. The third
stage is project monitoring and evaluation in which data provide a measurement of the actual
impact of the project.

There are no clean lines dividing these stages from the point of view of survey
design; almost any of the survey types which will be discussed in this section would shed
some light on all of the project stages. Nonetheless certain of the survey designs fit more
closely the data needs of certain stages,
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i. Simple Cross Sectional Surveys

A cross sectional survey is one taken at one point in time and not repeated.
It is an attempt to obtain a single snapshot of the situation studied at one point in time,
Cross sectional surveys are particularly appropriate for the first stage in the project cycle.
For sector overview a cross sectional survey will give a very detailed profile of the target
group. From this profile their major problems and potentials can be studied. Cross sectional
surveys are much easier to administer than the other survey types, and the costs are more
manageable.

The cross sectional survey can be used also to investigate cause-effect relation-
ships, and can also be used for the kind of analysis usually thought of as control greup
analysis. After discussing longitudinal survey techniques aimed at assessing the factors
associated with change and control group surveys, we will re-open the subject of cross sectional
surveys and explore how they can be used as substitutes for both of thesr iiternai;. =s.

ii. Control Group Surveys

Control group surveys are surveys in which two (or in some cases more) samples
are selected and given the same questionnaire. The objective of a control group survey is to
investigate causation in a semi-controlled quasi-experimental setting. The two groups are
called the experimental group and the control group. The characteristics of the two groups
are to be as similar as possible in all categories except those characteristics which are the
hypothetical causes, and those characteristics which are hypothetically affected. The idea
is to hold everything constant except for the supposed cause, and then to measure the
characteristic affected by that cause. Control group surveys test hypotheses about cause and
effect.

For example, fertilizer is supposed to increase yields in com. That is a causation
hypothesis and it can be tested in a control group survey. Two groups of farmers would be
selected; first, a random group of farms growing com and using fertilizer-this is the “exper-
imental” group. A control group of farnmers would then be selected who grew com but did
not use fertilizer, however this second group would not be selected at random. The second
group would be farms whose characteristics match those of the experimental group in every
respect except two-they did not use fertilizer in corn, and their com yields need not match
the experimental group. Notice only the supposed cause (fertilizer) and the supposed effect
(yields in comn) are allowed to be different in the two groups. The selection of the control
group is costly and difficult, farms of similar size, similar soil, similar managerial talent, similar
climate, similar seeds, similar disease problems, similar credit situation, and so on until every
factor which may cause yields to increase has becn controlled. If a difference in yields 1s
observed the analyst is willing to sayv that fertilizer, since it was the only significant difference
between the two sets of farms, is an apparent cause of the yield increase.
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Control group techniques are particularly useful in project selection, design
and evaluation. In project selection and design, the cost benefit analysis technique requires
“with project” and “without project™ data on costs and benefits. With-project situations
are essentially experiment groups, and without-project situations essentially control groups
in a control group survey. Evaluation can be done through the medium of carefully designed
control groups.

The underlying idea of the control group is one which underpins much of the
survey research field and it is important to understand both the theory and its defects in
order to understand data gathering and interpretive techniques. Cross sectional control groups
have two important disadvantages. The first is that it is very costly and difficult to find farms
(or households, etc.) which match on a wide variety of characteristics but differ in just the
one which is to be studied. In order to be properly undertaken, a preliminary survey must
be conducted on a large population simply to identify their characteristics for the purposes
of selecting the control group. This difficulty hus led to the use of experiment farm and
laboratory experiments where it is much less costly to control all of these factors. While the
experiment farm seems a solution to the agronomist, it is not so for AID. It has long been
known that the most difficult part of the agricultural chain of causation which stands between
the small and poor farmer and prosperity is not captured very well in these controlled
experiment farm studies. Too much is controlled, 2nd too much of that which is vital in the
causation of increased com production in actual small farms is thereby ignored.

The second problem related to control group techniques is a conceptual one
dealing with the choice of which factors are to be controlled and which factors are to be left
uncontrolled. The problem is to decide which characteristics of the experimental group of
farms (fertilizer users) we wish to match with similarities in the control group farm, and in
which characteristics we will tolerate differences. In order to highlight this problem let us take
the example of the fertilizer control group survey discussed above. We can make a list of
the factors which we wish to be similar in both the control and experimental group farms,
and the residual or all the rest we are willing to leave uncontrolled; they may be similar or
dissimilar. First let us make the list of characteristics we wish to be similar-significant acreage
in com, similar soils, similar climate, similar management skills, similar amount of labor,
similar pesticides, similar irrigation, and many others. Factors like irrigation need to be con-
trolled because of their independent power to increase yields, if one farm used no fertilizer,
but irrigated heavily, while the other farm fertilized but did not have any irrigation water,
if both farms are in dry climates, the results could be erroneous with reference to fertilizer.
However, there are problems with our formulation; let us take labor for example. Labor-is
like irrigation in some respects; that is, a sizeable increase in the labor input for weeding and
cultivation may overcome the fertilizer advantage. However, if labor is therefore controlled,
or kept constant between the two groups of farms, it will be impossible to observe a yield
increase difference due to fertilizer even if there is one, because it will obviously require added
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labor to harvest the added production, and to apply the fertilizer, transport it, etc. This leads
us to the core of the second difficulty of control group surveys, they are only really useful
when there is already fairly complete evidence of the nature of the cause and effect relationship
such that all of the related links in that chain (added labor, increased credit for fertilizer, etc.)
are well enough known that they can be left uncontrolled without clouding the interpretation
of the experiment. Control group techniques are theoretically complicated and can be
misleading where our understanding of the situation studied is not sophisticated prior to the
study. In many project selection situations it may be necessary to draw control group data
to supply cost benefit analyses, even when the level of prior understanding of what causes
the benefits is poor.

iii. Successive and Panel Surveys

Up to this point only cross sectional control group surveys have been discussed.
There are also longitudinal (successive) control group surveys. In this type of survey an ex-
perimental group and a control group would be picked as in the cross sectional case. The
difference is that instead of a single survey taken at only one point in time, the two groups
would be re-surveyed at least on one later date, and perhaps often over a long period of time.
Since a survey in which the same units are sampled repeatedly over time is called a “panel,”
the technique of re-surveying an experimzntal and a control group over time is often referred
to as a panel study with a control group.

To track changes which occur over time may be useful for evaluation purposes
to identify the impact of an AID program which takes time to implement and mature. Project
participants may be observed over time to see if their participation results in observable
differences, both positive and negative. Since differences which occur over time may be due
to non-project influences it is often necessary to also include a panel group of non-project
participants in the form of a coantrol groun to observe over-time differences which occur
without the project. Successive surveys are those taken in different time periods with the
same questionnaire but with different sample units (farms, households, etc.).

While the three survey types are different in some respects, they may each be
used for similar purposes. A panel study may be thought of as a control group study in
which the control group is the subject in the first observed survey; the experimental group
is the subject (farm, household, etc.) in later year surveys. Cross sectional surveys may be
used to identify cause and effect in control group fashion, Cross sectional surveys even on
a post-hoc basis can be used for project evaluation if properly designed.

After short exposure to these different types of surveys, it is usually easier for
the newcomer to survey reseaich to select which of these types would be most appropriate
to each AID project stage than it is for the experienced survey researcher. Practical factors
like budget availabihity, availability of trained supervisory personnel, availability of maps
and lists, existence of rapid inflation, etc., will often have more influence on which design
would be chosen than do the theoretical issues mentioned in the earlier discussion.
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PARTC
ACCOUNTING AND MEASUREMENT OF MANDATE OBJECTIVES
1. The Role of Accounting in Mandate Measurement

Accounting serves two important functions in the measurement of Mandate
projects. Appropriately undertaken accounting procedures can be used as a techn.~ue for
final analysis and interpretation of data gathered on the target group. Accounting is also
a necessary intermediate data processing step in preparing survey information for analysis
in the event that the measurement involves income or nutrition. It is a fortunate coincidence
that the principal ‘“‘overarching” mandate objective, income, is most adequately analyzed
using cost accounting techniques familiar to almost all AID personnel.,

The purpose of this section is to outline how simple accounting techniques may
be used both as intermediate data processing and final analytical procedures in measuring
mandate objectives.

The section begins with an outline of farm level accounting procedures in the
context of the small farmer in developing country. The section concludes with an examina-
tion of the use of accounting as an interpretive and final analytical tocl.

2. Farm Level Accounting

Of the six mandate ob}ectives only income and nutrition require detailed
accounting. For the purpose of i"ustrating the use of accounting techniques, income will
be used as the example, and the small farm will be the subject.

The small farm is a complex business from an accounting powmnt of view-almost
all of the techniques used in accounting for large enterprises must be employed in order to
arrive at acceptable small farm estimates of net income. It 1s important to recognize at the
outset that net income cannot be estimated directly on small farms; that is, it would be
impossible to simply ask the small farmer what lus “income™ is. The first problem which
makes a direct estimate impossible is that very few small farms keep records which would
be the basis for such an estimate; and even if they did, the accounting conventions used on

each farm would be so different that the estimate would be useless for comparison purpaoses,
The only way to estimate small farm net income reliably is to gather accounting information

on the farm business and then use this information to elaborate a set of consistent income
accounts for all of the farms in the survey.

A small farm, drawn haphazardly from a sample of supervised credit borrowers
in Colombia, will be used as a case study to explore income accounting, The first character-
istic to note about the 4.48 Ha. sampled farm is the complexity of the business. This
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particular farm is really made up of seven different subenterprises, which must be deait
with individually from an accounting point of view if the income pattern of the farm is to
be uaderstood. The individual crop and livestock activities are called “enterprises,” and the
accounting which deals with them separately is called *“‘enterprise accounting™ or ‘‘partial
budgeting.” In the sampled farm these separate enterprises are potatoes (.5 Ha.), com inter-
planted with beans (1.56 Ha.), wheat (1.24 Ha.), barley (.64 Ha.), sheep (2), milk cows (2),
and swine (1).

a. Enterprise Accounts

Enterprise accounts are simply tables which contain the inputs and outputs for
a particular crop or livestock activity. The inputs and outputs may be indicated in either
physical quantities, or values, or preferably both. Table 5 is a part of the enterprise account
for potatoes in the sampled Colombian small farm for the crop year 1968-1969.

Table §

Enterprise Account for Potatoes 1968-69 (0.5 Ha.) for a Sample
Small Farm in the Department of Boyaca Colombia

Quantity Values 1n 1968 Valuesin 1968
Col. Pesos USS (at 16.0 Pesos/S)
PRODUCTION

Total 4,625 Kg.

Sold 4,375 Kg. $4.150 $384

Consumed 250 Kg. ( 350)* ( 22)*

COSTS (Direct)
Seed 300 19
Fertlizer 1,006 63
Pesticides 290 18
Rented Machinery/Animals 60 4
Sacks 240 15
Transport 180 11
Labogr-Hired 15 man days 280 18
-Family 69 man days (1,242)* (7D

Totsl Direct Costs

Without Imputed Fam. Labor $2,356 $147

SOURCE Incora Soliciug De Servicio Y Plan De Crédito Supervisado (AID Subsample of farm budgets), Bogota, 1970.
*® Consumed produce valied ar the same pnce as theproduce sold of 41 40 Kg.
** Fa:mly labor given an imputed value at the wage rate paid to hired labor.
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b. “Welfare’ and “‘Efficiency’’ Definitions of Net Income

Before attempting to calculate net income for this fanm we must choose a
definilion for ‘“net income.” Net income from potatoes on this farm could be defined as
the total value of production including the value of consumed produce (USS384+USS22=
USS406) minus the value of inputs, not including family labor (USS147) resulting in
USS259 net income. Care must be taken in this definition to assure comparability and to
guarantee that the definition fits the intended analytical use. We might pick the economist’s
definition of “‘pure profit” as the definition, in which case reasonable payments to all factors
must be removed in addition to the direct costs which are listed in Table 5. Factor payments
would be subtracted to family labor, to family manugement or entrepreneureship, to capital,
and to land. If the intent of the analysis s to evaluate the bare technical efficiency of enter-
prise alternatives, this pure profit definition is perhaps the best. If the estunates are to provide
a basis for comparison of family weifare, then an alternative definition must be sought. To
the degree that the net income measure 1s accurate as a welfare measure, it loses its accuracy
as an efficiency measure. The reason for this difficulty is that family welfare depends as
much upon the ownership patterns of factors as on the efficiency with which they are used,
For example, land is not subtracted as 2 direct cost in Table 5 because the small farmer owns
his land and pays no rent;if he were a renter, in his region he would have to pay approximate-
ly 835 for the 5 Ha. of lugh quality land used in potatoes.

Land is an important agricultural input; if we subtract its cost from the renter,
but not from the small farmer who owns his land, the resulting net income figure will be a
better measure of true welfare, but an inferior measure of the efficiency with which net
income is generated. To make matters more complicated, many small farmers hold their
land in more than one form of tenure; it is common for them to own a part of the land they
use, rent a part, and even have another portion in a sharecropping arrangement. If there is no
accounting adjustment, the net income from potatoes will depend as much on the plot in
which it is planted as on the wherent efficiency of its production

If the population to be studied has reasonably homogeneovs patterns of land
ownership, there is no need to employ accounting adjustments, cash flow accounts will give
acceptable efficiency measures and will provide accurate measures of welfare !f the tenure
patterns vary, then two separate measures are required, one which focuses on efficiency-
subtracting and actual or imputed cost to all factors-, and one which focuses on welfare-
subtracting only payments for non-owned factors. What has been said of land 1s also true
for other factors such as capital (either financial or capital goods like equipment), labor,
and management.

Capital presents special accounting problems for small farms. Any busmessman
knows that before he arrives at a net income figure, he must subtract the costs of his capital
goods which are wearing out through use and decay No allowance s made in the costs
outlined in Table 5 for wearing out the farmer’s tools, his milk cows, buildings, fences, or
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equipment. The cost of rented equipment is included, but in the case of the sampled farm
the farmer has US$102 of tools and US$225 invested in milk cows. The wearing out of these
capital assets must be subtracted in order to get a reasonable estimate of his true net income,
The purchase of capital goods tends to be “lumpier” for small farmers than for large ones
because they are more infrequent and represent a relatively larger proportion of annual trans-
actions when they occur. For example, the sampled farmer purchased a aew milk cow for
US$113 in 1968 and received only US$34 worth of milk, all of which was consumed in the
farm. If a simple unadjusted cash flow account were taken, the farmer would have a sub-
stantial dificit from the milk enterprise. If the cost of the milk cow (minus salvage value)
is divided as 2 cost among the seven years of useful life (US$113-salvage value of US$50=
US$63/7 years=US$9 cost per year), the milk enterprise looks much different as an income
producing alternative,

Using the adjustments which have been described, Table 6 re-estimates the potato
enterprise account for the sampled small farmer.

The Jifference between the welfare and the efficiency measure of net income is
substantial. Accounting for potatoes is relatively easy compared with livestock activities
interplanted and tree crops.

c. Farm and Household Income Accounts

A complete farm account is simply the sum of the individual crop accounts In
most analyses it is important to see the differences in welfare contribution and efficiency be-
tween the various farm enterprises. If all that is sought is a single estimate of the average
family income, the allocation of indirect and capital costs explained in Table 6 can be avoided,
and the data can be aggregated at the start to the farm level. Leaving out the enterprise
budgeting step is tempting directly to farm or household income accounts. This had two
dangers. The first is that inaccurate inferences will be drawn about crop level efficiency, and
secondly the important potential of aitering crop mix to increase income will be obscured.
Without knowing the net income contribution of each ciop or enterprise, it is difficult to
understand the factors which influence and determine net income. The net income contribu-
tion of different crops ranges widely, some crops on small farms have 20 times the income po-
tential of others; with these wide ranges in income potential, it is difficult to understand in-
come patterns without enterprise budgeting. To illustrate these ranges, Table 7 presents the
net income obtained on a sample of small farms ir. Guatemala.

Most farm level accounts are the product of aggregated enterprise accounts
rather than direct estimates.

In order to move from farm to household income accounts, data are required
on off-farm income and expenses of individuals defined as a part of the household. It is
common for farm families to work for wages outside the farm, and it is also possible that
non-farm business activities are undertaken by the farm family.



Table 6
Adjusted Enterprise Account for Potatoes in a Sampled Small
Farm in Colomba, 1968-69
Farm Size 4.48 Ha. with 0.5 Ha. in Potatoes

Output
Production Value of Output 1968-1969
in 1968 Colombian Pesos in 1968 USS

Total Potatoes (4,625 Kg.) $6,500 $406

Sold (4,375 Kg.) 6,150 384

Consumed (250 Kg.) 350 )

Input
Costs Costs in USS 1968
Welfare Measure Efficiency Measure

Materials USS115 USS115S
Transport 11 7
Machinery and Animal Power 73 7

(Operating + Depreciation) b
Direct Labor 18 9§
Indrect Labor g .} Management = e l6c':l
Depreciation of Buildings + Installations 2 2
Land (Imputed 10% Return or Rental) e 35¢
Capital (Non-Land Durables and ¢

Circulating Capital) 20 438
Taxes, Commissions, etc. 3 3
Total Costs USS176 USS313
Net Income $230 $ 93

SOURCE Incora Solicitud De Servicio y Plan de Crédito Supervisado’ (AID subsample of farm budgets), Bogota, 1970
ARentals (34) plus depreciation on tools and equipment owned (5102-10 years X 2582 53), where 2518 the proportion of all
general expenses allocared to potatoes Total $4 plus 2 6 =56 6 rounded =57
$leed $18 plus fanuly 877
ZEsnmared at 4 percent of gross value of production

$187 in burldings and improvements, usetul life 30 y cars, salvage value equals 0, X 25,
;A verage rental for like potato properry in tius region equals S35 per vear

4ceual interest pard for loans

a

SImputed return to farmer's non-land capital plus actual interest paid  {mputed renunin calculared ar 10 percent
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Table 7

Net Income per Ha. in Selected Crops (USS) on Small Farms in Guatemala, 1974

Range in Net Income per Hectare in USS

USS100-199 USS500-599 US$700-899 USS$1,000-2,999 USS5,000-8,999
Com Tomatoes Peppers Avocado Flowens
Wheat Carrots Oranges Onions Apples
Com + Beans Cauliflower Garic
Comn + Sorghum Potatoes
Sorghum
Beans
Sesame
Peas
Chickpeas
Peanuts

SOURCE Scmuel Daines et al , Analisis Del Impacio Del Credito De Fincas Pequefis Sobre Ingreso, Empleo, Y Produccion
Agropecauria, Volume II, Analisis de Rentabilidad de Cultivos y Produccion Pecuara, AID and Guatemalan Netional Pianming
Council, Washington, D.C., 1976, 64 pp., p. 25. .

3. ACCOUNTING AS AN ANALYTICAL TECHNIQUE

While we have treated accounting as a way of preparing data for analysis, it
can also be used as an analytical technique in its own right. Many of the concepts or comp-
utations found in farm level income accounts, for example, provide important analytical
conclusions about the target group which can be used for project selection design, monitoring,
and evaluation. This section explores a selected number of examples of how the results
of simple accounting exercises have been used in AID project analysis related to the Mandate.

Part A outlined AID Mandate objectives in measurable form suggesting what types
of data are required, Part B discussed ways of gathering that data, and Part C has so far ex-
plored the use of accounts to format t'ie data so that it could be readily analyzed and in-
terpreted. Parts D, E, and F explore techniques of interpreting and analyzing data. The last
section of Part C, which commences here, is a bridge between the accounting discussion and
the data interprctation parts which follow.

Net income accounts are the most difficult to elaborate, but they are by no means
the only type of account which may be useful for mandate measurement. Income,
employment, production and land use accounts will be discussed below.
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a. Income Accounts

In the short space of a few paragraphs it is difficult to illustrate the variety
of ways in which income account data can be utilized in the AID project cycle. The examples
given below are only indicative of the many ways this data could be used,

To illustrate the use of net income accounts in project identification and selcc-
tion, sample tables from the Costa Rica AID mission documents will be presented. Table
9 shows excerpts from the basic small farm net income accounts. This is the basic source
from which the latter tables are drawn. This net income account table was produced for
each province and canton which allowed the AID perscanel to pinpoint areas of concentrated
poverty.

Table 8
Farm Family Income in Costa Rican Colones (1USS$ii7.7 Colones)

Poor Farms Only (A)
(National Averages)

Farm Size Category Less than 2t049 5t099
Income Sources (0) 1 Hectare Hectares Hectares
(1) Number of Farms 8,988 6,501 3,841
(2) Wage Income 1,5934 2,026.7 2,504.4
(3) On-Farm 441.9 1,581.6 2,129.5
(4) Off-Farm 1,151.5 4450 3748
(5) Ag. Sector 166 5 72.0 85.5
(6) Other Sectors 9850 3729 289.3
(7) Farm Production Income 1,164.4 1,952.7 1.894.5
(8) Gross Farm Sales 1987.9 4,6139 6,297 5
(9) Production Costs 823.5 2,661.1 44030
(10) Rired Labor 62.3 249.5 571.0
(11) Matenals 722.8 2,1243 33574
(12) Transportation 382 287.2 474.5
(13) Other Income 3050 5287 506.7
(14) Auto Consumption 79.7 2974 3663
(15) Housing 225.6 231.2 240 4
(16) Total Net Famuly Income 3,063.3 4,508.1 50057
(17) Non-Cash Income 7473 2,110 4 2,736 3
(18) Cash Income 23160 2,397.7 22693

SOURCE  Ruhavd Kreuman, Rural Poor Profile, Costa Rica, Agency tor Internationai Development Woslungton, D C
1976, p 100

9 A poor farm 18 a jarm of less than 20 heciares in wiich total net per capita income (line [6) 13 less than 1400 colones
per januly member, equualent to the aid poverty defimution of S150 per capita per vear in 1969 prices Al iclues m 1973
coloncs
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This basic income account was used to identify the number and size of target
group farms as indicated in Table 9, and to focus in depth examination of project altematives
in province. ‘see Table 10) and Cantones (not illustrated here) with a high incidence of small

farm poverty.

Table 9
Costa Rica 1973
Income Level of Farm Families by Farm Size
Farm Size No. Poor Average Income Average Income Poor
Farms per Capita of per Capita of Income as
Poor Farms Non-Poor Farms ~  a%of
Non-Poor
“Landless” Farms 2,870 470 3,258 144
0to]l Ha 9,018 494 3,622 13.6
1to2 Ha 4336 562 3847 146
2toS Ha 6,550 636 4,017 158
Stol0 Ha 5,896 643 4,634 139
10 to 20 Ha 4,079 582 4,722 123
Over 20 Ha 0 na 4,771 n
All Farms 30,739 562 4,449 12.6

SOURCE: Kreitman, Rural Poor Profiles, Tables 1A and 1B.

Table 10

Costa Rica 1973
Distribution of Poor Farms by Province

Province No. of Percent of Average Income Income as 2
Boor Nat. Poor per % of Nat. Ave.
arms Farms Capita for Poor Farms
San Jose 8,593 282 558 99.3
Alajuela 6,767 222 587 104.4
Cartago 3314 109 521 93.9
Heredia 1,146 38 426 758
Guaaacaste 4422 145 §88 104.6
Puntarenas 4,626 152 566 100.7
Limon 1,653 54 na na
Total 30,521 1000 562 100.0

SOURCE Krewtman, Rural Poor Profiles, Table 14
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Comparisons of enterprise income accounts revealed that almost all of the income
difference between the poor and the non-poor small farms could be accouated for by diff-
erences in the amount of coffee cultivated. Thus a simple examination of a well elaborated
set of enterpnse accounts pinpointed the factor which differentiates the poor small farmer
from the non-poor.

Income accounts are vital to cost/benefit and other analysis used during the
project selection phase.

Project evaluation may use simple comparisons from income accounts between
the group involved in the project and a control group. This technique wns utilized in
evaluating the income impact of a small farm credit project in Guatemala. Table 11 illustrates
the use of the income accounting information in this evaluation context.

Table 11

Guatemala Net Income Per Family Laborer on Small Farms in
the Central Highlands by Farm Size and Credit Type

Farm Size Credit Fauns No-Credit Farms
o-1Ha, 324 75
1-3 Ha, 124 124
3-5Ha. 105 -26
5-10 Ha. 147 137
Average for All Siall Farms 0-10 Ha. 140 86

SOURCE Survey of the Se ctor Piiblico Agritola, 1974

b Productionn Accounts

Production accounts showing the distribution of production by crop type, region,
farm size. etc, can be used at all project stages. The example cited in Table 12 showing
the production difference between credit and non-credit farms could be used either to
evaluate a credit project, to provide data for a cost benefit analysis of a proposed credit
program, or to monitor an ongoing project,
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Teble 12

Guatemala
Credit Impact on Output by Farm Size and Region
(South Coast Excluded)
(Percantage Superiority of Value of Output on Credit Farms)

Central Highlands Southeast Highlands Northeast All Regions
0 - 1 Hectares 112% 94% 255% 147 %
1 - 3 Hectares 54 39 61 37
3 - 5 Hectares 99 17 -3 20
5 - 10 Hectares -3 22 88 12
10 +Hectares 23 5 41 17

SOURCE. Survey of the Sector Pliblico Agrfeola Guatemala, 1974,

¢. Employmenr Accounts

An employment account contains a statistical description of the available working
days and their use for a particular population. Table 13 shows the summary of an annual
employment account for Cuatemala in the minifundia area of the Central Highlands. Table
14 illustrates the monthly on-farm employment rate drawn from a monthly employment
account,

Table 13
Guatemala Employment Account?
(Central Highlands)
% of Available % of Available Total Employment Rate, Percent
Family Labor Family Labor of Family Available Map Days

Utilized On Farm  Employed Off Farm  Employed On and Off Farm

Small Farms Total 18.5% 23.5% 42.0%
Credit 243 313 55.6
No - Credit 14.6 17.5 321

Large Farms Total 209% 522% 731 %
Credit 30.0 700 1013
No - Credit 103 474 64.9

aEmploymem rates for family labor by farm size and region (percent of available family man days unlized) (280 days equals
1 year).
SOURCE" Survey of the Sector Pibhco Agricok.
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Table 14

Guatemala Small Farm Monthly Employment
(On-farm Employment Only)

All Small Farms 0-1 Ha. Farms
January 14.1 7.2
February 116 44
March 14.8 6.4
April 29.1 44
May 429 6.1
June 41.6 5.6
July 26.6 42
August 30.6 34
September 28.0 35
October 18.9 6.8
November 253 6.2
December 33.9 3.8

SOURCE Swrvey of the Sector Piblico Agrfcola Guatenala, 1974

d. Land Use Accounts

An account showing the availability and use of land in small farms 1s termed
a land use account. Table 15 presents a land use account for small and poor farms in Costa
Rica, and Table 16 illustrates how comparisons from these land use accounts between poor
and non-poor farms can be used to identify differences which could have project implications.
Note in Table 16 how consistently the poor farms have a larger percent of their land n annual
crops and fallow. This might lead to a preluminary project hypothesis that a project aimed
at assisting small poor farmers to cultivate more dermanent crops would lead to an inciease
in their incoime.
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Table 15
Land Use Account by Farm Size
Totals per Size Category a
Poor Fars P
Costa Rica

Farm Size Category “Landless’ Less than 1to 19 2t049
Land Use Category € Fams 1 Hectare Hectares Hectares

(1) Number of Farms 2,870 9,019 4,336 6,550
(2) Total Area 00 3,906.5 5,844.6 20,530.3
(3) Quitivated Crop Land 00 1,218.5 2,470 7.131.1
(4) Annual Crops 889 1,450.0 2,525.0 6,811.3
(5) Cereals 86.9 1,233.2 2,234.3 6,308.8
(6) Vegetables 1.5 875 67.1 979
(7) Tubess 04 81.3 1023 170.2
(8) Tobacco 0.0 47.8 121.2 2342
(9) Land in Fallow 889 ~2314 -278.0 319.8
(10) Land in Permanent Crops 00 2,04.8 2,250.7 51150
(11) Coffee 0.0 1,525.1 15115 2911.6
(12) Cocoa and Coconut 00 120 64.3 479.6
(13) Sugar Cane 0.0 165.2 245.6 5839
(14) Fruit Trees 0.0 735 99.6 2890
(15) Pastures 0.0 359.8 904.7 6,021.3
(16) Forest 00 283 61.6 415.7
(17) Other 00 2379 3804 1,843.0

@ A poor farm i3 a farm of leas than 20 Hectares on which total annual per capita itncome is less than 1400 Colones per family
member. Equivalent to AID pcverty definition of $150 per capita per year in 1969 prices.

b In Hectares.

€ Definitions of land-use categories are.
(2) Total urea equals (31 (10)+(15)+(16)+ (17).
(3) Cultivated crop land equals (4/+ (9). Permanent crops are not inchuded in this category,
(9) Land in fallow. When negative indicares multiple cropping.
{10) Land in permanent crops equals (11} (124 (13}+(14).
(17) Other land uses include buildings, roads, windbreaks, corrals, etc.

SOURCE. Richard Kreitman, Rural Poor Profile Cossa Rica, Agency for Intemational Development, Washington D.C.,
1976, p. 109.
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Table 16

Costa Rica 1973
Land Use by General Use Category
Percent of All Land in Each Use Category

Farm Size Percent Cultivated Annual Crops Percent in Permanent Crops
or in Fallow
0-1 Ha,
Poor 31.1 52.7
Non-poor 204 619
1-2 Ha,
Poor 384 38.5
Non-poor 244 58.0
2-5Ha.
Poor 34.7 249
Non-poor 20.3 48.8
5-10 Ha,
Poor 254 14.5
Non- poor 17.7 36.2
10 - 20 Ha.
Poor 220 7.1
Non-poor 17.6 20.9

SOURCE Kreitman, Rural Profiles, Tables 2D and 2B

e. Summary

With a set of the above descnibed accounts in hand, a wide variety of analytical

and interpretive work can be undertaken. It is unfortunate that much analysis of the target
group bypasses this necessary step in analysis and proceeds directly to interpretation and pre-
scription.  Small farms are complex business enterprises, and we are likely to understand them
only if care is taken to capture the accounting relationships which describe that business.
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PART D

ANALYTICAL AND STATISTICAL TECHNIQUES FOR INTERPRETING
DATA ON MANDATE PROJECTS

The earlier parts of this manual discuss what data are required for the analysis
of Mandate projects, how to gather them, and hov' to arrange them in accounts for analysis.
This section begins the discussion of techniques for analysis and interpretation of these data.
Parts D, E, and F deal with three separate classes of techniques. Part D provides a brief over-
view of the range of statistical techniques for displaying and interpreting data, Part E deals
with the cost/benefit technique, and Part F with sector level assessment techniques which are
broader than a single project.

1. SIMPLE COMPARISONS , INDICES AND CROSS TABULAR DISPLAYS

This subject does not require exposition; all DSP participants are famihar with
the use of inventive tables and indices to display data and to illustrate project characteristics.
The reason for including this section is simply tc emphasize the importance of these quanti-
fications in project analysis. The science of project analysis has developed to such a stage that
many AID practitioners hesitate to attempt such analysis on the grounds that it requires
specialized analytical skills. In most project analysis cases, the major deficiency is not analysis,
but data. Most often a clear concise table displaying relevant project impact data would be
a major improvement in the quality of project analysis. The fact that such information is
not presented is not the fault of insufficient analysis, it is usually because the basic project
data simply do not exist. As the discussion in the manual now shifts from data gathering to
analysis, it should be remembered that extensive and sophisticated analysis of inaccurate and
only partially relevant data, while retaining the appearance, lacks the substaince of good
project analysis. A common mistake in AID project analysis is to expend the large majonty
of project analysis funds on analysis and interpretation, and little on data gathering and
accounting,

The techniques of project analysis have progressed far beyond their data base,
The desire of AID to have improved project analysis has unfortunately focused on analytical
technique and not on basic data and simple accounting which are required to achieve
believable results.

It 1s often true that sophisticated analy tical techniques are used as substitutes for
accurate data: that is, in the absence of a direct measure of a characteristic or phenomenon,
a compiex technique can be used to elaborate an “estimate”, For example, benefit/cost
analysis begins with an estumate of a diffcrence which the project will make m some
charactenstic of the target population. If there are data on what this difference actually 1s
in similar projects, alimost all of the benetit/cost work is already done, and the usefulness of
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tie result is assured. If such data do not exist it can be estimated by the use of complex
analytical techniques. If data are available indicating the difference which the project will
make based on measured experience in the field, a simple table comparing project to non-
project popul-tions suffices to display that data; no added analytical tcchnique is needed.
Performing re jression analysis, or complex inter-temporal discounting will add very little
analytical strength to such a finding. A gram of accurate project data is worth a kilo of project

analysis.
2. OPERATING RATIOS

The next step up in the complexity of analytical technique is the elaboration
of accounting or *“‘operating’ ratios which capture per unit characteristics of the target group
household, farm, or business. These ratios combine various accounting characteristics into
a fraction, the intent of which is to mcrease the comparability between farms or firms. The
DSP participant should refer frequently back to the farm and enterprise accounts in the last
part to visualize the origin of these operating ratios. For example, let us take employment or
labor characteristics. We may wish to compare the labor intensity beiween farms, or even
types or sizcs of farms, to explore the project hypothesis that small farms use more labor,
and therefore a small farm project will have better employment impact than a large one.
It would not be useful to compare the absolute amount of labor (in man days) used orn large
farms with small ones, since one wouid expect the large farm to use more labor simply because
it is larger, To maxe labor comparable between farms of different size, three different labor
operating ratios could be devised, The first might be a labor/land ratio, with the number
of man days utilized in tiie numerator and the number of hectares in the denominator. Since
large farms also have a larger proportion of unusable land, this ratio might not be as accurate
as a ratio using either arable or cultivated land in the denominator, Table 17 contains laber/
land ratios which follow this definition for small farms in Guatemala.

Table 17
Labor/Land Operating Ratios for Small Farmis in Guatemala 1974
] Man Days Utilized per Arabie fa.

Farm Size Credit Farms No-Credit Farms
0-1ta. 227 160

i-3H 111 93

3-5H. 82 64

§.10 Ha. 75 54

10 - 20 Ha. 44 2

20 - 50.Ha, 40 27

50 - 100 Ha. 24 20
SOURCE  Survey of she Sector Piblica Agricola, 1974, ' )
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By carefully designing the comparisons of these operating ratios, a substantial
amount of interpretive meaning can be obtained. ¥or example, in Table 17 the comparisons
are not only by farm size, but also between small farms with and without institutional credit.
Two project hypotheses appear to be supported by this simple comparison, first that smaller
farms are significantly more labor intensive than larger ones, and secondly that for farms
of similar size, credit appears to be associated with higher labor intensity.

From a different perspective, labor intensity might be viewed as the quantity
of labor utilized per capital unit, as distinct from land unit. To measure this concept a dif-
ferent operating ratio relating labor and capital m.ght be formulated with man days in the
numerator and value of capital in the denominator The sample measure presented i Table
18 differs from the one defined only in that the labor unit is a man year not a man day.
Capital is given using two definitions, one which includes the value of the land, and one
which excludes it. By extending the comparisons beyond the country studied, added
perspective may be gained on the particular issue analyzed. Table 18 appears to confirm the
project hypothesis that small farms are more labor intensive using an operating ratio with
a different perspective on the same labor intensily concept.

Table 18
Labor/Capital Operating Ratios for Selected Countries

(All Values are in 1973 USS) USS per Full USS per Full
Time Workplace Time Workplace
in Agriculture in Agnculture
(Non Land Czoital) (Including Land)
United States (1974) 41,117 111,126
United States (1968) 30956 83,581
Switzerland (1968) 23,583 30,893
Germany (1968) 15,061 18,374
United States (1960) 13,283 35,864
Austnia (1968)11,512 15310
Guatemala
Northeast & Southeast Large Farms 2,072 5,600
South Coast Large Farms 1,739 4,700
Central Highlands Large Farms 1,480 4,000
Central Highlands Small Farms
(Credit Technologv) 1,147 3,110
South Coast (East) Small Farms 925 2,546
South Coast (West) Small Farms
{(No-Credit Technology) 550 1,474
South Coast(East) “mall Farms
{Credit Technology) 370 1.077

SOURCE Samuel Daines et al,, Guatemala Farm Policv Analysis, The Impact of Small Farm Credit on [ncome, Employment
and Food Production, Agency jor Internanonal Development, Washington, D C., 1975, p 56



The number of examples which could be given of operating ratios are almost
endless, almost any of the accounting characteristics described in the accounting section could
be combined into a ratio To illustrate a few more examples with relevance to planning and
evaluating mandate projects, small farm capital operating ratios will be used. You will note
that the most useful operating ratios grow out of a project hypothesis. Let us explore with
capital operating ratios the hypothesis that small farms are less capital intensive than large
ornies, and a corollary that farms in developing countries use fess capital than developed country
farms. First we need a definition for capital, for example USS of value of all non-land farm
assets used in production. Next, we need a denominator to make the capital comparable
among farms of different sizes and with land of varying quality. A reasonabie denominator is
arable land. Table 19 presents this comparison among farms in Guatemala and with selected
countries. The ratios appear to reject our project hypothesis, the amount of capital per arable
hectare is higher on the smaller farms in Guatemala, and there appears to be little relationship
between the level of development of a country and the capital intensity of its agriculture,
The smaller Guatemalan farms are actually more capital intensive than the average US farm
and by a substantital margin. On closer examination it appears that capital intensity may be
more related to the mix of crops grown than either size of farm or country development kL vel.

A final example of a capital operating iatio is taken from El Salvador on the
issue of small farm access to credit. Credit is a kind of capital asset; a common mandate
project hypothesis suggests that small farms receive less than their fair share of credit, and that
additional credit access would result in increased income and production. To explore the first
part of that hypothesis, that small arms recesve less than their share of credit, we might
formulate a credit intensity operaing ratio. Credit used per arable Ha. or per cultivated
hectare might be suggested as relevant ratios. Since it is already known that much land in
larger farms is uncropped, and that hilly land which is apt for coffee and other high value
tree crops is classed as nonarable, area cropped should be a more accurate denominator than
arable land. The ratio formulated, therefore, would be USS of credit utilized per hectare
cropped. The comparison would be by farm size to see if larger ‘arms really have access to
more credit per hectare cropped; Table 20 presents this comparison of credit operating ratios,
The ratios strongly confirm the project hypothesis that small fanns do not receive their
proportionate share of credit. The conceptual meaning of the ratio is strengthened by the
fact that a large part of difficult to measure informal credit is included. The statistical
reliability of the finding is strong because all of the 270,000 farms in El Salvador were
included.

The objective of presenting examples of opvrating ratios is to suggest to the
DSP participant the meaning and potential of this analytical alternative. It should be obvious
that while the technique is simple it can be very useful in AID project analysis.



57

Table 19

Capital Intensity Operating Ratios for Guaten alan Small Farms and Selected Countres

Country USS of Non-Land Index of Capital S of Output per
Value of Capital per Intensity $ of Total
Arable Hectare* Guatemala =100 Capital Value
(5337/Ha.)**
Switzerland 2,957 877 na.
Japan 2,644 785 1
Belgium 2,470 733 .08
Denmark 1,936 574 .14
Austria 1,399 445 25
Guatemala
Credit Farms (0-1 Ha.) 945 280 .56
Greece 588 174 .16
Guatemala
Credit 1-3 Ha, 452 134 34
No-Credit 0-1 Ho, 452 134 34
Credit 3-5 Ha, 309 92 38
Credit 5-10 Ha. 305 91 40
United States 278 82 10
Guatemala
Credit 20-50 Ha, 260 77 33
No-Credit 3-5 Ha. 252 75 38
Credit 10-20 Ha, 252 75 29
No-Credit 1-3 Ha. 238 71 49
No-Credit 50-100 Ha, 229 68 33
No-Credit 20-50 Ha, 224 66 31
Canada 221 66 na.
Guatemala
No-Credit 5-10 Ha, 219 68 39
Credit 50-100 Ha, 188 56 A5
No-Credit 10-20 Ha, 154 46 35

SOURCE Samuel Daines et al , Guatemala Farm Policy Analysts, The Impact of Small Farm Credit on Income, Employment
and Food Produc:ion, Agency for International Development, Washington, D C 1975, p 40

*Guatemala figures are in USS for 1973 Other countmes are jor earlier years inflated assunung USS (1968) x [ 31 equals
USS (1973)

**The Guatemala average s for all small credie jarms 0-10 hectares Sources arc vartous government documents filed with
OECD Basic data came from rhe cieed government source, but tie author 1s responsible for mterpretation and calculation
o} these coefficients

Switzerland Nanonal Survey of Book-Aeeping Farms 1967

Japan Farm Household Economy Survey 1966 and data from Mippon Research Institure on Real estare

Belgum  Survey of Professional Farms Including Horuculture 1967

Denmark Survey of Book-heeping Farms by Detlandkomiske Drifrsbureau 196~

Austnia  Nanonal Survey of Book keeping Farms 1967

Greece Natwonal Accounts of Greece 1967

Unized States 1968 National Balance Sheet of Agniculture USD A (for all farms with annual sales of L552,500)

Canada 1966 National Census of Commerciual Farms




Table 20

Crechit Operating Ratios for El Salhvador by Farm Size

Farm Size USS of Credit per Credit per Cropped Ha, as a
Cropped Hectare % of National Average
0- 49 Hectares USS 301 4.3
.5-.99 Hectares 3.11 4.6
1-1 9 Hectares 370 8.2
2-2 9 Hectares 8.52 122
3 3 9 Hectares 10 59 151
4-4 9 Hectares 1400 20.0
5-9 9 Hectares 19.24 275
10-19 9 Hectares 2929 419
20-49 9 Hectares 78 04 111.7
50-99 9 Hectares 158.72 227.0
100-199 9 Hectares 137.70 196.9
200-499.9 Hectares 110.18 157.6
500-999 9 Hectares 140.02 200.2
1.000-2,499 9 Hectares 95.03 1359
2,500 Hectares snd Over 15320 219.2
Average for All Farms USS 69.83 1000

SOURCE  Samuel Demes ana Dwight Steen, El Sabador  Stansticel Anclysis of the Rurcl Poor 1arget Group, Agency for
Internationcl Development, Washmgron, D C, 1977, Tables 37 and 39

3. PRODUCTIVITY RATIOS

Productivity mtios are fractions with some desired outcome or output in the
nurmerator, and some resource or input factor in the denominator. These ratios are parti-
cularly useful in project analvsis because they focus on the resource efficiency of the process,
project, farm, or household involved. Productivity ratios fall into types corresponding to
different classes of desired outcomes (numerators) and classes of inputs or resources used
to produce those outcomes (denominators), Table 21 presents the major classes of productiv-
ity ratios in common use for project analysis.

If only one resou -e like land, or class of resources like capital, is used as the
denominator, these ratios are relatively easy to compute If all resources are to be included,
the methodology can become rather complex as we shall see when the section on benefit/
cost is opened In using single resource productivity ratios it should be remembered that all
of the destred outcome is not caused by the single resource selected for the denominator,
other 1esources are used up as well; In order to get a full picture, the three resource product-
ity ratios must be used together, or must be summed into a composite productivity ratio.
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Table 21
Outline of Productivity Ratio Types Useful in Mandate Project Analysis
Numerators Classes of Input Factors or Resources Utilized
Desired Outcomes
Land Labor Capital Total Resources
Net Income Land Profit Profitability Benefit/Cost
Ratios Ratios Ratios
Rural Production Land Laber Capital/ Compaosite
Productivity Productivity Output Productivity
Ratios Ratios Ratios Ratios
(if production
is in physical
quantities these
are called
“Yields™)
Nutrition Benefit/Cost
Ratios
Health Benefit/Cost
Ratios
Population Benefit/Cost
Ratios
Education Benefit/Cost
Ratios

a. Productivity Ratios and Resource Scarcity

The usefulness of productivity ratios in project analysis derives from the idea of
relative resource scarcity. Productivity ratios tell us how much of some resource it takes
to produce a given quantity of a desired outcome. This idea is only useful if the resource in
question is a scarce one. The idea of productivity ratios is associated closely with the idea of
resource efficiency, that we will obtain the largest volume of desired outcomes if we select
project alternatives which produce the largest outcomes per scarce resource unit. Resource
scarcity varies widely even inside the rural target group. Even the safest general rules have
important exceptions; what is scarce for one part of the target group in a particular country
may be relatively abundant mn another. The general rules of scarcity for the rural target group
are:
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. Arable land is scarce,
. Unshilled labor is not scarce.
. Capital 1s scarce,

W D =

In many areas, such as the colenization areas on the Altantic slope in Central America and
the Amazon slope in South America, land is not scarce for the rural poor In other areas
irrigation water, not land, 1s the scarcest physical resource Even though labor is generally
not scarce. there ate many areas where seasonal peaks in labor demand cause temporary
scarcities In order for productivity ratios to be useful thev must be guides to resource effi-
ciency, and they will only be accurate guides when the resource in the denominator 1s truly
scarce for the population or project studied. The choice of productivity ratio depends on the
relative scarcity of resources If the project considered is in an area in which irngation water
is the cntical scarce small farmer resource then output per cubic meter of water would be a
useful preductnaty ratio  The principal misuse of productivity ratios i Mandate nroject
analvsis has come through maccurate selection of denomators. that is, using productivity
ratios which do not represent true relati e resource scarcity in the project environment studied.
This mususe is best illustrated i the case of labor productivity ratios. In US industry for many
vears the very word *‘productivity” has been used in a very narrow sense, to mean the “gross
output procductivity of labor.”” Today publications present these ratios without even stating
that labor an man-hours 1s the denommator, and gross value of output is in the numerator.
This productivity concept makes sense as a 1ough efficiency guide where labor is the resource
thought to be scarce 1elative to others, and makes even more sense if there is evidence that its
relative scarcity is deepening By and large labor has been a scarce resource for US industry
and in this context the most useful productivity ratio may very well be labor productivity,
but such a ratio loses its value when used as an efficiency guide in project environments where
labor is not relatively scarce.

b. Commposite Productivity Ratios, Resource Prices, and Artribution of Cause

It has been argued that single resource productivity ratios are deceptive because
they exclude other important *‘causes™ of the desired outcome and therefore depend on sub-
jective assessments of resource scarcity. This argument suggests that all resources are partially
scarce and should be mcluded in the ratio. All that is needed to construct a composite
productivity ratio is a set of prices at which to value each of the consumed resources, Benefit/
cost ratios are the commonest of this variety; methodology to account for prices which do
not reflect true scarcity will be discussed in Part E, Composite productivity ratios are not
without their weaknesses, their very comprehensiveness implies a loss of detail. With a
composite ratio the analyst cannot see the wnfluence of land, separate from capital, or of
differences between total, arable, and cultivated land ratios. This loss of detail can obscure
important project interactions.

While the disadvantage of the composite ratio is that it obscures the contribution
of each separate resource to the desired outcome, the parallel weakness of the single resource
ratio is that 1t attributes all of the outcome to a single resource. Unless carefully used either
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of these ratios can be misleading. Two solutions to this quandary have been used with varying
degrees of success. The first is to compute both single and composite productivity ratios
and use them in conjunction, realizing the weaknesses of each., The second technique is
to add still another computation to the analysis known as the ‘“‘production function.” This
technique will be discussed briefly later in this section; at this point it is only necessary to
know that this is a rather complex method for assigning or attributing a proportionate share
of production to each major resource factor. While the technique appears at this stage as if it
provides a comprehensive solution to the problems caused by obscured and distorted attri-
bution in productivity ratics, there are a number of weaknesses both conceptual and logistical
which weaken the potential of production function analysis for mandate projects. The pro-
ductivity ratio, with all of its difficulties, remains in practice perhaps the most useful project
analysis technique. Much of this usefulness stems from its conceptual simplicity, the relative
ease and low expense of implementation, and the relatively reduced data requirements.

The paragraphs which follow describe selected common tyvpes of productivity
ratios and present examples from actual AID documents where these ratios have been used
to guide project selection, monitoring, and evaluation. Productivity ratios will be arbitrarily
grouped according to desired outcomes (numerators),

¢. Net Income Productivity Ratios

Net income productivity ratios are most commonly referred to as profitability
ratios because the desired outcome represents profits. Except for the composite benefit/cost
variety, these ratios focus on the net profits of the direct project beneficiary.

i. Land Profit Ratios

Land profit ratios indicate the net income produced per land unit. Land may
be defined as total land n the farm, arable land in the farm, cropped lard, or cultivated land.
Each of these different denominators will have a different conceptual meaning. An example
of this difference may be seen in the AID comparison of land profit ratios in Chile. The
attempt in this case was to see if land reform or traditional “‘minifundistas” were more
efficient in their net income production from land. Table 22 presents this comparison Note
that when total land is the divisor the reform farms are insigmificantly less efficient, yet when
the divisor is cultivated land they are almost one-third less efficient.

These two ratios measure a different concept of land efficiency. The “all land”
ratio indicates differences in the efficiency of the use of all of the land m the farm: if large
amounts of the land in the farm are not cultivated, this ratio will be relatively low, it is a
broad measure of many factors, some of which may be related 1o how intensively the farmer
uses all of his land, but also may vary widely if there are large differences in the quality of
land. The “*cultivated” land ratio is a narrower technical measure indicating how much income



the farmer obtains from the land he actually cultivates Where there is a significant amount
of arable land uncultnated. the “total farm* ratic would be the better indicator of efficiency:
where almost all asable land is culuvated, the “cultivated” land ratio would be better. The
land ratio which adjusts for differences in the proportion of usable land and for the proportion
of land under cultnation 1s the “arable” land profit ratio If only one land profit ratio can be
used it should be this one. Table 23 presents “arable " land profit ratios for small farms in the

Highlands of Guatemala

Table 22

Land Profit Ratios for Small Farms in Chile 1975

USS of Net Income per Hectare

All Land in Farm Cultivated Land
Land Reform Beneficiaries $145.60 $165 80
Traditional “Mimifundistas’ $152.60 $246 00
Land Reform as a percent of Minifundista 954 674

SOURCE  Willum Rusch, Small Farmer Sample Survey of the Cenral Imgated Agriculture Region of Chile, Prepared
for AID by Amencan Technical Assistance Corp , McLean, 1975, pp 8, 12,and 21

Table 23

Land Profitablility Ratios for Small Farms in the Highland Regions of Guatemala 1974
Net Income per Arable Hectare in US$
(simple Average of Central and Southeast Highlands)

Farm Size USS Net Income per Arable Ha,
Farms with Credit Farms without Credit
0-1 Hectare $469 S183
1-3 Hectares (insufficient sample) 167
3-5 Hectares 102 62
5-10 Hectares 96 78

SOURCE Samuel Daines et al , Aralinis divl Iimpacto del Crédito de Fincas Pequerias Sobre Ingreso, Empleo, y Produccion
Agropecuagria, Volumen I, Secretaria del Consejo Nacional de Planificacibn Econbmica and Agency for Internanonal
Development, Guaremala 1975, p, 107
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Table 23 provides an example of how these land profit ratios can provide infor-
mation for evaluation (in this case an evaluation of a small farmer credit project) or to test
simple project hypotheses in the project selection phase. From this table it appears that small
farms are more efficient land users, and that credit appears to increase land use efficiency.

Different formulations of the land/profit ratios may be used not only to { .\prove
the accuracy of the ratio for a particular concept, but also to understand more fully the
underiying reasons for observed differences in any specific ratio. For example, from Table
23 it can be seen that small farms have significantly higher land profitability than relatively
larger ones-why”? Exploring further we note that small farms cultivate a different mix of
crops than larger farme In order to exploure the project meaning of this difference in crop
mix, we might formulate another land profitability ratio. In this ratio we might want to see
the net income per hectare cultivated not by farm size but by crop for all farm sizes. The
project hypothesis to be tested is whether differences in crop mix may be as important in
creating more income as credit differences. Table 24 presents the crop by crop land profit
ratio for farms under 10 Ha. including credit and no credit farms in Guatemala.

Table 24

Land Profit Ratios by Crop for Small Guatemalan Farms 1974
(Sample not representative of ail small farms)

USS of Net Income per Cultivated Hectare

$100-250 $500-1,G00 $1,000-10,000

Sorghum $100.7 Tomatoes $522.4 Garlic $1,484.1
Peanuts 107 4 Carrots 571.6 Onions 1,551 4
Wheat 1164 Oranges 749.7 Avacado 24353
Sesame 117.7 Peppers 815.8 Flowers 5,2458
Com 120.7 Cauliflower 8254 Apples 8,586.8
Chickpeas 150.9 Potatoes 8484

Beans 1680

Com +Sorg. 177.3

Corn +Beans 196.3

Rice 215.2

Corn +Sesame 2339

SOURCE  Samuel Dawes et al, Analisis de Rentabilidad de Cultiwos y Produccidn Pecuarna, Volumen I, Secretand del
Consejo Nacional de Planificacion Econémuca and Agency for International Development, Guatemala 1975, p, 24,
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By simply comparing the proportions of each crop in the crop mix of the size
and credit groups in Table 23 with the land profitabilities of each crop from Table 24, it was
observed that the differences in the mix of crops accounts for most of the differences in
land profitability.

These kinds of project data, formulated into productivity ratios can be very
useful at all project stages In the selection and design stage it can lead to new projects or lead
to changes i project design. In the case of Guatemala, the credit agency (BANDESA) is now
requesting a special line of small farmer credit specificaily for the higher value crops, and
a wide variety of complementary marketing studies and infrastructure projects have grown
out of the calculation of these simple productivity ratios.

it Capiral Profitability Ratios
Profitability ratios using capital as the denominator are common in project
analysis because they indicate the financial feasibility of a project. Table 25 presents capital
net income ratios for small Guatemalan farms.
Table 25
Capital Profitability Ratios for Small Farms

Guatemala 1974
Simple Average for Highland Regions

Farm Size $ of Net Income per S of Capital Value
Credit Farms No Credit Farms
O-1 Hectare $.66 $32
1-3 Hectares (insufficient sample) 24
3-5 Hectares 16 12
5-10 Hectares 14 o
Over 10 Hectares 06 09

SOURCE Samuel Daines et al, Guatemala Farm Policy Analysis, Agency for Internanons! Development, Washington, D C
1974, p 46

d. Outpur Productivity Ratios

Output productivity ratios are the most often used ratios for general project
analysis. In most cases the numerator is gross value of output, for careful AID project analysis
it should be value added.
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i Land Output Productivities

The most frequently seen productivity ratio is that ratic which has physical
quantities of a particular crop in the numerator and land area cultivated in the denominator,
This is know as the “yield” ratio. Table 26 presents sample yield figures for rice in selected
countries.

Table 26

Rice Yields in Kilograms per Hectare Cultivated

Country Kilos of Rice per Ha.
India 1,480
Indonesia 1,790
Pakistan 1,600
Philippines 1,200

SOURCE: FAO The State of Food and Agriculture 1966, Rome, 1966, p. 140,

The fact that yields have been used so frequently as an indicator of agricultural
efficiency reveals the strong agronomic bias of AID agnicultural personnel. Yield ratios say
very little about efficiency; for one thing they are not even comparable between crops since
they are in physical terms. Secondly, increased yields usually imply increased costs, and
without comparisons of the net income figure it is impossible to even infer that increased
yields in any particular crop result in increased welfare or even value added. An improved
version of this ratio is the value product per hectare in which the various crops can be added
together. Table 27 presents land output productivity ratios for Costa Rica.

ii. Capiral Outpur Ratios

Capital output ratios may in some circumstances provide a better guide to societal
efficiency in the use of capital than capital profitability ratios. Table 28 presents capital
output ratios for agriculture and for selected groups of small farms from Guatemala.

iii. Labor Productivity Ratios
Labor productivity ratios are not particularly useful in analysis of mandate
projects simply because labor is not usually scarce. In those situations where Jubor is either

seasonally or structurally scarce, labor producuvity ratios might be very useful project
efficiency guides.

e. Nutrition, Health, Population, and Education Productivity Ratios

Benefit/cost ratios are the most useful productivity ratios for these fields. The
discussion of benefit cost trchniques will be postponed for Puit E
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Table 27

Land Qutput Productivity Ratios for Small Farms
Costa Rica 1973

Gross Value of Output per Arable Ha, in U:S$

Farm Size Poor Farms Non-Poor Farms
Less than S150 per Capita More than $150 per Capita

0-1 Hectare $670 $1,430

1-2 Hectares 435 1,086

2.5 Hectares 372 857

5-10 Hectares 374 736

10-20 Hectares 385 630

SOURCE" Richard Kreitman, Rural Poor Profile, Agency for International Development, Washington, D.C., 1976,

Table 28

Capital output Ratios for Agriculture for Selected Countries and for
Selected Groups of Small Farms in Guatemala 1974

Guatemala § of Qutput per $ of Selected $ of Output per
Capital Value Country $ of Capital Value
Comparisons
Guatemala ' Austria 25
0-1 Ha Greece 16
Credit Farms .56 Denmark 14
No Credit Farms 30 Japan 11
1-3 Ha. United States .10
Credit Farms 34 Belgium .08
No Credit Farms 49
3-5 Ha.
Credit Farms 38
No Credit Farms .38

SOURCE Unnited States, 1968 Nanional Balance Sheer of Agniculture, USDA.
Japan, Farm Household Economy Survey, 1966, Nippon Research Institute,
Belguum, Survev of Professional Farms Including Hornculture, 1967

Denmarh, Survey of Book-keeping Farms 1967 by Detlandhomishe Driftsburear
Austria, Nenional Survey of Book-heeping Farms 1967

Greece, National Accounts of Greece 1967

Guatremala, Survey of Sector Publico Agricola 1974
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4. ELABORATING INDICES TO CAPTURE SIMPLE PROJECT INTERRELATIONSHIPS

Index numbers convert otherwise noncomparable values to a relative averaging
device which serves as a common yardstick. Price indices attempt to convert all observed
prices to a common base year in order to remove inflation. In its simplest form, the index
is an easy concept to understand and apnly. The idea of index numbers has been extended to
relatively complex situations which permit the technique to be used in project analysis to
capture simple interrelationships.

The paragraphs which follow outline an example of how indices can be used in
project design and evaluation. The example is the same case study used i the last section,
an evaluation of a supervised small farmer credit project in Guatemala.

From simple statistical tests it was observed that the credit recipients showed a
large increase in the value of production over the non-participant control group. Such an
increase in the value of production could have come from many sources:

1. Increase in the area cultivated

2. Change in the mx of crops cultivated (a higher proportion of high value
crops)

3. Increased yields per Ha. in particular crops

4. Higher prices per unit (better quality, better marketing connections etc.)

Any one of these changes would result in an increase in the gross value of production, even
without a change in any of the other factors. Thus a small farmer could increase the value of
his production without any change in yields, by growing less corn and more tomatoes since
tomatoes (even at his rurrent yield) is likely to produce more gross value per hectare. Since
the project working hypothesis was that increased small farmer use of modern inputs i basic
grains would increase yields and thereby increase production and income, 1t was umportant
for project evaluation not just to see if production increased but if 1t increased in the way
the project hypothesis suggested. In order to see if yields increased, and what proportion of
the increased value of production can be explained by the yield increases, a system ot indices
was elaborated. The problem is not an easy cne, each of these four factors are interacting at
the same time, and in different magnitudes.

To complicate matters, increasing the area culitivated may itself be accomplished
in more than one way The farmer may bring uncultivated land into cultivation, he may
increase the amount of land in crops by planting more than one crop at the smme time n the
same soil (mnterplanting), or ke may mcrease the amount of land cropped by planting and
harvesting two or even three crops successively on the same plot (multiple cropping)  Thus
factor 1 could be decomposed into three separate factois.

Table 29 presents the results of the indicies elaborated by Hunt Howell of AID’s
Sector Analysis Division to explore the proporuionate contribution of each of these factors
to the increases or differences in output associated with the supervised credit progect



Table 29

Sources of Change in the Value of Cutput
Between Credit and No-Credit Small Farms in Guatemsla 1974

s

Farm Size Total* Crop Yields  Prices Arez Cropped

Dfference Mix Totai Gross  Interplanting Multiple

In Value Area

Cult. Cropping
(Percentage superijority of Credtt over NO-Credit Farms)

0-1 Ha 1267 140 % 4 % 2% 9% -67) -6%) G %)
}-3 Ha. 29 23 -5 3 8 (6) 2 ) 4 )
3-5Ha 18 3 . 15 -7 13 9) (4 ) © )
5-10 Ha, 23 il 5 -11 18 8) (6 (4 )
10 Ha -4 2 -3 22 19 (17 ) (6 ) (-4 )

* These differences hare been netred for the small diffzrences which exired between the exper;mental group
and the control group in 5:2¢ of farm

0 £ Sumuei Daines et al, Guaremala Analinis Del Impacto Del Crédito De Fincas Pequenfias Sobre
ingre.., Empleo, Y Produccibn Agropecuaria, Secreibrial del Consejo Nacional de Planificacibn Econbmico,
and AID, Volume I, Guatemala, 1976 p 63 and 75 For an exposition of the index technique employed
see Hunt Howell, Ap&ndice B ibid, p 142

From these indices a series of impor.ant project evaluation and design conclusions
can be drawn, ¥irst, credit appears to be associated with the most important changes on the
smallest farms, for farms over 10 Ha, the umpact if any 'was negative. It would appear that
the project did not accomphsh its narrow objectives of increasing production by increasing
yields except in the 3-5 Ha. group. Where the difference is most notuble, in the smallest
farm category, more than the total difference can be accounted for by differensces in crop mix;
in fact, yrelds, prices and area cropped are all lower on the participant credit farms. As farm
size increases, mcrease m the area cropped becon:ies the most impcrtant explanatory factor,

Many other hypothieses and conclusions can be drawn from this example, but our
purpose here is to simply suggest the project relevance of index number techniques. Though
they are slightly more complicated than the earlier techniques discussed, indea construction
is comsiderably less costly and elaborate than the regression and modeling methods discussed
belpw.

indices may be constructed for v1rluallv any project characteriztic. Table 30
presents project evaluatiun indices which atten:pt to capture the level of agricultural
Knowledge, self hielp, and overall prJect success.
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Table 30

Indices of Project Performance Based On Three Project Criteria

Project and Country Agricultural Self Help Self Overall
Knowledge Index Sustaining Success
Index Index Index
Uboma Nigeria 2.205 1.557 1.429 1.854
Tiv Bams Nigena 1.473 1.924 727 1.784
IBRD/IDB The Gambia 1.473 761 1195 1.157
Tetu Kenya -.736 -1.713 - 909 - 857
Thaba Bodiu Lesotho -1.104 -1.713 -1.611 NA

SOURCE  Development Alternatives Inc, STRATEGIES FOR SMALL FARMER DEVELOPMENT, AN EMPIRICAL
STUDY OF RURAL DEVELOPMENT PROJECTS, Volume I, p 38 For an exposition of the mdex methodology see
Appendix One, Methodology ibid p 347, Washimgton D C 1975

These indices were used to compare the performance of each of these projects
in order to discover the most etfective project machanisms for reaching and affecting small
farmers. Project data were gathered by non-survey methods to construct these indices,
indicating the possibility of working from secondary non-survey sources The overall success
index is a composite of the three indices in Table 30 plus an incoine/cost ratio similiar to
the benefit/cost ratios to be discussed in the next part of this manual.

5. DESCRIPTIVE STATISTICS

Cross tabular compansons, operating ratios, and productivity ratios are equally
applicable to single farms and households, or large populations. Descriptive statistics 1s the
term used in this manual to include techmques employed to provide nsight into the patterns
of distnbution and variance which exist n groups of farms, households or other mandate
project chentele. These techniques attempt to quantify the degree of homogeneity and
heterogeniety which exist in the studied group. There are three general types of these
techniques:

. Indicators of Central Tendency
. Indicators of Dispersion
. Techniyues to Analyze Variance

Gl N

]

Ceneral Tendency

The common average (arithmetic mean) is the commonest measure of cential
tendency and has been used as the only “statistic” in all of the previous sections. The mode
is another of these measures which is computed by taking the most frequently observed value
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in the population. The median is the value in the middle of the population when the values
are arrayved in ascending or descending order of magnitudes.

Many Mandate projects are based on hypotheses which require a certain homo-
geneity of target group response, or homogeneity of characteristic. For example, the very
idea of a target group presupposes a group with incomes ‘‘typically’ below a certain level,
or farm sizes which “tend’ to be inside a certain range. They are assumed to be *“typically”
without access to credit, operating at low levels of technology etc Descriptive statistics
can help to illuminate the central tendency (homogeneity) or lack thereof (dispersion), which
can in turn make a project choices clearer.

b. Dispersion

Various techniques are available to describe the way in which a particular
population (farms, households, individuals etc.) is distributed with reference to a particular
value like income. It is very possible that the “typical’’ values obtained by the measures of
central tendency are really respresentative of very few units in the population. This is an
important concept for AID programming since projects are generally designed and
implemented to reach a “‘typical’ population, whose numbers and characteristics are usually
described using simple averages. The numbers of target group families who fit this *“‘typical”
description, and the degree to which they distribute themselves closely around it are issues
of vital import to project analysis.

Three general techniques are used to indicate the degree of dispersion. The first
is a direct visual method in which all of the observations are plotted on a graph called a
Histogram. The second involves simply subdividing the population into smaller segements and
calculating “‘typical’ values for the segments instead of for the total. This second technique
is named according to the number of segments, quartiles (four segments), deciles (ten
segments), and percentiles (100 segments) being the most common. The third method involves
direct statistical estimates of dispersion using one of three estimates, range, mean deviation,
or standard deviation.

i. Histograms

Histograms are often called frequency distributions since they represent the
frequency or number of observations which fall within a set of ranges for the particular charac-
teristic measured. To illustrate the project use of this technique an example will be drawn
from an AID project aimed at providing technical assistance to small farmers. A major part
of the technical assistance was to be focused on increasing the use of fertilizers, pesticides
and herbicides in the production process. It was assumed that most small farmers used very
little fertilizer, but the averages available indicated that typically small farmers applied 323
pesos of chemicals per hectare, The mode (the most frequent level of chemical values applied)
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was zero, that is more small farmers applied no chemicals at all, than applied any other of the
measured ranges in chemical value. Should the project design a technological and extension
package for the typical small farmer based on the mean or the mode? Or should two or three
separate packages be designed to fit the most “typical” sub-groups in the small farmer pop-

ulation?

The histogram shown below as Table 31 shows the actual distribution of a sample
of 1120 randomly selected small farmers among the target group which such projects hope
to reach.

Table 31

Histogram or Fr equency Distribution of Chemical Use
On a Sample of 1120 Small Farms 1969 Colombia

Number
of Farms

300

200

100

50

10

0 1 100 200 300 400 3500 600 700 800 900 1000 1099
99 199 299 399 492 3599 699 799 £99 999 1099
Pesos of Chemucal Input Apphed Per cultivated Hectare

First Second Third Eliminate from Program
Package Package Package

SOURCE  Thomas Walker, DISAGGREGATION IETHODOLOGY WORKING DOCUMENT Sector Analvsis Dmision,
AID Washington 1974



Table 32
Income Characteristics of F?ﬁgsgamilies in Costa Rica 1973

_Range in Percapita Income

Population Number of Mean Total Upper Lower Standard Cofficient % of % of
Segments Farm Per Capita Limit Limit Deviation of Income Income
Families Income Variation
All Deciles 73,399 $ 728 $118,000 $77,000 $-42,000 72,556 1.97 100 % 100%
1st Decile 7,340 =350 42,000 31 ~42,000 79,502 5.17 -4 10
Lower 1/2 7,340 =709 42,000 2 -42,000 110,053 3.48 -4 S
Upper 1/2 7,340 21 30 31 2 344 .37 0ox* 5
2nd Decile 7,340 48 39 70 31 489 .23 1 10
3rd Decile 7,340 105 81 152 71 1,197 .24 1 10
4th Decile 7,340 194 102 251 153 1,351 .15 2 10 I
Sth Deaclle 7,340 315 153 405 252 2,439 .15 4 10
6th Decile 7,340 510 236 642 406 3,731 .14 7 10
7th Decile 7,340 770 276 919 643 4,562 .11 11 10
8th Decile 7,340 1,033 243 1,162 920 3,789 .07 15 10
9th Decile 7,340 1,316 484 1,647 1,163 9,122 .12 20 10
10th Decile 7,340 2,449 75,000 77,000 1,648 156,438 .98 43 10
Lower 1/2 3,670 1,727 372 2,020 1,648 9,179 .08 15 5
Upper 1/2 3,670 3,127 75,000 77,000 2,021 203,965 .99 28 5

* Rounded to the nearest percent

SOURCE: Samuel Daines computation based on data from the 1973 Agriculture Census partially processed in
Alberto diMare et al, ALGUNAS CONDICIONES DE VIDA DE LA PROBLACION RURAL DE COSTA RICA, financed and published
by AID, San Jose, 1976, Table 1C-0
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Based on these findings, three separate packages would appear best for iriclusion
in a small farmer technical assistance project. The first package, for those small farmers not
using chemucals, covers 26% of the target group, the second package covers 127, and the third
41%. The mode was typical of only 26% of the farmers, and the mean only 97. Those small
farmers who use substantial amounts of chemicals represent 215 of the target group and
should be eliminated from this project entirely. If almost all of the farms had grouped closely
around the 323 peso value, the mode and the mean would have been very close to each other,
and either one would have been a reliable indicator.

ii. Quartiles, Deciles or Percentiles

Segmeniing the population into smaller parts is conceptually the reverse of the
Histogram approach which segments the range in values and then measures the number in the
population in that range. In the decile approach. in contrast, the population (not the value)
is sorted into ranges and the values are measured. Table 32 illustrates this technique from an
actual AID project applicaiton in Costa Rica. This table also serves to illustrate the other

measures of dispersion.

As one would expect, the average of USS728 income per capita is typical of only
a small part of the population, those with between USS643-919 represent 10% of the farm
population and which control only 11% of the income. Separating the population into deciles
is a way of getting a much improved view of the way the population is dispersed with reference
to income. The first two columns of Table 32 comprise the information which would be
displayed i order to study dispersion by segmenting. Even inside the deciles it can be im-
portant to disaggregate further. This can be seen in the first and tenth deciles which have
been further divided into 5 percent segments. The lower half of the first decile is uot really
“poor” in Mandate terms, but rather rich families who suffered immense losses this particular
year. Using these segments it 1s possible to estimate the absolute size of the Mandate group
of farm families. Using UUSS1350 as the benchmark the upper half of the first decile (3,670
families), the 2nd, 3rd (14,680 families), and half of the 4th decile (3,570) would be included.
This computation results in an estimated target group of farm families of 22,020 and a target
group farming population of 141,589,

iii. Range

A further indicator of dispersion is the range in observed values. This could be
displayed for a population whether or not it had been segmented, as Table 32 is, and would
indicate the total difference (ignoring sign) from the highest to the lowest vaiue along with the
upper and lower limit. These figures can be seen in Table 32 colunms 3, 4, and 3. The farmer
with the highest income in Costa Rica was estimated to have earned USS$77,000 per capita or
S648.340 in 1973; the lowest esumated mcome was S-42,000 per capita. These extremes,
because of their absolute size, will have a distorting influence on any anthmetic mean cal-
culated. Note how the range 1s manageable in all but the lowest and highest 5 percentile
groups.
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iv. Standard Deviation

The standard deviation is an ‘‘absolute’ measure of the average distance of each
value from the arithemtic mean of all values. It is therefore a measure of how disperse the
values are, or how much on the average they differ from the mean. The standard deviation
is not the simple average of the distance from the mean, but the quadratic mean of the
distances. This accounts for the difficulty in making easy comparisons between the range
figures and the standard deviation figures. The least dispersion observed in any decile in
Table 32 is in the 2nd decile. The standard deviation measure is computed in the same
measurement units as are found in the values themselves. In Table 32 these units are USS,

The measure of dispersion found in Table 32 could not be compared with a standard deviation
measure for the number of children in the same population because the units are different.
As one would expect, where the absolute numbers are low, in the upper half of ihe first decile
and the second decile, the standard deviation is itself low. In order to get a measure of
“relative” dispersion which can be used as an abstract measure of heterogeneity regardless of
the units we must use the Coefficient of Variation.

v. Coefficient of Variation

The coefficient of variation is a measurc of relative dispersion. It can be observed
in Table 32 that the relative dispersion (heterogzneity) is rather high (.27) where the standard
deviation or absolute dispersion is lowest. The true dispersion is highest in the negative income
class where a few very heavy losers create extremely high heterogeniety. The variation is
least in the 8th decile in incomes between USS$920-1,152.

In AID progect terms, a target population which has a high degree of variation
on a charactenstic which is critical to the project workiug hypothesis could lead to ineffective
project results. Using the example of the technical assistance project to increase fertilizer
use on small farms, if the variation in the amount of fertilizer used on target group farms is
high the project may have problems. Design changes are n order, either to re-select the target
group, sezment the specific approach to the major target group classes, or return to the project
diawing board.

6. ANALYSIS OF VARIANCE

Though the terms *variance” and ‘‘variation” come from the same root, they
mean rather different things to statisticians. While variation is a measure of the dispersions
inside a group, the analysis of variance is aimed at estimating the significance of differences
observed BETWEEN different groups or samples of groups. The analysis of variance is partic-
ularly useful to Mandate project analysis because it is a way of testing project hypotheses.
The process of analysis of variance begins with two or more groups of farms, households,
individuals, etc. Samples are taken from these groups, and differences in some characteristics
identified. The analysis of variance tells us whether this observed difference is statistically
significant, or if it may simply be due to sampling fluctuations or chance occurrence.
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Table 33

Comparison of Selected Characteristics of Small Guatemalan Farms for 1974
(Comparisons are made between participants in an AID supervised credit
project and a control group of similiar size farms)

(Figures are for asub-sample of farms under 1 Ha.)

Characteristic Measured No. of Average of Sampled Farms Difference T Stat, ‘¢
Farms Supervised Control Between Reli-
Sampled Credit Group Groups ability
Participants
Age of Farmer 113 41.0 Yrs 41 3 Yrs. 1% -0.13 55.07;
Distance to Market 98 13.6 Km. 8.3Km 64 5.1 999
Value of Crops Sold 52 4150 USS 130 0 USS 320 862 999
Gross value of Prod./Ha. 113 1750.0 USS 472.0 USS 370 383 99.9
Size of Family 113 6.13 €.33 -3 -0.57 700
Net Income per Ha Cult. 113 958 0 USS 192.0 USS 498 326 99.9
Net Income per $ Capital 113 296 334 -13 -0.36 65.0

SOURCE  Charles MacConald, STATISTICS FROM THE 1974 GUATEMALA SMALL FARM SURVEY, Sector Analysis
Dwision, AID, Washington D C,, 1975, p 22 For a discussion of the sample design and denvation of the t-statistic see Samuel
Daines, GUATEMALA FARM POLICY ANALYSIS, AID, Wasiungton D C 1975, p 121.

For example in an evaluation of a small farmer supervised credit program in
Guatemaia, a sample was taken of 774 randomly selected participant farmers and 774 matched
small farms with similiar characteristics. Table 33 presents selected findings from this survey.

The number of farms sampled under | Ha. is only about one tenth of the total
sample size. The purpose of the t-statistic is to give an estunate of the probability that the
observed differences between the sample group are the result of chance. At the end of most
statistical handbooks there is a table giving the reliabihity estimate based on the size of the
sample and the value of the t-statistic.

In the context of the evaluation of small farmer credit in Guatemala it was
important to decide which of the observed differences between the participants and the
control group were chance occurrences and which could be relied upon as statistically sigmficant.
There 1s only a shight difference in the ages of the tarmers (17) and by looking up the value
of reliabulity for a t-statistic value of .13 and a sample size of 113 it appears that there are 45
chances out of 100 that such a difference is mere coincidence. [n general, reliabilities under
909 are felt to be so low that unless there is some special reason to believe the result on non-
statistical zrounds. the result is disregarded.
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To say that the difference is statistically significant is not to say that credit
necessarily “‘catised” the difference, but if the control group is similar in all respects except
credit such a significant difference would at least strengthen belief in such a hypothesis. It
is interesting to note that while the credit farm achieved a reliable difference in net income of
almost 500%, and a superior output productivity of land of 370%, the profitability of capital
was not significantly different. For project evaluation purposes such a finding would indicate
that the additional credit increased the productivity of land, but made no difference in the
productivity of capital The efficiency of capital use did not increase, but income and land
productivity did. Even when the t-statistic is low, there is analytical and interpretive value

since it disproves a sigaificant difference.

The F test measures a conceptually similar phenomenon of statistical significance,
but is able to handle more than one factor at a time.

Analysis of variance can be a useful project analysis tool to test simple operating
hypotheses for project selection or evaluation.

7. REGRESSION TECHNIQUES AND PRODUCTION FUNCTION ANALYSIS

The explanation of observed differences is one of the principal analytical and
interpretive processes involved in project analysis. It can be approached in many different
ways: simple logic and field observation fitting the observation informally to a theoretical
structure, elaborating indices, using control groups, etc. As we observed in the case of the
Guatemals production indices, many factors may be affecting a particular project outcome and
it may be impractical to formulate enough control groups with different characteristics to
control for all of these factors, or to hold them constant.

Regression analysis 1s a partial solution to some of these analytical difficulties.
Let us take the simple case of fertilizer in corn. In the case of Colombian smali farmers, the
histogram earlier presented showed that there is a wide variation in the level of chemicals
used. Three methods might be employed to explore the role of fertilizer use in comn yields
on small farms in Colombia. First might be the experimental approach; a representative plot
of land in a small farm area might be selected and divided into 13 sections. One of the plots
would be given no fertilizer, and each of the other 12 would be given increasing doses. At the
harvest the quantities of corn would be carefully measured and the differences in yield would
be attributed to the differences in fertilizer since all other factors were held constant. A
second approach to the same problem would be to utilize the actual farm data which under-
pin the fertilizer use histogram to create small farmer average corn yields for each of the 13
use levels, These yields would be different, and the differences could be attributed to the
differences in fertihzer use. But many other differences may exist between these farmers: all
other factors are not held constant as they were in the experimental plot.
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The third aliernative is regression analysis. Regression is a technique which
relates two or more patterns of variation. For example, it could relate the pattermn of variation
which is observed in the level of fertilizer application, and the pattem of variation in corn
yields. Regression theory is based on the intuitive belief most people share that events or
phenomena which occur together are somehow related: Such a belief is a relative one, a single
coincidence is less convincing than many hundreds of thousands of observations in which the
two factors are both present when an event occurs. The consistency in degree of voriation
between two factors ke fertilizer and yields is also intuitively convincing evidence that there
is a causative relationship between them: for example, if a graph were plotted showing varia-
tions in yield, and a similar graph of fertilizer use were superimposed on 1t, and the two were
to be seen to move consistently in the same directions even where there was an erratic pattern
in both, most people would be convinced of some direct link between the two.

A simple regression tests the consistency of this variation. If there is little
observed variation, the technique has little to work with. In regression analysis accurate
results are usually only possible when there is considerable vanation in both the dependent
variable (the factor to be explamed such as vyields), and the independent vanable (the
explanatory factor, such as fertilizer). While a simple regression (one dependent and one
independent variable) does not explicitly hold other factors constant, if there is wide variation
in these two factors one might believe the result on the basis that the probability that other
factors are moving in an identical fashion i1s very low. Unfortunately closer exammation of
most such simple regression experiments reveals other factors which may be exerting confusing
influences. An important source of this distortion is the possibility that the explained and
explanatory factors are tautologically defined, that is the posited cause and the posited effect
are really measuring the same thing, or nearly the same thing For example to say that the
number of man days of harvest labor correlates highly (explains a larse praportion of the
variation) with harvest quantity or yield is tautological, each is a ditferent measure of the same
thing, volume harvested.

Multiple regressions allow for contributing causation of many different factors,
but it is important that each factor be theoretically independent. ith this brief background
in mind, et us examine some AID Mandate project applications of this technique. Regression
analysis was used to examine the interrelationships between the project performance indices
presented in Table 30. The results of this analysis are described as follows:

“*Stepwise multiple regresston analysis was used to dentify the most significant
success detenmnants from our hsting ot possible determinants  Attention wus
gtven to the determunants of each of our success measures, and the results are
reported separately 1n the sections below  (23)
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Let us examine this cegression analysis, treating each separate test individually. The first
mentioned experiment related “local action™ (the explanatory variable) to ‘““overall success™
(the explained variable). The results indicated that 49% of the variation in overall success
could be explained by variation in local action. In order to understand the meaning of this
finding we must explore the definitions of the two related variables. “Overall success’ is made
up of four component factors, an index of income/costs, and index of agricultural knowledge
which measured farmers individual acquisition of information, an index of the degree of self
help which measures ‘‘benefits obtained from group participation, formal or informal, which
complement the project’s economic activities,” (24) and a self sustaining index which measures
“the ability of the project to draw upon increased income from project costs paid for by

domestic sources.” (25)

Having explored what is defined as the explanatory factor we must now under-
stand what is meant by the explained factor “local action™. As the definitions are read,
watch carefully for tautology. Is the thing explained simply a different way of stating that
the factor which is posited to explain it?

“We start by defining local action. By thus term, we refer to two types of small
farmer activity The first relates to s involvement in project decision-making

in: (a) the 1dea evolution and project design phase, and (b) the project imple-
mentation phase The secund type of small farmer activity in local action relates

to the resource commitment he makes to the project defined as:

.The ratio of the value of the increased family labor commitment to famuly
income

.The ratio of tus increased money commtment to family income

.The sum of the above two ratios (called total resource commitment)

Following standardization of the four independent measures, their values were
added together gether. The resulting sum was then taken as our comprehensive measure
of local action.” (26)

Compared to the simple case of increased fertilizer and increased yields, this
project performance regression analysis seems extremely complicated. Part of the added
complexity comes from the difficulty of explaining in logical or well established theoretical
terms the connections tested in the regression. Most people understand what is meant by the
cookbook kind of connection between added fertilizer and increased corn. The theory and
logic is less well developed between ideas like ‘““local action * and “information acquisition™,
Regression is a useful tool to the degree that the problem is itself well understood, it should
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be viewed as a way of slightly extending the edge of experimental knowledge, rather than as
a tool for exploration into little understood areas. In areas where the definitions and theory
are little developed, the potential for tautology is very high.

Where theory is reasonably developed, where definitions are clear, and the logic of
posited causation is direct, regression analysis can be a powerful project analysis tool. Its
principal advantage is its aBility to account for the simultaneous impact of a number of in-
dependent influences, while avoiding the cost of such sefeguards if achieved by control group
samples.
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8. COMPLEX PROJECT ANALYSIS TECHNIQUES

Beyond the simpler methods already outlined lie a group of techniques for
project analysis involving quantitative models, whose complexity and cost prohibit their
use in more than a handful of experimental cases. DSP is not the forum for even a brief
exploration of these techniques. All that will be attempted is a paragraph of two of
description so that DSP participants will be aware of what the technique purports to accompl-
ish and a numerical example from a project application in AID.

a. Mathematical Programming

Mathematical programming, and the most common sub-type, linear programming,
are characterized as optimization models. They examine the way a complex set of resources
would be allocated in a farm, household, or other system, to produce the largest possible
quantity of some output. They have been used to explore resource allocation possibilities
for small farms and to explore the potential impact of Mandate projects. Small farms are
complex businesses and models like these are somctimes useful to trace out the accounting
relationships between the many crop alternatives and limited resources.

Table 34 presents results from a series of small farm linear programming models
based on data from the Guatemalan Highlands,

Table 34

The Impact of Credit Restrictions on Small Farm Income
S of Added Income Generated by 18 of Added Credit

Above $450 of Credit per Farm
Technological Level S of Income/S of Credit
Low 394
Average .605
High 787
Yery High 1.048

SOURCE. Samuel Daines et al, ANALYSIS DEL IMPACTO DEL CREDITO DE FINCAS PEQUENAS SOBRE
INGRESO, EMPLEO, Y PRODUCCION AGROPECUARIA Volume IV, Secretana del Consejo Nacional de Plamificacion
Economuca and AID, Guatemala 1976, p 100.

The study found that above S500 of credit most small farm situations could

not increase income with additional credit, at that point other factors like land and markets
restricted income. The findings indicated that even for farmers at lower than average small
farm technological levels, additional credit has a high income potential.
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The advantage of linear programming as a technique is its capacity to explore
the interrelationship between limiting resources. Linear programming techniques have been
used extensively to explore nutrition project impacts.

b Econometric Models

Econometric models could include all of the quantitative exercises here-to-
fore examined since the word econometric means simply to measure economic phenomena.
In caramon professional usage the term has assumed a more delimited meaning, but the limits
vary with the professional Most often econometric models focus on empiri 1l estimation
of the structural coefficients which are central to neo-classical economic theory These are
usually price related phenomena, and explore how price affects production and consumption
decisions. These models may use computational routines from any of those described, pro-
duction functions, regression, mathematical programming etc.

An example of the type of computations obtained in econometric estimates if
presented in Table 35. These estimates indicate the percentage increase in the quantity which
would be demanded if the price were to be reduced by one percent.

Table 35

Price Elasticities of Demand by Product Group
Mexico 1969

Product Group Price Elasticity of Demand
Cereals -10
Pulses -35
Fruits -2.00
Vegetables -40
Oils -1.20

SOURCE Duloy and Norton, CHAC MODEL, in MULTI-LEVEL PLANNING* CASE STUDIES IN MEXICO, North Holland
Publishing Co , Amsterdam 1973, p 317 (summarized for Table 25)

These estimates indicate for example that if the price of cereals were to drop
by 10% in Mexico, consumers would purcnase 1% more cereals products. If the price of fruits
were to drop by 107, consumers would purchase 20% added fruit products. These figures
can be useful in selecting small farmer projects which will depend on added demand for a
market.

c. Input/Quiput Techniques

Input/output models analyze the interrelationships which exist between different
production sectors in an economy. Because of their capacity to show how each sub-sector
enters as a processor of another sector’s output and in tum supplies its product as an input
into some other sector, these models are often used to reveal the indirect impact of projects,
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Most often, input/output models are used for sector or economy wide analysis as opposed
to project analysis. They tend to be very costly and are seldom justifiable on the basis of
one, or even a group of projects. Where an input/output model exists, and where the detail
in the model is sufficient to distinguish between project alternatives, it makes sense to use
the model for project selection. Table 36 presents the results of a pre-project selection appli-
cation of input/output. In this case three projects were being considered, a banana development
project, a Cocoa plantation, and a poultry installation. The input output model was used
to estimate direct and indirect income benefits which would accrue in all parts of the economy
as a result of these three possible projects.

Table 36

Estimates of the Impacts of Three Projects in Colorabia 1972
S of Income per S of Investment
Income includes direct and indirect income generated.

Direct and Indirect Banana Cocoa Poultry
Benefit Type
Total Income 1.82 2.56 2.06
Rurs! Income 81 .11 .70
Rursl Income to
Unskilled Laborers 48 32 12
Enterprenurial Profits 91 122 99
Rural Profits 55 69 S0
Urban Profits 36 52 49
Foreign Exchange + .04 + .03 -.01

SOURCE. Cura Lopez, PARTIAL APPLICATION OF INPUT/OUTPUT ANALYSIS TO THE EVALUATION OF
PROJECTS. THE CASES OF BANANA, COCOA AND POULTRY IN COLOMBIA, Agency for International Development,
Washington, D C, 1972, p. 8

Using an input/output model for project analysis has the advantage of allowing
one to see the ripple effect of benefits and costs of a particular project on the total economy.
The best example of such a project analysis 1s Walter Isard, REGIONAL INPUT/OUTPUT
STUDY: RECOLLECTIONS, REFLECTIONS, AND DIVERSE NOTES ON THE PHILA-
DELPHIA EXPERIENCE, MIT Press 1971, in which the author evaluated the impacts of
a military installation project using input/output techniques. The technique is generally too
costly for AID use, but may become practical as more and more LDC.S generate [nput/output
models for other uses, in which case there is little added expense to harness them for project
appraisal.
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d. Computer Simulation

Computer simulation generally involves a complex set of statements about the
quantitative relationship between variables in an economic system. The system could be a
farm, household or project. This technique has been used widely for sector level modeling
but its application to project analysis has not yet been exploited in the AID context. Inter-
ested participants should examine the Nigerian and Korean Agriculture Sector Analysis efforts
of Michigan State University, (27)

FOOTNOTES TO PART D

(23) Development Alternatives, Inc., Strategies for Small Farmer Development: An Empirical
Study of Rural Development Projects, Vol. I, Washington, D.C,, 1974, p. 43.

(24) Ibid., p. 45.
(25) Ibid.
(26) Ibid., p. 46.

(27) See Glen Johnson et al., Strategies and Recommendations for Nigerian Rural Develop-
ment, 1969-1985, Consortium for the Study of Nigerian Rural Development, AID, Washing-
ton, D.C., 1969. Also see George Rossmiller et al., Korean Agricultural Sector Analysis and

Recommended Development Strategies, 1971-1985, Michigan State University, East Lansing,
1972.






PARTE
COMPARING THE BENEFITS AND COSTS OF MANDATE ORIENTED AID PROJECTS

1. BENEFIT/COST AND COST EFFECTIVENESS ANALYSIS AND THE AID
PROJECT CYCLE

Each project analysis technique has its strengths and its weaknesses, the parti-
cular strength of the techniques covered in this Part lie in the light they shed on project selec-
tion and evaluation where more than one project with similiar objectives are compared. This
strength is mostly lost when projects of essentially different type are compared, or where
there are really no alternatives projects under serious consideration. Conceptually benefit
cost analysis should provide equally strong guidance where projects of different type are
compared, but the difficulties inherent in measuring and defining both costs and benefits
on terms sufficiently comparable between projects of differing types render such judgements
ineffectual.

It is most important, therefore, to discuss at the outset of this Part the appro-
priate stage in the project cycle where these techniques fit best,

a. Project Selection

In the project selection stage this ‘“‘comparability” strength of benefit/cost
techniques is particularly important. If the benefit/cost analysis enters the scene only after
project selection has taken place and there is only one project under serious consideration,
the technique has missed its chance to make its unique contribution. Such analysis can con-
ceivably still provide useful comparisons with investment alternatives in other sectors or in
other countries, and some would even argue that it can indicate the true or “absolutc udvis-
ability” of undertaking the project. In practice benefit/cost ratios have been used by Regional
Bureaus to decide between projects of different types and in different countries, however,
measurement difficulties and conceptual uncertamnty make this a questionable practice. Using
benefit/cost techniques as a tool for project justification makes sense only when the justi-
fication is vis-a-vis projects of similiar type in the same country. The AID Handbook outlines
this point as follows:

“In other words, a principal value of good analysis ts that it help the project
designer clanify and systematize alternative ideas 2 1d designs for his own beneft,
well before he preser.ts the final results of his analysts to reviewers and decision
makers ... The real purpose ot economic teasibility analysi is to aid in the
CHOICE OF ALTERNATIVE projects and ALTERNATIVE PROJECT
DESIGNS Thus it s essential that analysis be done early 1n the project identi-
ficauon and design process. Otherwise there 1s a danger that analvsis will be
employed—-as 1 unfortunately all too otten the case—to JUSTIFY already
determined projects and project designs.” (28)
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The staging and role of benefit cost or cost effectiveness analysis is related
closely to the usefulness of the result. The time constraints and staft limitations imposed on
most AID missions have resulted in a project preparation process far from ideal. Only rare
situations exist in which a variety of project altermatives are under consideration at a late
enough stage to permit benefit/cost analysis of all of them

Almost all AID benefit/cost analyses can be divided into two classes. First are
sitaations in which the project has already been selected on other grounds. the benefit cost
exercise was taken as a serious statistical effort for comparison witl projects of other sectors,
or with other countries. The second type is the situation in which no actual data are avail-
able on which to base the analysis, but estimates are maue anyway to meet the AID-W re-
quirement. There have been some exceptions in which the benefit cost analysis was properly
staged and permitted the rational selection between aiternatives, but such cases are rare. Since
the special strength of benefit/cost is comparison among alternatives, i{ circumstances prevent
such comparison it loses its unique contribution and perhaps other proj :ct analysis techniques
such ac those discussed in Part D would be mo -~ ~rpropriate.

Another strength of the benefit/cost technique is its ability to deal with long
project time horizons, that is to capture the influence of time on project selection. This
strength can be misleading however, since the benefit/cost technique provides a framework
for comparing benefits and costs which  occur at different times, but it does not assist in
estimating the benefits themselves This implies that project analysis can take advantage of
this strength if reliable information is already in place about the timing and amounts of
benefits and costs at future points in time. Ji little is known about exactly when and in what
amount project benefits will I appen, the benefit/cost method adds only the appearance
of sophistication to the analysis and no substance. As will be mentioned in the next section,
benefit/cost, like other techniques for preject analysis, has far outrun its data base.

b. Projecr Evaluation

The same benefit/cost and cost effectiveness techniques could apply with eaual
utility to project evaluation as to project selection. The fact that they have seldom been so
applied is perh: ps the result of the organizational environment (World Bank and others) in
which they were refined during the fifties and sixties where the principal interest was in
selection not evaluation. There are no reasons which would make these techniques less appli-
cable in the ex post than in the ex ante situation,

2. DATA AND MEASUREMENT TECHNIQUE FOR ESTIMATING THE DIFFERENCE
MADE BY THE PROJECT

A project is undertaken because of the anticination that a series of benefits
will result, Estimating the quantities of these benefits is the most difficult and costly part
of a good benefit/cost or cost effectiveness analysis. Unfortunately this stage is not commonly
thought of as a part of the analysis but rather as a data requirement of the analysis. Most



86

benefit/cost manuals refer to this as an estimate of “with’ and “without™ project situations.
The idea is simple, to estimate the amount of income (or other benefit) which the subject
popuiation would have had “without™ the project, then “with" the project, the difference
being the result of the project. Once these project impacts are estimated, Uy whatever means,
and based on whatever data, the well developed arithmetic of benefit/cost (discounting,
BCR, IRR) can easily be applied to yield final ratios. Benefit/cost techniques provide no
methodology however, for estimating those “‘with” and ‘“‘without™ differences in the first
place. For example if the project is a small farmer credit project, and the objeci:ve is increased
income, before a benefit/cost analysis can be undertaken, estimates must e made of the
difference in income which the project will cause, In order to be reliable grounds for project
choice these estimates should be based con in-country data on similar projects, for example on
the observed differences in income between small farmers in the piciect country with and
without credit. The techniques which would be used to gatlier such impact data, and to
analyze it are those outlined in Parts B, C, and D. If the estimates for the benefit/cost analysis
are not based on actual in-country data, there is no reason to think that the arithmetic of
cost/benefit can build a useful result from inaccuraie basic data.

The most important failing of benefit/cost as it is practiced in AID project analysis
is not in the method utilized but in the simple fact that no reasonable data stand behind
the “with” 2nd “without” project impact and cost estimates. Most often there are no data
at all, the estimates of the difference the project will make are based on the subjective judge-
ments of “experts” and in many cases by the benefit/cost analysts themselves.

The sequence in which this manual is presented has tne intent of showing a
process of data specification, data gathcring, data formatting, analysis, and finally benefit
cost analysis. It is imporiant to realize that benefit/cost is not a technique which escapes
the necessity of reliable data. It is unfortunate indeed that project decision makers have been
given the impression that while all other analytical techniGues require ongnal data, benefit/
cost can proceed whether or not such data exist. The large bulk of the investments and
analytical energy in any benefit/cost effort must inevitably center in gathering and analyzing
data to estimate the “with™ and ‘“‘without” situation. Once reasonable and statisticaily be-
lievable estimates are available, little added effori is required to subject these estimates to the
arithmetic of benefit/cost computations. There is a tendency in AID practice to ignore the
data stage and proceed to the arithmetic of the computations, and for project reviewers to
be more interested in the resulting ratios than in the validity of the evidence and data on
anticipated project impact.

tHow can data be obtained which would help to estimate the anticipated impacts
of a project which has not yet been undertaken? This question has been suggested as an
excuse for <oing benefit/cost without data. Reflection on the content of Parts C, and D
should suggest a vanety of different data gathering and interpretation techniques which could
assemble evidence relevant to the ex ante estimation of the difference a project will make.
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All projects operate on a hypothesis about change, that change which will result from a
particular intervention or service. For example, a project which would increase fertilizer
use to improve income operates on the hypothesis that increased technical assistance will
result in increased fertilizer use, which will in tumn increase yields, and in turn farmer net
incom:. Data on the result of each of these sub-hypotheses can either be obtained from
direct measurement in similiar projects, or by measuring the differences observed by “with”
and “without” farms in the gencral population. For exampie, to test the last of the sub-
hypotheses that increased yields result from increased technical assistance, small farmers in the
general population who are receiving such assistance could be compared with those who
are not. The observed difference in yields between these two groups misht be used as the
basis for an estimate of the “with technical assistance™ difference to be used in a benefit
cost analysis of a technical assistance project aimed at expanding coverage Thus the only
case in which expert judgement must be relied on is the case in which there are no small farms
in the country with the intervention which the project proposes. Almost always, AID pro-
jects aim to extend, expand, or intensify some service, project, program or intervention
which has already existed in a more limited scale. Some experience in the same area or in
a neighboring region usually can be observed, and its results measured to provide the basis
for the AID benefit/cost analysis.

If it is impossible to obtain or to generate data on the sizc and probability of the
anticipated impacts and costs of the project, then project proponents and analysts should
ask themselves if the undertaking of a benefit/cost analysis without such data will add any-
thing to the selection process. In many cases where there are either conceptual difficulties
which render measurement unsatisfying, or data problems which are insuperable, benefit/
cost analysis may in fact be a disservice to project decisionmaking by obscuring the central
issues and providing an outwardly consistent but empty basis for project choice. Rather than
calculate a series of ratios which are based on someone’s rough “expert judgement” it may
be better to express those judgements without the gloss of the benefit/cost arithmetic since
the arithmetic may lead the project discussion away from central issues and to meaningless dis-
tinctions between the numerical magnitudes of the ratios themselves.

3. BENEFIT/COST AND COST EFFECTIVENESS ANALYSIS: BASIC DEFINITIONS

Many definitions for these terms are in current use among project analysts and
they are not always consistent, Without arguing for or against any of the definitions we will
adopt for the purpose of its manual the definition used in the AID Handbook:

“COST BENEFIT AND COST EFFECTIVENESS
For the purposes of thus discussion, there are two main types of economic analysis
whuch design personnel snould consider in developing projects. (a) *‘cost-berefit”
.... analysis and (b) “cost effectiveness™ analysis In broad general terns, cust-
benefit analysis will usually be the more appropriate technique when a project’s

. outputs are pnmanly marketable items or when they at least can realistically
be valued in monetary value. Cost-benefit analysis should normally be performed
for any revenue producing project or for any project whose outputs translate



88

realistically .to monetary equivalents. .. On the other hand, cost-effectiveness
normally will be done for those “social” or “nonrevenue preducing” projects
(i.e., those without s.gnificant income strean1s) whose output can nonetheless
meaningfully be quantified. For example, health proje.ts to reduce child
mortality or specific disease rates, education projects to increase hiterzcy rates,
or family planning projects with specific fertility reduction goals ail have (con-
ceptually) quantifiable outputs 2nd therefore are excellent candidates for cost-
effectiveness 1nalysis.” (29)

Where income is the objective the numerator in the Benefit/cost ratio is income.
Where the objective of a project is something besides income (like increased nutritional status)
the numerator in the ratio would be units of imp.oved nutritional status and the ratio would
no longer be called a benefit/cost but a cost effectiveness ratio. Whether a ratio is termed
benefit/cost or cost effectiveness using AID's definition depends not on the metiodology
used to compute it bui whether the numerator is income.

4. COMPARING THE BENEFITS AND COSTS OF MANDATE ORIENTED
AGRICULTURAL PROJECTS

The balance of Part E will be organized by the general project types or mandate
objectives as outlined in the Committee Print and discussed in Part A. Three types of analy sis
will be examined;

1. Financial Benefit/Cost Analysis
2. Economic (Social) Benefit/Cost Analysis
3. Cost Effectiveness Analysis

Financial Bencfit/Cost atte:npts to measure the benefits and costs as they are actually paid
or received by the the individual beneficiary or project participant. For agricultural projects
this is the farmer, his direct costs and income benefils are taken unadjusted by societal or
indirect effects. The objective of financial analysis 1s to evaluate the direct financial feasibijl-
ity of the project and to see if market incentives will encourage participants to engage in pro-
ject activities.

Economic or “‘Social” benefit/cost analysis takes brcader view of both costs
and benefits and includes both direct and indirect effects feit by the larger community, and
adjust the prices at which cost and benefit items are volaed to reflect either market distortions
or public policy.
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The following Guote explains in more detail the reasons for going beyond
financial analysis to 2conomic or social benefit cost analysis.

But why bother with [ecanomic or social] cost-benetit analysis at all” What
is wrong with dectding whether or not 1w undertake any specific investment, or
to choose among a number of specific nvestment opportunities, guided simply
by proper acrounting practices [financial analysis] and, therefore, guided
ultimately by reference to profitability The answer 1s provided by the familiar
thesis tha* « 5at counts as a benefit or a loss to one part of the economy — to
one of more persons or groups — does not necessanly count as a benefit or loss
to the economy as a whole And in cos:-benefit analysus we are concerned
with the economy as a whole, with the welfare of a defined society, and not
any smaller part of 1t.

A private enterprise, or even a public enterprise, comprises only a segment
of the eccnomy, often a very small segment. More important whatever the
means it employs in pursuing its oojcctves .., the pnivate enterprise, at least,
is guided by ordinary commercial cnivria that require revenues to exczed costs.

There 13, of course, the metaphor ot the ‘nvisible hand’, the deus ex
machina discovered by Adam Smith that so directs the self-sesking prochvities
of the business world that it confers benefits on soctety as a whole. And one
can, indeed, lay down simple and suffic.ent conditions under which the uncom-
promising purswit of profits acts always to serve Jhe public interest. These
conditions can be boiled down to two* that all effects relevant to the welfare
of all ndividuals be properly priced on the market, and that perfect competition
prevall‘m all economic activities.

Once we depart from this ideal economic setting, however, the set of outputs
and prices to which the economy tends riay not serve tae pubtlic so well as
some other set of outputs and prices. ln addition to this possible mysallocation
of resources among the goods bewng produced, it 18 also possible that certamn
goods which can be economically justified are not produced at ali, while others
that cannot be cconomically justified continue to be produced. ...

Again, certain goods having beneficial, though unprced, spillover effects also
quality for production on economic grounds, but they cannct be produced at a
profit so long as the beneticial sputovers remain unpriced. The reverse is also
true and more significant profitable commercial activities sometimes produce
noxious spillover effects to such an eatent that, on a more comprehensive pric-
ing criterion, they would be reyarded as uneconomac.

2. The economist eaguged 1n the cost-benefit appraisal of a project is not,
in essence then a.king a ciffersnt sort of question from that being asked by
the accountant of a private firm. Rather, the same sort of question 1s being
asked about a wider group of people — who comprise society — and 1s being
asked more searchingly. Instead of asking whether the owners of the snter-
prise will become better off by the firm's engaging 1n one activity rather than
another, the economist asks whether society as a whole will becoms better off
by undertanng this project rather than not undertaking it, or by undertaking
instead any of ¢ number of alternative projects

5. COMPARING THE COSTS AND BENEFITS OF RURAL PRODUCTION PROJECTS

Rural production projects include projects aimed at farm production and income,
agroindustry, marketing and other research, extension and indirect activities which seek to
increase the incomes of the rural poor.



90

a. Financial Benefit Cost Analysis

i, "“with” and “‘withou?” Project Estimates

The beginning point for a financial benefit/cost analysis is a vear by year estimate
of the financia! situation of the project participant or beneficiary with and without the project.
Examples of “with and without” estimates will be drawn from the benefit/cost analysis section
of a highlands irrigation project for Peru financed by AID in 1976.

Table 37

Sample “With’ and “Without” Estimates for Production in
the Peru Highlands Irvigation Project

Without Project With Project
Potatoes 3212 13 421
Beans, Peas 178 3,214
Vegetables 4,058 9,884
Fruits 56 2,807
Com 69§ 2,328
Grains and Cercals 1,901 4,078

* Gross Value of annual output less farm and project operating costs (excluding farm iabor costs).
SOURCE. PERU Program for Improved Water and Land use in the Sierra Project Paper, Agency for International
Development, 1975, WashungtonD €. p 67

The estimates in Table 37 indicate the estimated differsnces when the project
reaches full production. These numbers unfortunately were not obtained from any direct
data base and the authors of the project are the first to admit that the final ratios are “of
little value, since data used to derive (them) have been estimated.” (Ibid. p 84). Irrigation
would cause a difference in the way land s used and the amount ot land dedicated to
different crops, it would also cause a change in the yields of each crop per hectare. The pro-
ject would move the percent of land irrigated from 26% to 75%.

The yield and land use pattern differences would change the input and output
values at the farm level resulting in a difference in family and percapita income which is the
final objective. Table 38 indicates the with and withcut project farm revenues, and the
resuliing cash income differences for the farm families respectively.
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Table 38

With and Without Project Estimates for the
Peru Sierra Imrigation Project (Chupaca Sub Region)

Without Project With Project

Amount Irrigated 1,328 Ha. 3305Ha. Ha.
Gross Annual Qutput

at Full Production USS1,018,055 USS$2,488,473
Net Annual Output

at Full Production USS 885,829 USS1,672,443
Net Annual Output

Per Farm Family USS$ 295 USS 557

SOURCE: Peru; Program for Improved Water and Land Use in the Sierra, Project Paper , Agency for International Develop-
ment, 1975, Washington D.C. p. 54.

While the data base for the Peru figures is apparently non-existent (estimates
were founded on educated guesses) the methodology is interesting. The interconnecting
hypotheses start with the assumption that land use and yields will change and give rice to the
differences in the “with” and “without” estimates in Table 37. These yield and land use changes
would result in altered input and output values on the participating farms which would cause
a difference in family cash incomes (table 37) which is the final objective of the project.
This final difference in family incomes is known as the “cash flow"”. The reader should note
that all of the Peru estimates are taken from the year in which the project reaches full pro-
duction when all of the irrigation works are operating and all of the yield and cropping changes
have occurred. In the earlier years of the project the costs would be higher and the outputs
fower which would result in a lower “cash flow"” for these years. The Peru project has a use-
ful life of 40 years, if the ‘“‘cash tlow™” (the net added benefits minus the added costs) for
each year was added together the sum would be called the “Totat Cash Flow™.

DEFINITION: Cash Flow = Added income minus added costs for one year

NEFINITION: Total Cash Flow = Sum of each of the annual cash flows over the useful
life of the project.

It should be noted that in the Peru project case, an excellent opportunity for
obtaining the needed data was bypassed. Since important averages of the project areas are
already under irrigation, a simple and inexpensive sample survey would have quantified the
with and without irrigation differences which would have provided a serious and believable
statistical basis for the benefit/cost measurements

il. Accounting for the Time Value of Money: Discount Rates
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Most AID projects take time to imnlement, and the benefits may take a long
period of time to materialize. In the Peru Irrigation loan it will take many years to build
the irrigation works, and additional time to see the farm level changes in practices which are
required before the full benefits will be seen. Projects are not all equally long, some have
relatively short time horizons such as a small farm credit project which aims at financing
fertilizer. In order to be able to compare projects with different patterns in the timing of
costs and benefits a mechanism must be used, which places benefits and costs which occur
at different times on a comparable standing.

In Financial benefit cost analysis the basis on which this is done is rather simple,
it is done using an interest rate. Money has a time value, one dollar in my hand today is
worth more to me than the same dollar if 1 had to wait one year to obtain it. Similiarly,
one dollar of cost is valued less one year from now than it would be if I had to pay it today.
Likewise a project producing one million dollars of benefit ten years from now is less value-
abe than a project producing the million dollars of benefits in three years, assuming the
costs of the two projects are the same in quantity and invested at the same time. What could
I use to measure the added value of a dollar today as contrasted to a dollar one vear from
now. One way is to ask what income I could earn from the one dollar if I were to invest it
today and require it to be returned one year from now. If that amount is 10 cents, I might say
that the dollar I cannot get for one year is worth onty 90 ceuts today, for that is all [ would
be willing to pay for the right to receive it in one year if I believe that a reasonable interest
rate is 10%. The 90 cents is defined in cost benefit analysis terms as the “‘present value” of
the dollar I can receive in one year. The 10% interest rate used to arrive at the “present value”
is called the “discount rate,” and the simple arithmetic used (multiply 1 dollar by .9 which
equais 1 minus the discount rate) is called ‘‘discounting.”

With the use of a discount rate 1 can place moneys to be received at various
points in the future on a common ground, that is they can all be discounted to their present
worth and then added together. The interest rate which is chosen as the discount rate for
financial analysis should be the interest rate which could be earned without extensive man-
agement on an average investment in the country in which the project is to be undertaken.
This concept has often been reterred to as the opportunity cost of capital. By using a dis-
count rate, each project will be automatically compared with what could be alternatively
accomplished with project funds if they were invested in the open market.

DEFINITION- Discount Rate = That interst rate which the average investment could securely
earn in the country in which the project is undertaken. Some-
times called the ‘opportunity cost™ of capital.

In order to illustrate the arithmetic of discounting an example will be drawn fromn
the North Shaba (Zaire) Maize Pioduction Project. The benefit cost estimates for this project
assumed a 10 year project life with no salvage value at the end of that period. The annual
cash flows for the project are presented in Table 39.
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Table 39

Annual Cash Flow, and Net Present Value Calculations for
North Shaba Maize Production Project (Zaire)

(values in 000 USS)
Year Added Costs Added Income Annual Cash Discount Factor Net Present
Flow at 15% Discount Value

1 $4,954 s 378 $ 4576 0.870 $ -3981
2 1,919 756 -1,163 0.756 879
3 2,519 1,701 - 181 0.658 - 119
4 2,490 2,390 440 0.572 252
5 1,613 4914 3,301 0.497 1,640
6 1,401 6,308 5403 0432 2,334
7 1,692 8,883 7,191 0.376 2,703
8 1,737 10,773 9,036 0.327 2,955
9 1,783 12,852 11,069 0.284 3,144
10 1,829 14,742 12,913 0.247 3,190
Net Present Value $11,239

SOURCE- A Albert Green, AN APPROACH FOR ASSESSING RURAL DEVELOPMENT PROJECTS PART II, AN ILL-
USTRATIVE APPLICATION' Agency for Intemational Development Washungton D.C, 1977 p. 58

If the cash flows for the North Shaba Maize Project are discounted at 15% their
net present value is $11,239,000, that is the value today of all of the costs and income which
will occur in the project in the next ten years is $11,239,000.

DEFINITION: Net Present Value = The sum of the present values of each of the annual
cash flows.

The discount factor is the value which would be received at a future date at a part-
icular discount rate. These factors may be found commonly in tables in which the actual
values have been computed, thus in Table 40 the discount factor for 1 year at 15% is 0.870.
The process of discounting involves simply multiplying the cash flow for each year by the
relevant discount factor and then adding each year's present value together.

lii. Benefit/Cost Ratio

The benefit cost ratio is a way of computing the benefit per unit cost. By con-
structing a ratio we are able to compare projects of different absolute size. The net present
value measure says nothing about the efficieucy of the project; a large project would be ex-
pected to have a large net present value and a small project would be expected to have a low
present worth. In order to view the efficiency of the use of scarce resources, a ratio is needed.

DEFINITION: Benefit/Cost Ratio = The present value of benefits divided by the present value
of costs.

In order to compute the benefit/cost ratio the benefits and costs must be separately
discounted and separately summed to provide a present value of benefits AND a separate
present value of costs. The dis~ounted benefits are then divided by the discounted costs.
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If the present value of benefits is higher than the present value of costs the benefit/
cost ratic wili be more than 1 if the ratio is less than one this indicates that alternative in-
vestments available in the project country would produce inore income than the project itself,
the project would therefore be an inferior alternative to placing project funds on the open
investment market.

iv. Internal Rate of Retum

The internal rate of return measures the efficiency of the project directty without
the necessity of pre-selecting a discount rate The usefulness of the IRR (internal rate of
return) is that it does not depend on the accuracy or conceptual basis on which the discount
rate is chosen. Since many analysts feel that the selection of the discount rate is fraught
with conceptual problems, the IRR is a partially satisfactory alternative. The IRR is calculated
by discounting the net present value (discounted cash flow as in Table 39) using different
discount rates. Trial and errcr discounting exercises will indicate that the higher the discount
rate the lower the net present value of the pioject. For example at 15% the net present value
of the North Shaba project is $11,239 discounted at 25% it is $4,080 and at 40% it is negative
$-109. At some discount rate between 25% and 40% the net present value will be zero. The
internal rate of return is the discount rate which results in a zero net present value.

DEFINITION: Internal Rate of Return = The discount rate at which the net present value
d the project is equal to zero.

Table 41 illustrates the computation of the internal rate of return for the North
Shaba Project.

Computing the IRR is a trial and error process. Observing that the net present
value is only shghtly ne . 10% and strongly positive at 25% it is obvious that the rate
at which it will be zers w wiwser to 40% than 25% A discount rate of 37% is therefore
attempted resulting 1n a positive NPV of $316 indicating that the Internal Rate of Retum
is above 377 and below 407, closer to 40% than 37%. The final estimate of the IRR from
the data dispiayed in Table 43 would be approximately 39%.

A 39% IRR imp'ies that this project would be superior to an investment in the
open market at any discount rate (opportumty cost of capital) below 39% Computing an
IRR does not escape the difficult “sue of selecting a discount rate entirely, 1t simply allows
the project analyst to set an upper bound on discount rates which would imply that the proj-
ect is et competitive with open market investments. In the North Shaba case, if the analyst
felt that the opportumity cost of capital n the region 1s above 39% the project would not
be justifiable in financial terms.

v Summary of Financial Benefit/Cost Analysis

Ths examples which have been given in the preceeding paragraphs are all drawn
from farming situations, but the methods used apply equally well to any income generating
project in rural or urban settings Agroindustrial, and marketing, projects maybe subjected
to similar financial analysis.
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Table 42

Internal Rate of Return Calculation for the North

Shaba Maize Project (Zaire)
Year Net Present Net Present Net Present Net Present Undiscounted
Value at Value at Value at Value at Annual Cash
15 %Drscount 25%Discount 409 Discount 37% Discount Flow
Rate Rate Rate Rate
1 $-3,981 $-3,660 $-3,267 $-3,340 $-4,576
2 - 879 - 744 - 593 - 620 -1,163
3 - 119 - 93 - 66 - 77 - 181
4 252 186 114 125 440
5 1,640 1,083 614 684 3,301
6 2,334 1416 719 817 5,403
7 2,703 1,110 680 794 7,101
8 2,955 1,518 614 728 9,036
9 3,144 1,483 531 651 11,069
10 3,190 1,382 452 554 12,913
Total $11,239 $ 4,080 < 109 $ 316
NPV

SOURCE H Albert Green, AN APPROACH FOR ASSESSING RURAL DEVELOPMENT PROJECTS FARTII, ANILL-
USTRATIVE APPLICATION, Agency for International Developmen:, Washington D C. 1977, p 58.

The focus of financial benefit/cost analysis is the participant farm or household T
and the changes in income which will result directly to this unit as a rest it of the project, Once
these differences (with and without project) are measured, and projocted over the useful
life of the project, the financial benefit cost analysis can proceed. The benefit/cost measures
most commonly used are cash flow (difference between added costs and added benefits),
net present value (discounted cash flow), benefit/cost ratio (present value of benefits divided
by present value of costs), and the internal rate of return (the discount rate at which net
present value equals zero)

b Economic or Social Benefit/Cost Analysis

Financial analysis looks narrowly at the costs and benefits of the participating
firm or household unit- economic or social analysis takes the broader perspecitive of the
whole society of economy. A wide variety of differences in the analytical approach are re-
quired by the bro.der view, these differences may be grouped into three general categories:
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1. Economic or social analysis must include indirect or side cost and benefit
items which the individual firm or household may not pay for (costs) or receive
(benefits).

2. Economic or social analysis may use different prices to value input {cost)
and output (benefit) items than those which the individual faces in the actual
market.

3. Economic or social analysis may use a discount rate which differs from the
observed rnarket rate or the opportunity cost of capital selected for financial
analysis.

i. Indrect Costs in Economic or Social Benefit/Cost Analysis

Many costs may be caused to society by the project which are not paid for by
the individual farms or households which participate directly. These costs may be thought
of external, indrect or social overhead costs. Many examples might be presented, in the
interest of conserving time and space this manual will describe only three, with the intent
that the DSP participant can visualize from these three generic types the wide variety of costs
which they are representative of.

Farmers in the North Shaba Maize Project may utilize the services of publc
technical assistince extension personnel without paying for the service. The benefit estimates
may assuite that these services are provided whether or not the project itself provides funds
for financing extension. The cost of the technical assistance service must be mcluded or the
net benefit will be overestimated. Technical assistance services include the salary of the
personnel, operating and depreciation costs of the vehicles they use, the overhead costs of
the institution which are required to support the agents etc. The important concept to keep
in mind when trying to decide what costs ought to be included is that resources used up by
the project should be included as costs. Technical assistance vehicles and man days are being
used up and therefore should be included.

If the project implies a substantial increase in marketed production from a
particular region there may be an important amount of additional wear and tear on roads.
Roads are a resource which the project uses up without paying for. The estimated road
cost due to the project should be included as a cost for economic or social benefit/cost
analysis.

Taxes which a fanner pays are actual cash outlays and hence must be included
as costs in financial analysis, which looks narrowly at his financial benefit picture. In
economic or social analysis these taxes should be excluded from the costs since they do not
represent real resources usid up by the project but rather transfer payments to other segments
of the economy. One might argue that these taxes should be included as costs fo represent
the value of road use and other public services like technical assistance which the project
beneficiaries use up. Taxes are poor proxies for actual resources used up in the public services
received by a particular project group of participants, it is much more accurate to exclude
taxes and include direct estimates of the roads, extension, and other real resources used up
but not paid for by the project participants,
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ii. Indirect or Secondary Benefits in Economic or Social Benefit/Cost Analysis

Many benefits may occur as a result of the project to others in the society outside
the participating farmers or households. For example, if the production of maize increases
dramatically as a result of the North Shaba project, urban consumers will probably benefit
from a reduced com pnice This benefit may be substantial and in fact may offset some loss
in participant farmer income which results from this pnce drop While this benefit is not easy
to estimate 1t must be included in economic or social benefit/cost analysis of projects whose
principal income result comes through expanded agricultural production of a particular crop.

Another indirect or secondary benefit which should be .acluded in economic
analysis is the income benefit which accrues to households engaged in marketing and process-
ing the increased farm pioduction or producing mputs for the project These impacts are
generally referred to as “income multiplier” effects, Multiplier effects are difficult to estimate
unless a recent “Input/Output” model is available for the project country.

Economists speak of a third class of benefits as ‘‘externalities’ . These benefits
may be thought of as side products or by-products of the project act.vity, In the Peru
Irrigation project it may be that the water ways created may give rise ro a new fishing or
transportation activity and thereby create added fishing or transportation incomes.

While all of these indirect or secondary income effects cannot be measured
with confidence, good economic or social benefit/cost analyses should attempt to estimate
the most important ones and present at least some narrative discussion about the residual.

in. Using Shadow Prices of Opportumty Costs for Project Costs and 3enefits

The underlying 1dea behind the use of the denefit/cost ratio is that using such
a ratio as a project selection criterion will result n projects which preduce more of what
socicty wants (benefits) per unit of society’s scarce resources Because of the fact that 1t is
impossible to add costs in physical terms (tons of steel ana bags of cement) prices are used
to value these cost and benefit ttems so that they can be combined in the ratios The defense
of this convention is that prices reflect the true value of the good or service In perfect
markets this argument might be accepted without much debate, yet perfect factor and product
markets are not charactenstic of the underdeveloped economes in which Mandate projects
sre undertaken. In many situations non-market distortions have fixed prices at levels which
most would agree bear no direct relation to the relative scarcity of resources For benefit cost
analysis this is vital, for the principal purpose of benefit cost analysis ts to find those projects
which make best use of scarce resources. If the pnices used for these resources (or for the
benefits produced) are poor representations of scarcity, the results of the analysis cannot be
expected 1o produce reliable project choices.



Three categories of products and services are common subjects of often price
distortion in developing countries and their prices require adjustment for economic or social
benefit/cost analysis. The adjusted prices, which are thought to approximate more closely
true scarcity, are referred to as ‘‘shadow prices”, and the process of adjustment ‘‘shadow
pricing”. The three items which must comonly be shadow priced are unskilled labor, inter-
nationally traded goods, and domestic goods which are the subject of public price supports

or subsidies.

Underutilization of unskilled labor is characteristic of most developing economies.
In many areas wages are set by fiat in the form of legislated minimum wages. Even though
thc minimum (and in many cases the effective wages) are low by international standards,
many would argue that they do not reflect the over-abundance of labor. A shadow wage equal
to the “‘opportunity cost™ of labor has been argued as a more adequate price for labor which
is utilized as an input in projects for benefit/cost purposes The opportunity cost of labor is
the value of production forgone by removing the labor from its current occupation to work
on the project. If the labor utilized for example in Peru Irrigation Project was drawn from
heretofore totally unemployed workers one might argue that ne production was forgone
and hence the shadow wage should be zero. In areas where widespread unemployment is
the pattern benefit/cost analysts have often used a zero price for labor based on this argument.
They have argued that even if the laborers actually drawn into the project were working be-
fore, if they are unskilled, they will be replaced easily from the pool of unemployed and no
actual production will be forgone.

The selection of the shadow wage depends on the level of underutilization of
labor in the project area, and on the seasonality of the underutilization. If the underutiliza-
tion rate is high, and if there are no seasonal shortages the shadow wage should be relatively
low, and perhaps even zero. If the nominal wages paid in the project are above the average
rural wage the project can be expected to draw currently employed workers away from pro-
duction and production may be partially foregone until unemployed workers are found. A
project may be able to insure that at least most of its workers are from the ranks of the un-
employed by direct control over the hiring process. In practice this control process is very
difficult to maintzin and it is most ofter an unsatisfactory method of making certain that the
laborers hired were heretofore unemployed. h |

Perhaps the best method is to use the general unemployment pattern in the
project region as an adjustment indicator. This process was used in the Peru irrigation
benefit cost analysis.

“Shadow wages for the Cajamarca region are taken as 40 %of the official farm
and construction wage rates: for the Mantaro region thus shadow value 1f 509’
(31)
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Internationally traded goods often require adjusted prices because of exchange
rates which are poor reflections of the scarcity of foreign exchange. If imported fertilizer
is included in the project the analyst may wish to increase the price used to value the quantities
of fertilizer as a cost to the project above the domestic price on the behef that the actual
exchange rate is a distorted one. If the output of the project is to be exported, it is often
the case that the country may create a purposely biased exchange rate for the product in
order to promote exports. While the elevated domestic price may be a wise policy choice
it should not be used for economic benefit/cost analysis purposes, tlie price should be adjusted
to reflect 1ts value at the estumated equiibnum exchange rate. The shadow exchange rate
(or equilibnum rate) is difficult to estimate in practice, the analyst can either simply make
a best guess adjustment, or rely on more rnigorous estimates often made by local national
planning offices or central banks. The Peru Irgation analysis simply states

*“The shadow value of foreign exhange 1s assumed to be 20% hugher than the
official rate cf 43 38 soles per USS These vaiues retlect those estimated by
the National Planning Instutute ** (32)

Domestic price distortions may also occur dhrough direct subsidies and price
supports. For example it 1s possible that the public sector might choose to sell fertilizer to
small farmers at 20% below the market rave in order to induce them to increase their fertilizer
use. The ntent of the policy may ve to return the pnice to normal after imtial adoption has
taken place, or 1t may be to continue the subsidy as a way of preferentially benefitting small
farmers. In either case the fertilizer price paid by the farmer should be adjusted up by 20%
before inclusici: in the cost side of the benefit/cost iedger. Domestic price supports to induce
additional production may result in an overpricmg of a particular crop which will need a
downward adjusted shadow price before it is used to value benefits of added production
resulting from the project.

Shaduw pnces may be used to adjust for the natural price distortions which
take place due to factor unmobility, lack of market information, o1 where explicit pubhc inter-
vention has torced prices to diverge from therr equilibrum levels, The objective of shadow
pricing is to use prices which represent the true scarcity of factors or true equilibrium prices
for products in the project country or region.

iv. Social Discount Rate for Economic Analysis

As mentioned in the case of financial analysis, the choice of a discount rate for
the benefit/cost computaticns is of central importance In financial analysis the rate chosen
was that rate at wiuch money could be invested without management in the project country.

A view of Table 42 will help to dlustrate th- importance of sclecting the proper
discount rate, and may help to understand why many governments (including our own)
have selected discount rates considerably below market investment rates for the evaluation
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of certain types of public investment projects. It can be observed that there is a relationship
between the time horizon of the project and ihe discount rate. For example it has been
suggested that in Peru the opportunity cost of capital is nearly 30%. If this rate were used for
the discount rate it would imply that $100 benefit occurring 15 years from today would only
be valued at $2, in 20 years at only 50cents. Using a 30% discount rate implies that any benefits
which occur after 12 years are valued so low as to be ignored. This has the direct result that
projects with a long life span, whose benefits occur only after long period of time will never
be undertaken if a high discount rate is used. For example let us cempare two projects whose
costs are equal and incurred in the same year but whose benefits are different in both timing

and magnitude.

Table 43

Comparison of Benefits and Costs of

Short Term and Long Term Hypothetical Projects
(values in thousands of USS)

Year Year Forest Renewal Project Tree Fruit Project
Costs  -ececeecns Benefits - «-cccccecacnan- Costs ---cvcevenance Denefit - = ca-evasvenccacances
Nominal Nominal PV 5% PV15% PV 30% Nominal Nominal PV 5% PV 15% FV30%
1 2,000 0 ' 2,000 0 '
12 0 0 0 5,000 2875 935935 21§
25 0 0 0 5,000 1,478 150 5
38 0 0 0 5,000 905 40 0
50 0 100,000 8,700 100 0 0 5,000 435 5 0
Total PV of
Benefits 8,700 100 0 §600 2000 220
Tetal PV of
Costs 1,904 1,740 1538 1904 1,740 1,538
Benefit Cost Ratios
Benefit/Cost Ratios
Discount Rate Forest  Fruit
5% 46 29
15 % 0.1 1.2
30 % 0.0 0.1

* PV 5! means the present value of beneflts if discounted at 5%.
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We assume the forest project to involve simply planting pine trees which will take
fifty years to mature and yield S100 million for each S2 million of planting cost, and the fruit
tree alternative to yield a S5 miilion dollar harvest at the end of 10-13 years. The same S2
million could be used each 10-13 years to replant a new crop of fruit trees, that is the
investment would generate four fruit tree cycles for each pine tree cycle It can be seen that
the total undiscounted benefits from the forest renewal project are five times as large as the
fruit project but occur further away in time. Usirg a 5% discount rate the pine project has
a benefit cost ratio almost double the fruit project but at 15% and 307 its benefits are ess-
entially zero, while the fruit project has a respectatle 12 ratio at 157% and then drops to
almost zero at 307 discount rate. What this implies is that if a 15% or higher rate is used
forrests will never be renewed Some would argue that this is as 1t should be since there are
probabiy short term actwvities which will yield benefit/cost ratios above 1 at 15% and there-
fore until all of these activities are funded none of the longer run activities should be funded.

Our own congress has argued that society must take a longer run view of benefits
than the private capital markets may reflect in the market rates of return. Congress picked
a discount rate far below the market rate to use for evaluation of water resource projects
in the US Mar, developing countries have suggested that a Social Discount Rate well
below the market upportunity cost of capital be used to evaluate public investment. The
USDA Agriculture Projects Manual states this idea as follows:

“A further element that is sometmmes incorporated (1nto a social discount rate) 1s
the fact that society collectively tends to be wnterested in long-run gains,whereas
busmessmen, farmers and other individuals place greater premium on quick returns,
Other things being equal, this results in using a lower discount rate 1n ecozzomic
analysis than 1n financial analysis ™" (33)

Among analysts there is no consensus on this point. Many benefit/cost manuals hold
that the discount rate for economic analysis should be equal to the opportunity cost of capital
as reflected in the existing capital markets. Both the U.S. Congress and the legslative and
executive branches of many developing countries insist that society can legitimately have more
interest in the welfare of future generations than is reflected in the individual time preferences
which create the current interest rr .es observed in the markets

The common AID practice svggests that 157 s the 108 appropnate discount rate
to be used in benefit/cost analysis. This solution fits neither of the positions of accepted
economic or social benefit/cost analysis If an opportumity cost of capital approach is to be
used, then it is inconceivable that the rate would be the same in all AID countries. No one
would suggest that 15% is a figure to be used across the board as an esumate of the average
marKket 1ate for capiial in il developing countries If the opportunity cosis of capital approach
is to be used, then 1t is clear that the estimate must be made for the country 1n wiuch the
project 1s to be undertahen. If on the other hand a Social Discount Rate 1s to be used it
should certainly be that rate chosen by the Yost Country and may vary comsiderably
depending on the degree to which the country wishes to trade current benefits for future
onss. In either case a flat rate applied to all countries is unacceptable from a conceprual point
of view.
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v. Benefit/Cost Ratios for Selection of Mandate Projects: Reaching the Poor Majority

A final issue relating to the methodology for computing vcnefit/cost ratios inside
the framework of the Mandate is the issue of who gets the benefits. Nothing is clearer in the
Mandate literature than that income is only a “mandate™ type berefit if it accrues to the
“poor majority’”. The following paragraphs examine what alternations may be made in the
benefit/cost methodology to assist project decision makers in the selection of projects which
are most efficient in benefiting the poor majority.

Benefits comprise the numerator in the benefit/cost ratio, and it is there that whatever
adjustments aimed at biasing the ratio in favor of the poor majority must focus. Three
approaches can be used tu make thz ratio a “mandate’ oriented ratio.

The first approach is to euter benefits in the numerator ONLY if they are income
benefits to those households below the poverty line and ignore income which goes to other
hcuseholds. This would result in a ratio of income tenefits to the rural poor, divided by total
project costs. Using such a ratio, projects would be ranked according to how much income
to *iie poor was produced per unit cost. As a comparative device to evaluate altemnative
projects aimed ai this objective, such ratios should provide a very useful result. The signi-
ficance of ratios over 1, would become less important since only a portion of the totel
income to be generated by the project is captured in the numerator, while all of the costs
are in the denominator. If this lack of “‘absolute™ significance of the ratio is kept in mind,
this version of a ‘“‘mandate” benefit cost ratio should be a useful guide to the comparative
efficiency of projects to meet the mandate income objective.

The second approach is to include income to all households in the numerator but
weight the income to each income strata differently to reflect a preference in providing income
to the poor. For example, added income from the project which is captured by families
with pre-project incomes over $1,000 per capita could be given a weight of 0.1, that for
families from $150-1,000 a weight of .5, target group family income from $75-150 per capita
a weight of 1.0, and those under 375 per capita a weight of 2.0. Many different weighting
schemes could be envisioned each with its explicit relative valuation o income to different
classes. The advantage of this approach is that it avoids the intellectually unsettling notion
of a fixed line between rich and poor and »dmits to a more flexible valuation of relative
poverty. The disudvantage of the weighting approach is that there is little actual ground
on which to select the weights.

The final approach is to calculate the benefit/cost ratio including all income to any
household as is the practice for non-mandate analysis, and then estimate separately the prop-
ortion of 1ncome which will result to each of the income strata. This percentage distribution
could then be used on an informal basis to compare the income impact on the poor of project
alternatives.

The problern with all of these approaches is the lack of data which would reveal the
incidence of income distribution resulting from projects. Without a sophisticated input/
output model (seldom justified for project analysis) it is virtually impossible to estimate the
distribution of indirect income caused by a project. If the target group is carefully selected
such that there is reasonable assurance that all direct project participants are inside t..e ‘‘poor
majority’ then at least project analysis can be confident that direct income benefits will accrue
to the mandate group. If this is true, the same methods examined in the earlier sections would
suffice to capture the income impact of the project on the poor.
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¢. Cost Effectiveness Analysis of Agricultural Projecss

Cost effectiveness analysis has been defined in the AID Handbook as analysis where
income is not the primary objective nor where income may be the objective but cannot
be  measured. In the Mandate Congress and AID have made it clear that rural produc-
tion projects should have income to the poor majority as their principal aim. There are,
however, many rural projects aimed at income improvement where the income impact may
be impossible to measure accurately. In these cases cost effectiveness analysis provides the
only feasivle way of assessing the comparative benefits and costs of alternative projects.

Cost effectiveness ratios would have the same denominator as benefit/cost ratios,
composed of the direct and indirect project costs valued in the same way that was dis-
cussed in the economic or social analysis section. Careful accounting would be required
to price inputs at the appropriaie shadow price, to include indirect, secondary and ex-
ternal costs,

Cost effectiveness ratios should face the same discounting issues raised earlier to
discount Loth future costs and future benefits. Future benefits should be discounted on
the basis that society would prefer a benefit occurring today more than a benefit occurring
ten years from now, whether that benefit is a monetary one or a non-monetary benefit
like an added student educated, or a death averted.

Cost effectiveness ratios are then different from benefit/cost ratios only in that the
numerator (benefit) is non-monetary,

Research, education and trmining are common activities undertaken with the intent
of eventually increasmng rural incomes, but smce the connections between the activity un-
dertaken and the mcreases in income may be immeasurabie, cost effectiveness analysis rep-
resents the only viable project analysis aiternative. Since most agricultural education,
research and training activities present issues conceptually similar to education projects, a
detailed discussion of cost effectiveness analysis will be postponed until the education
section,

3. Comparing the Costs and Benefits of Rural Nutrition and Fealth Projects
a. Financial Analysis of Nutnirion and Health Projects

Financial analysis of nutrition projects is of limited scope and relates mostly to
assessing the financial and budgewary situanon of the institution which undertakes the
project. 1t may be very important to review the budget sources of both public health
and treatinent mstitutions to venfy .f they are likely to be able to sustain the budgetary
implications of the project. There :s no need, however, to undertche the mtricate meth-
odology examined under financial analysis of agricultural production projects.
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b. Analysis of the Iripact of Nutrition and Health Projects

Before passing to the examination of benefit/cost and cost effectiveness measures
for nutrition and health projects it is important to distinguish two general methods for
measuring the impacts or benefits from health and nutrition projects. The first of these
methods is to attempt to measure the health, nutrition, or income change which occur
directly to someone affected, or treated by the project itself; this we shall term the “‘direct
participant impact” method. The second method is to measure the difference in the nutri-
tion, health, or income level of the total population in the project area of influence or
service and to compare that level with the level in thc same area before the service, or with
another area which is without the service. This second method we will call the “indirect
incidence’” method.

The direct method is very costly and subject to a wide variety of conceptual dif-
ficulties. It is usually undertaken with the assistance of the medical or health service per-
sonnel who keep records on the status and type of health interventions provided to par-
ticular project participants. Follow-up interviews are required to estimate the impact of
the service on these particular patients or participants, to measure their income, etc. In
general, these methods have proved relatively unsatisfying.

The indirect method has the disadvantages inherent in control group survey re-
search discussed briefly in Part B. Most of the difficulties lie in the attribution of cause to
the pruject. Carefully formulated regression analysis can sometimes provide a reasonable
alternative to costly control group techniques.

¢. Benefit/Cost Analysis of Nutrition and Health Projects

Following the above-mentioned definitions, benefit/cost ratios have income as their
numerator. The Mandate indicates that congress and AID consider nutntion and health
benefits as independent of income; that is, they are benefits 1n and of themselves and need
not be justified in income terms, This is an important point for project analysis, since it
implies that cost effectiveness analysis in whuch non-monetary health and nutrition bene-
fits appear directly in the numerator is more responsive to the mandate for these projects
than is income determined benefit cost analysis.

For many years analysts have been attempting to force the analysis of health and
nutrition nto the structure of benefit/cost analysis by measuring the results of these
projects in income terms. By and large this approach has been inadequate both con-
ceptually (it leaves most analysts feeling that most of what is intended by health projects

is not captured in income) and empirically because of the difficulties in actual measure-
ment.
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Though the income (benefit/cost) approach is less 1esponsive to the Mandate, and
more difficult to undertake, the general outlines .f the approach will be examined. The
most common method is to estimate what is known as the “costs of disease” and then
estimate the number of diseases averted as a result of the health or nutritional interven-
tion. Chasse outlines the evolution of this technique as follows*

“In the (costs of disease) stage, a standard method was developed and applied 1n a large
number of studies, mostly in the United States. These studies tried to estimate how
much disease was costing the country (Femn, 19358, Weisbrod, 1961, Rice, 1962, Mush-
kin, 1962, Klarman, 1965) Disease costs were divided into direct and indirect. Direct
costs are costs of treatment—hospitals, medicines, beds used, ambulances and so forth
Indirect costs are defined as the loss of . income caused by sickaess and death among
members of the work force These losses are divided 1nto debility, disability and mortal-
ity. .. Work days lost due to sickness and death, then, were multiplied by the average
wage ... summed, appropnately discounted and presented is a measure ot the indirect
cost of the disease, The criterton was cailed the discounted present value of tuture
earmings ”’ (34)

Many objections have been raised to the unsaiisfactory nature of attempting to
medasure health and nutrition benefits in income terms. Chasse outlines one of these as
follows:

*“The value of a life 1s to be deternuned by 1ts value to the individual, to his family, and
to society, There s no obvious connectron between the individual’s wage rate and the
value ¢t tis hte (or the aversion of his illness) either to himself or to others .  Econo-
nusts and administrators alike objected to the use ot the discounted present value ot
future earmings for essentially practical reasons The discounted present value ot tuture
earrungs does not reflect social judgerr nts adequately enough to permit ranking of
health programs among themselves It ' biased aganst the young, the old, women, the
infirm and the poor, because the imphart welfare weight is the earning power of the
indmvidual.” (35)

This ratio could be estimated by taking the number of illnesses or deaths averted
multiplied by the number of work days lost and 1n turn multiplied by the assumed wage
rate per day. This is the cost of work lost to which would be added the treatment costs
averted. This total would be discounted and divided by the present value of all project
costs. This approach is costly, intellectually unsansfying and unresponsive to the Mandate
which encourages the justification ot health and nutrition projects based on health and
nutrition and not cn income grounds.

d. Cost Effectiveness Analysis of Nutnition and Health Projects

It should be remembered that the denominator (costs) does not change as we move
from benefit/cost analvsis to cost effectiveness analysis. The only change is n the numer-
ator, wheie cost effectiveness ratios use direct measures of heaith and nutntional status
or other less final ndicators of the efficiency in the proviston of heaith and nuttional
services,
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There are two classes of health and nutrition cost effectiveness numerators:

1. Maeasures of final health and nutrition status indicators
2. Measures of health and nutrition services and nutriticnal intake

These two separate methods differ principally in the degree to which they represent “final”
objectives of project achievements. Providing added health services may or may not re-
sult in improved health status, ard projects providing similar amounts of services may have
widely varying impacts on final health improvement. By far the most desirable measures
are the measures of final health and nutrition status.

i. Cost Effectiveness Ratios with Final Status Indicators in the Numerator

Five types of cost effectiveness ratios are suggested below as appropriate measures
for project selection and evaluation of mandate oriented health and nutrition projects.

REDUCED MORTALITY

The Mandate indicates that one of the principal objectives of health projects should
be to reduce the mortality rate by providing death averting and life prolonging services.
This ratio would have the following form:

Number of Deaths Averted by Project
Project Costs

As was mentioned earlier, the numerator in this ratio could be measured either by
the direct participant impact method, or by the indirect incidence technique. In the direct
method, project personnel would be called upon to keep records of the participants and
estimate the number of deaths averted from project interventions. This is a largely unsat-
isfactory method. Much superior is the method of estimating before and after incidence
of death in the project service population or area, or by comparing the incidence (fre-
quency of illness or mortality rate) of the service or project area with a similar area without
the services. For project selection purposes where the project has not yet been imple-
mented, data would be generated by comparing the mortality rate in an area where the
proposed service is provided currently with an area currently without such services; the
difference would presumably be the impact of the service.
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REDUCED INFANT MORTALITY

The Mandate places special emphasis on reducing ir.fant mortality through health
and nutrition projects. The cost effectiveness ratio appropriate for project evaluation and
selection for this objective is conceptually similar to the ratic for reducing general mortal-
ity rates, except that deaths averted would be limited to those under a cer:ain specified
age. In the Mandate that age is chosen at 1 year.

Deaths Averted of Children Under 1 Yr. Old
Project Costs

Since many health and nutrition projects irvolve changes which may take many
years to reach their full impact, long-time horizons may be necessary in structuring the
most effective analysis. Where long-time honzons are required to capture the full benefits,
the choice of a discount rate for both costs and benefits will be of considerable impor-
tance. As was discussed earlier, the same conceptual framework will operate for discount-
ing non-monetary benefits such as deaths averted, as was used for discounting monetary
bencfits as long as there is a preference for benefits which occur sooner. A time prefer-
ence for health benefits is usually apparent in the planning documents of most host
countries.

REDUCED MORBIDITY

Morbidity is the term used in most health documents for illness. To reduce the
incidence, gravity, and longevity of illnesses are all iraportant objectives of both health and
nutrition programs. A series of different cost effectiveness ratios may be used to analyze
projects with this type of health and nutritional objective.

The first upproach is to elaborate illness specific ratios which measure the number
of illnesses of a particular type averted by project activities and divide that number by the
project cost which is related to that particular illness,

Number of Cases of Measles Averted
Project Costs Related to Measles

One of the difficulties of this type of ratio is that many project costs are not
disease specific. An alternative, therefore, is to attempt to add the most impor tant illnesses
averted together into a composite numerator and divide that total by all project costs.
Since different illnesses and different degrees of gravity of illness should count more than
others if averted, elaborate weighting schemes would be required. A more satisfactory
alternative is to approach the numerator in a way which roughly captures the level of ill-
ness regardless of the particular disease which causes the incapucity. In this approach the
numerator is some general indicator of health status or conversely of incapacity. For
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example, the number of days incapacitated during the last year might be used as a general
indicator of health. Incapacity is obviously a relative and subjective concept, yet if used
only as a project comparison and evaluation mechanism, it is important only that the defi-
nition be consistent for all measurements and reasonably approximate a desired health
result. For example, incapacity might be defined as the number of days confined by a
disabling sickness. “Disabling” could be defined as an illness which prevented a working
adult from reporting to work for more than five consecutive days, prevented a housewife
from performing her normal functions for more than five consecutive days, forced con-
finement of non-working adults to bed for more than five consecutive days, cr prevented
school-age children from attending school for more than five consecutive days.

The ratio based on general health status measures might be formulated as follows.

Number of Person Days of Incapacity Averted
Project Costs

REDUCED MALNUTRITION

Nutrition projects might use two variations of reduced malnutrition ratios. The
first wouid be the number of people moved from 2nd or 3rd degree malnutrition to either
a lesser degree, or to sufficient nutritional status. These are symptomatic measures of
malnutrition and must be measured by clinical personnel. The incidence of frequency of
these different malnutrition conditions may be measured in either a cross sectional or
longitudinal sample design to determine how much of this type of impact the project has
had. Unfortunately, the necessary involvement of clinical personnel in the data gathering
process limits severely the feasibility of gathering such data, due to elevated cost.

Number of Persons Moved from a More Grave Degree of
Malnutrition to a Lesser Deg-ee (Or to Satisfactory Health)
Projc.t Costs

A small number of illnesses are related directly to malnutrition. Measuring the inci-
dence of these specific illnesses is an alternative way of developing a cost effectiveness ratio
for nutrition projects,

Number of Cases of Oedema Averted
Project Costs

IMPROVED BODY MEASUREMENTS (OR GRCWTH CHARACTERISTICS)
IN CHILDREN UNDER 16 YEARS OF AGE

Among the best indicators of nutritional status are body measurements in children
under 16, These measurements may be gathered by non-clinical personnel and are reason-
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ably inexpensive to obtain. Height, weight, arm circumference, and *“fatty fold” measure-
ments are the most useful. Cost effectiveness ratios for nutrition projects could utilize
these measurements as numerators,

Increase in the Height/Weight Ratio (Cp,,/Kg)
Project Costs

@i, Intermediate Service Indicators and Nutritional Intake in Cost Effectiveness Analysis

While it is desirable to measure final impacts as opposed to intermediate objectives
like the provision of services or the increase of nutrient intake, these intermediate objec-
tives have been frequently used as health and nutritional project indicators. In health
services the Mandate specifies that increased access to broadly defined health facilities and
services is a goal in itself. Achievement of this access goal could give rise to a cost effec-
tiveness ratio which may be either measured in terms of the number of people actually
serviced, or the number who were given the possibility of service. These two ratios might
be formulated as follows:

Number of Added Persons Within Access
Number of Persons Serviced Distance of Health Services
Project Costs Project Costs

In nutrition projects it may be important to achieve an increase in the quantities
of nutrients consumed by the project population. Gathering data on nutrient intake is
one of the costliest and most difficult data-gathering tasks outlined in this document. It is
comparable only to the gathering of small farm income information in complexity and
cost. It is therefore unlikely that nutrient intake measure would be feasible in any but
the best financed and largest nutrition projects.

Number of Unit Grams of Protein

Number of Calories of Increased of Additional Consumption
Intake Caused by the Project Caused by the Project
Project Costs Project Costs

6. Comparing the Costs and Benefits of Education Projects
a. Benefit/Cost Analysis of Education Projects

Unlike nutrition and health, which the Mandate argues are ends in themselves, edu-
cation in the Mandate is seen only as an intermediate step in producing income and im-
proved living standards. The Mandate states the dependent or derived nature of education
project as follows:
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“In » world of plenty, ‘education’ may connote literacy and wide lesarning, truth for its
ovn sake as well as a means to progress. In a world of want education must unfortun-
ately of neccssity be something far more restrictive and practical-—as a means to improyv-
ing biving standards rather than an end in itself.” (36)

For project analysis this implies that income should be the objective of ed 'cation
projects and that benefit/cost ratios are much more appropriate than .cst effectiveness
ratios for project selection and evaluation. Estimating the income benefit to education
projects is fraught with difficulties. A large literature exists in which attempts have been
made to estimate the income benefit to education; the most difficult problem has always
been to isolate the “education” effect from a wide variety of other variables which are of
obvious importance in explaining differences in income level. Education is a service for
which access is more concentrated in the hands of the wealthy; to say that education is the
“cause” of the higher incomes of those who are able to obtain more education can be cir-
cular. Family status, education level of parents, family income and maiy other variables
are as much the cause of obtaining education as they are the result of education. Itis
additionally true that the observed income superiority of those with higher education
levels may be due to their having obtained a “ticket” or degree which allows them to
access cerrain preferred occupational roles irrespective of the knowledge or skills obtained.
In this case education serves the function of allocating society’s income, not necessarily
increasing it.

With all of these problems there is still the strong feeling that increased education
contributes in vital ways to increasing the income of individuals and of increasing the over-
all national income level. To illustrate both the strengths and weaknesses of the principal
methods used to estimate the income benefits of education, examples will be drawn from
a review by Martin Camoy.

“On what basis, therefore, 1s the decisior for rapid educational expansion made? The
decision may be a political one marginal groups seeing that those m socially prestigious
and economically rewarding positions have high levels of schooling, demand more
schooling so that thewr children can have access to those positions. If the political
pressure of these groups is great enough the government wall provide schooling to satisfy
them. The decinon may be an economic one: it 18 now widely held that an educated
population is a key to sustained economic growth and industnalization. If this were
true, we should observe high rates of return to totul investment n schooling (as com-
pared with other possible public investments) across countries and over time. It s also
widely held that increasing the average level of schooling will improve the distnibution
of income, increase social mobility, and make the political structure more democratic.”

(37)

In an attempt to answer his own question, does an increased average level of school-
ing increase economic growth and redistribute income?, Carnoy presents the data repro-
duced below in Table 44. Carnoy then comments as follows on the statistical results re-
ported in Table 44,
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Table 44
Social Rates of Return to Schooling, Enrollment Rates, Gross Domestic Product per
Capita, and Economic Growth Rates by Country for Various Years,
Pnmary Secondary, and University Levels of Schooling

Country Year Prnmary Rate Secondary Rate  University Rate  GDP/Capita Economic

of Retum of Return of Return Growth Rate
U.s. 1959 18% 14% 10% $2,361 0.4%
Mexico 1963 =5 17 23 374 16
Colombia 1965 40 24 8 320 1.4
Chile 1959 12 12 9 365 08
Brazil 1962 11 17 14 261 4.0
S. Korea 1967 12 9 ] 146 6.6
Israel 1958 16 7 7 704 4.4
India 1960 20 13 13 73 1.8
Malaysia 1967 9 12 11 280 2.8
Philippines 1966 8 21 11 230 1.4
Kenya 1966 22 20 9 118 44
Uganda 1965 66 50 12 84 1.4

SOURCE. Martin Carnoy, The Economic Costs and Returns to Educational Telewvision, in Evalnation Stud-
ies, Vol. I, 1976, p. 253. Onginal sources are varied by country and appear detmled in Table
TI of the Carnoy article,

“The rates are generally high, averaging in the underdeveloped countnes about 17 per-
cent for primary schooling, 15 percent for secondary, and 13 percent for university. In
the developed countries, the rates are somewhat lower: 10 percent for secondary school
and 8 percent for university. The rates are interpreted to mean that the total invested
resources 1n primary schooling would be expected to earn 17 percent per annum, or $17
aanually on each $100 invested in primary schooling.” (38)

While these income benefits appear rather high, the method used to obtain them is suspect
on the grounds earlier mentioned. Camoy continues:

“The way these rates are estimated, all earnings differences among people with different
levels of schooling are attributed to the fact that the people took different amounts of
schooling. If people wers assigned randomly to get varying amounts of schooling, 1t
would be valid to assume that the reason that they eam more is primarily because they
went to school. But we know that children are not randomly assigned to take more or
less schooling. Those with more schooling have better educated and higher-income
parents, they generally have higher ability (nonverbal and verbal) and they come from
an urban rather than a rural environment. In countries where there is racial or sexual
discrimunation, those discnminated agamnst get less schooling than those who are not.

The higher income we observe for those with more schooling is therefore not just
the result of their additional schooling but of other factors as well. If we decided te give
primary education to all those chuldren now not in school, and even if the labor market
could absorb them into the same kinds of jobs now given to primary graduates, they
probably would not have the same average income as today’s pnimary graduates. Al-
though 1t 1s difficuit (if not 1mpossible) to separate out the supply-demand effect on
wages from the quality of graduate effect, we would expect that for the same expendi-
tures per pupil those f.om lower socioecononuc backgrounds and from rural areas will
not do as well mncome-wise as those with the same amount of schoo''ng from higher
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social background and urban areas. Rates of return to schooliig unsdjusted for other
factors are musleading indicators of the rates of return to in"=stment in those currently
not tn that level of schooling.

The rates can be adjusted for other factors and are lower than the unadjusted
ones. Based on work by Denison, Blaug, Carnoy, and Thias, we can make some hypo-
thetical adjustments in the underdeveloped countries of .4 on the pnmary rates, .8 on
the secondary rates, and .9 on the unmiversity rates, ... Ths leaves us with a 7 percent
rate on prnimary, 12 percent on secondary, 11 percent on higher-education 1n investment
in the underdeveloped countries. ... These rates are not particularly hugh, and, although
hypothetical, they warn us that the economc payoff to expanding schoolng may be
lower than we had thought. Of course, the estimates are made without taking account
of the nonpecuniary rewards of education, hut most undzrdeveloped governments are
not rationalizing schooling investment 1n terms of providing nonpecuniary rewards of ed-
ucation.” (39)

While Camoy made some “hypothetical” adjustments to separate out the non-
educational income influences and arrived at low rates of return, the reliability of his ad-
justments is not such as to leave us with confidence that the rates are not lower than his
adjusted rates. In any case his work illustrates the difficulty of obtaining reliable estim-
ates of the income benefits of education projects.

While education is justified in the Mandate on economic grounds, the conclusion of
this short review is that benefit/cost analysis of educaticn projects must rely upon meth-
odology as yet not well enough developed to yield useful ratios.

b. Cost Effectiveness Analysis of Education Projects

Using cost effectiveness ratios to meastire the impact or potential of education pro-
jects is perhaps the only feasible project analysis alternative at the present time. It is
unsatisfying because the justification for education projects in the Mandate is their income
impact which the cost effectiveness measures fail to capture.

Measures commonly used are as follows:

Increased Number of Students Number of Added Student Years of
Enrolled as a Result of the Project Schooling as a Result of the Project
Project Costs Project Costs

Increased Student Performance (Measured by
Performance Test Scores) Caused by the Project
Project Costs

These ratios may be used to examine the unit cost implications of alternative edu-
cation projects, but lead to no link with increased welfare. Attempts have been made to
link the performance measures directly to increased income as Camnoy reports:
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“In order to assess the economic benefits of the test-score gans, we would ideally want
to know how much more ... graduates with hugher ... test scores earn when they enter
the labor force. We could then determine how much a point of test score gain 1s worth
in additional income for people with the same number of years of schooling.

These data are not available, But to show how the method would work if we had
better data, we can use Griliches and Mason’s estimates of test-score effect on income
for a sample of male veterans. The results of their analysis show that a 1.poiat increase
in the Air Force Qualifying Test, holding constant the effect of other variables such as
race, age, and years of schooling, translates into a $6 34 increase 1n snnual income. One
pomt on the AFQT test 1s equivalent to approximately 1 school year, so a 1-s.hool-year
equivalent increase in ability 1s worth $6.34 in annual income.

This means that a man 29 years old and with 12.3 vears of schooling (the average
age and schooling in the Griliches-Mason sample) earns $6.34 more annually for each
point higher of AFQT score Assunung that this gain 1 average mcome will be earned
over the entire working hfe and that the . discount rate 1s 10 percent, an approximate
present value of the mcrease in earmngsis . $63 40. These are the benefits of a | point
increase 1n test score, or a 1 schocl year equivalent ...."" (40)

The analysis of education projects may be best left outside the scope of quantified
benefit cost, and perhaps only the simplest cost effectiveness ratios make sense given the
current state of the art.

7. Comparing the Costs and Benefits of Population Projects

Of all of the project types discussed, population projects are the easiest to analyze.
The ease of analysis is the product of the special status given to population projects in the
Mandate. Though population control is justified on the basis that favorable economic re-
sults will follow, the Mandate assumes this link exists and requires no evidence at the pro-
ject level that the link is based in fact. This implies that all that population projects must
show they accomplish is to reduce fertility rates. In Congress and AID terms, a simple cost
effectiveness ratio of the following form will suffice for both project selection and evalua-
tion of population projacts.

Number of Births Averted
Project Costs

What is left for project analysts are the data gathering difficulties in estimating project im-
pacts on fertility. The question of whether the Congressional and AID judgment that
limited births leads to improved welfare is an issue which is avoided in the Mandate docu-
ments and by implication does not need to be raised in the evaluation and selection of
population projects.
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PART F
SECTOR ASSESSMENT AND SECTOR ANALYSIS TECHNIQUES

1. Weaknesses Inherent in Macro and Micro Analysis

The large majority of analytica! efforts in developing economies fall into the two
traditional categories of macro and micro analysis. The macro analytical efforts have dealt
with development on an economy-wide basis, and have sought to quantify the interrela-
tionships between macro variables like the foreign exchange balance, aggregate savings and
investment, populaiion growth, etc. At the other end of the spectrum are micro studies
undertaken at the firms or farm level. These micro studies have usually been in-depth
analyses of some rather narrow issue like the substitution of labor for capital in corn farms
of region X. While both of these analytical types serve an important role in clarifying de-
velopment options, there is a large gap between them where little analysis has traditionally
been undertaken. The intermediate level between the individual farm or very narrowly
defined farm type (corn farmers in region X) and the economy as a whole (to include all
sectors, regions, etc.) could be thought of as any grouping of farms (like small farms or
farms in region X, or poor farms) or branches of economic activity like agriculture, hous-
ing, health, etc.

A review of both AID and Host Country Institutions with which AID deals would
probably reveal that most of their planning and project activity takes place in this inter-
mediate range of aggregation larger than the micro and much smaller than the macro level.
What this implies is that for most of the project and planning efforts undertaken in the
AID context, the issues are not adequately addressed by either the existing micro firm
level, nor the highly aggregate economy-wide analysis. To be sure, in the days when AID
program loans were prevalent, the situation was different; a well elaborated macro model
of the economy as a whole was probably the best possible analytical structure to illuminate
the critical assistance issues. For current AID practice, however, with focus on key prob-
lems (health, nutntion, income, production) of a particular subset of the population, the
poor majority, a different level of analysis is required which probably lies in between the
level at which most studies are commonly undertaken.

The reasons for this gap in analysis are many. Micro and macro studies are much
more manageable data exercises and can be undertaken on reasonably small budgets, even
by individual academic scholars. Macro studies are usually based on national accounts data;
if they are available there is little cost in manipulating them. Micro studies can be based on
case study data where even the single Ph.D. candidate could manage the interviewing and
data manipulation. Studies aimed at the intermediate sector or regional level would re-
quire a much larger data base which could not likely be assembled without deliberate in-
tervention of some institution with resources far beyond the reach of the individual
scholar. Data gathering would be required of representative samples of the studied
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population, and some institutional interest, such as project func!ing provides, would be
needed to carry the longer run analytical burden to process an{l mter!)ret the re.sul.ts.. In
short, only macro and micro studies can arise on an ad-hoc bflSlS motivated by individual
scholarly interests or short-term modestly funded institutional interests.

Another reason for the prevalence of micro and macro studies is the theoretical
structure of neo-classical economics which focused interest at two levels, the dynamics of
decision making in the individual firm, and the interaction of all firms in an economy wide
market. While there has been substantial theoretical interest in regional models and while
individual commodity markets have been the subject of considerable economic research,
there is still some bias in the theory itself which leads research to concentrate at one of
these poles.

Whatever the reasons, the result of the tendency of economic analysis to ignore
this intermediate range or level of investigation has left planners (both AID and Host
Country) without the benefit of quantification focused at the level at which their princi-
pal projects and decisions are undertaken.

2. Sector Analysis as a Response to the Lack of Intermediate Level Analysis

The idea of a “sector” as an area of project and program focus gained popularity in
the late 1960’s; 1t was only natural that analysis to support these development initiatives
should follow that lead. A series of analyses were undertaken in the early 1970’s by AID
and the World Bank in collaboration with Host Couniry planning institutions under the
title of Sector Analysis. Sector analysis was used as the title for such a wide array of ana-
lytical exercises with so little in common that it is difficult to characterize what distin-
guishes them from the analyses which had preceded them. The only unifying idea was the
“sector” idea which itself was so flexible that almost any grouping of activities, or geo-
graphic areas, or target clientele would quality as a “sector.” It was in the agriculture
sector that the methodology was most clearly defined and developed. The general char-
acteristics outlined below which came to be more or less consistent between the larger
agriculture sector analyses are not directly relevant to the variety of other definitions of
“sector.” The larger agriculture sector analyses were undertaken in Mexico (IBRD),
Nigeria (AID/MSU), Colombia (AID), and Korea (AID/MSU). These analytical efforts
attempted to meet the following rough analytical criteria.

a. Coverage of the Whole Sector

To be a “sector” analysis, the analysis should cover the whole sector; in agriculture,
an analysis of corn, or marketing alone, would not be considered as “sector’ analyses.
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b. Dissaggregation

Even though a macro model would meet the ‘“‘coverage” criterion, it would not
qualify as a sector analysis because it lacks the necessary depth or dissaggregation to view
the major components of the sector separately. For example, a sector analysis should
allow for separate treatment of each of the major crops and farm types, etc.

¢. Quantified Interrelationships Between Sub-Sectoral Components

Not only should each of the major parts be separable, but there should be a quanti-
fication of the interrelationships between the parts. A study which undertook an ex-
haustive description of each of the crop types, market structures, infrastructure, input
supply, research, etc., and produced these individual studies without quantitative links
would not be a “sector” analysis of the type undertaken in the four examples noted above.
This criterion requires some kind of quantitative model, and is one of the reasons for the
cost and complexity of sector analysis.

d. Multiple Objectives

The fourth criterion required that the analysis be able to deal with multiple ob-
jectives such as income, employment, income distribution, nutrition, etc. Most econo-
metric models operate based on the assumptions of neo-classical theory—that the maximi-
zation of private incomes is the driving motive for choice in the firm and by aggregation
at the economy level. Many developing countries are taking a broader view of their
motives for project and program planning and wish to have analytical structures which
were at least neutral to morive, and perhaps even able to embody nonprofit deliberate
policy motivations. Integrating multiple objectives into sectqr analyses presented both
sizeable data and troublesome methodological problems.

e. Training of Host Country Analysts and the Improvement of Planning Institu-
tions

All of the above mentioned sector analysis efforts had as a central aim the assist-
ance and training of a Host Country institutional capacity to undertake sophisticated
analysis.

The experience with these efforts was not entirely positive. The time it took to
complete these analyses (frora 2-4 years) made it clear that they could not be used as a
regular part of AID’s programming cycle to illuminate project choice. The cost of the
efforts (1-5 million) led most observers and participating analysts to wonder if the bene-
fits justified the costs. Whatever may have been the value of these efforts in illuminating
the dynamucs of development at the sector level, they proved not to be cost effective
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project analysis alternatives, nor even pre-project selection overviews of the sector situa-
tion which couid be used as a prior step to project selection and analysis. Since this man-
ual is focused on project analysis, no detailed description is necessary of these efforts.

3. Sector Assessmenss: An Alternative to Sector Analysis

With the widespread dissatisfaction with the time and costs required to undertake
sector analyses, certain offices in AID coined a new variety of analysis “‘sector assess-
ment” which was to be shorter, cheaper, and less ambitious than *“‘sector analysis,” yet
retain the broader perspective implied by at'least the coverage criterion. Sector assess-
ments are presumnably to be shorter, less quantitative and require less original data gather-
ing than sector analyses. While the coverage should be the same, the dissaggregate level and
quantification of interrelationships would have to be less complete and quantified. Mul-
tiple objectives would presumably still be discussed, but usually in narrative as opposed
to quantitative format.

In the Latin American Bureau the sector assessment format for agriculture has
recently focused on a detailed statistical profile of the target group using techniques
discussed in Part D under the titles of “descriptive statistics” and “productivity ratios,”
and a discussion of the apparent constraints to increased income of target group house-
holds. Based on these “analytical” sections, an assistance strategy would be elaborated
by reviewing the current AID and Host Country programs in light of these constraints and
identifying gaps where additional assistance could address a critical constraint.

The target group would be dissaggregated into reasonably homogenous subgroups,
and the constraints which appear to be most important based on the statisticai profile
identified for each group. Table 45 presents a summary of such constraint priorities
drawn from the 1976 Agriculture Sector Assessment for AID Chile.

Without a review of the statistical profile of these different target groups, and the
narrative definitions and discussion of each constraint type in the table, it is difficult to
obtain a clear idea of the meaning of the table. It is presented simply as an example of
how the target group would be subdivided into component subgroups who face roughly
the same pattern of constraints. The diversity of the target group is a point obvious from
the table; what appears to be constraining the improvement of income for one farm type
in one region is not the critical factor in another. One of the benefits of simple but dis-
aggregate statistical description is that it will help to surface important differences between
subparts of the target group which have project implications.

Sector assessments are as varied in practice as were the earlier sector analyses.
Their cost is however considerably lower (usually under $100,000) and the time frame
considerably shorter (4-12 months). If care is taken to insure that the best statistical
description possible is included (given time and budget constraints), a sector assessment
can be a useful underpinning for project analysis.



Table 45
Chile Sector Assessment
Summary of Constraint Priorities for the Rural Target Group

Number| Farm Level Constraints Secondary Level Constraints
of Land &|Land [Crop|Yields| Credit] Agro [Market-] Ag. |Export] Institutjonal Constraints
Famihes | Water | Use | Mix Indust.| mg |Prices Res. & [Irrig. & [Tramed
Exten |Nat, Res | Man-
power
Arid North Total 23,000 - - - - - - - - - 3 - -
Mimfundistas 8,000 ! - - 2 2 4 5 - - 3 1 -
INDAP 2,000 1 - - 2 2 4 5 - - 3 1 -
Non-INDAP target 6,000 I - - 2 2 4 ] - - 3 1 -
Refoim 5,000 1 - - 2 2 4 5 - 3 i .
Landless Rural 10,000 1 - - - - 1 - - - - - -
Central Irnigated 189,000
Mufundistas 114,000 - - - - - - - - - - - 0
INDAP 15,000 - - 1 2 1 2 5 - 3 4 - -
Noa-INDAP Coast| 21,000 2 - 1 3 1 3 5 - 4 6 2 -
Non-INCAP
Central Valley 79,000 - - 1 2 1 2 5 - 3 4 - -
Reform 35.000 - 2 1 3 1 2 5 - 3 4 - -
Landiess Rural Poor 40,000 - - - - - - - - - - - -
Ag Solution 15,000 - - 1 - 1 2 - - 3 - - -
Non Ag. Solution | 25,000 - - - - - 1 2 - - - - -
Cen‘ral South 110,000
Mumifundistas 57,000 | - S - - . - - : -
INDAP 43,000 - i 2 3 1 2 5 - 3 4 - -
Other 14,000 - 1 2 3 1 2 5 - 3 4 - -
Reform 19,000 - 1 2 3 1 2 S - 3 4 - -
Landless Rural Poor | 34,000 - - - - - 2 5 - 3 4 - -
Ag. Solution 17,000 - 1 2 - 1 p 5 - 3 4 - -
Non Ag Solution | 17,000 - - - - - 1 2 - - - - 0

Note

and therefore not mcluded.
SOURCL: AID, Chile Agniculture Sector Assessment, Agency for International Develepment, Washington, D.C., 1976.

Not meluded 1 the above 1 the mportant area of producer or
constramt as such because many east. Ho
the improvement n the producer organizal

ganizations, the lack of which is not really an important
wever, the effecting of many of the above secondary constramnts will require
ton area. Stnularly the important question of GOC budgetary 1s ali pervadmg

0cl
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PART G
MANAGEMENT AND PROGRAMMING ISSUES RELATED TO
MANDATE PROJECT ANALYSIS

1. Analysis and Data Garhering Activities in the AID Preject Cycle

An AID mission engaged in the AID project cycle faces a wide variety of practical
problems in attempting to select analytical alternatives, contract for them and monitor/
evaluate their performance. This Part is to assist in illuminating some important aspects of
management and programming where data and analysis are involved.

The danger in this presentation is that it oversimplifies a complex process and may
mislead programming and contracting officeis by suggesting what appear to be “cook
book” classifications and over-generalized rules of thumb. It was felt, on the other hand,
that even oversimplifications may help to clarify what is a very confusing, even bewildering
subject for many programming and contracting officers. All of the materials presented in
this part should be thought of as illustrative as opposed to definitive.

A wide variety of techniques have been presented in this manual, both for data
gathering and for analysis or interpretation. Any of these techniques could be employed
at any of the project stages, ranging from the pre-project sector overview (Assessment)
through project selection and design (PID, PP) to project monitoring and evaluation. One
of the first issues which a mission must focus on 1s the appropriate staging of data gather-
ing and analysis activities in this project cycle. If all of these techniques are equally
appropriate and feasible at all stages, the choice between them would be complex indeed.
Fortunately (or unfortunately), all of the techniques are not equally appropriate and
feasible at each of the project stages: some general selection information or guidance is
therefore possible. There is, however, much overlap and imprecision in these general
groupings which grow from the complexity of projects themselves; some projects are so
large that much more ambitious data gathering and analysis than that described should be
undertaken, while others are so small or short-term that little measurement is possible.

Table 46 attempts to classify each of the data gathering and analysis techniques
discussed in the manual according to the stage in the project cycle at which they are most
useful and feasible.

2. Writing Scopes of Works for Analytical and Data Gathenng Activities

Writing scopes of work for data gathering and analytical activities is particularly
difficult because the subject area is technical and most missions are not staffed with in-
formation system or statistical experts, Scopes must be written in most cases in stages,
the first stage being drafted by the mission and covermg the problem or issues to be ana-
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Table 46
[lustrative Outhine of the Most Appropnate Staging of Data
Gathering and Analysis Techniques in the Project Cycle

Project Cycle Stage Data Gathering Techniques Analysis and Interpretation Techniques
Sector A Use existing census or Simple Comparisons, Indices + Cross
Assessment sample data. Sub-sample Tabs
(Pre-Project) ard process if necessary. Descnptive Statistics
Productivity Ratios
Project None None
Identification
(PID)
Project Paper Small Targeted Random Farm and/or Household Accounts
(PP) Cross-sectional Control Gp.
survey Operating Ratios
. Productivity Ratios
Use available project data Benefit/Cost Analysis for Agnculture
and dats developed for Projects
assessment. Cost Effectiveness Ratios for Nutntion,
Health, Population and Education
Projects

Descriptive Statistics
Productivity Ratios
Farm and Household Accounts

Project Successive or Longitudinal Productivity Ratios
Implementation Control Group Sample Cost Effectiveness Ratios
and Montoring Farm and Household Accounts
Project Successive or Longitudinal Productivity Ratios
Evaluation and Cross-sectional Renefit/Cost Analysis if there are
Control Group Survey Project Altematives for Com-
panson

Complex Indices
Regression Analysis
Cost Effectiveness Ratios




lyzed and setting the general time frame and budgetary possibilities. If there are subject
matter specialists in the mission, the more detailed scope of work which indicates the data
gathering procedures and analytical techniques to be used may be written in-house as well.
Most often the mission is so staffed as to require specialized services to complete a de-
tailed scope of work.

An alternative, often utilized, is to eliminate the second more deiailed scope of
work and allow the contractor hired under a first stage or simple scope to elaboiote more
and more detailed work plans during implementation of the data gathenng or analytical
artivity itsclf. This class of data/analysis scope of work might be termed the “final results”
oriented scope, in which the contractor is given essentially no guidelines about the data
and analysis ‘process’ by which he is expected to reach the “‘final results” or analytical
product described in the scope of work. The alternative is to specify both the “final re-
sults” and the data/analysis “process” by which those results are to be obtained. A
“process” scope is much more difficult to write, and usuclly requires the services of a
specialist,

The obvious disadvantage of wniting only a “results’’ scope is that the contractor
may reach the results in a less reliable and adequate manner than was expected, There is a
vast difference in the cost of determining, for example, the percent mcrease in income
which project participants experienced as a result of project activity via reliable sample
survey, as opposed to using expert judgment o1 educated gness. A scope of work which
only specified the desired result (i.e., an estimate of income change) and failed to spec-
ify the process (sample size, control group procedures, and statistical analysis technique)
would hardly be worthy to be considered a scope at all. In data and analysis activities
the form and appearance of the final results may be indistinguishable between a careful,
expensive, and statistically reliable process, and an ad-hoc, subjective, educated guess
approach, The difference in 1eliability is insured only by the process and not by the form
of the final product. Those scopes which fail to specify “process” leave to the whim of
the contractor how to arrive at final judgments and conclusions.

What are the necessary elements of *‘process” which must be specified in a
“process’ oriented data/analysis scope of work? The following paragraphs describe the
principal 1ssues which should be addressed in a scope; the actual form and substance of the
scope will, of course, vary widely by subject matter and project.

a. Data Issues

.. Specification of Data Sources

A “procéas” scope should outline in detail the data sources which are to be used.
If sub-sampling of existing raw data files such as censuses or existing surveys is to be un-
dertaken, the size of the sub-sample and specification of the data fields to be included
should be outlined.
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For situations in which a sample survey is to be undertaken, the scope is particu-
larly difficult. Without a specification of sample size, sampling procedure, control group
technique, and the number of variables, it is impossible to make even the most preliminary
budget estimate. This is the best example of a situation in which it will probably be
necessary to obtain expert assistance either from AID/W or from consultants simply to
review the data gathering situation and write a scope of work which may be budgeted and

released for bid.

Situations this complex have often been approached by simply circulating requests
for proposals from competent contractors. The RFP would contain only the “final re-
sults” description, but respondents would be asked to outline in considerable detail the
“process” by which they would arrive at those results. The difficulty with this approach
for data gathering activities is that a review of the availability of on-site materials (such as
lists of sampled populations, cartography, regional and sub-issue stratifications required)
is almost always a prerequisite to making estimates of sample size and sampling procedures.
Responding contractors would have to make field reconnaissance visits before subinitting
proposals at the level of detail necessary to provide the AID Mission with sufficient in-
formation on *’process” to allow for a rational contractor choice. To obtain a week or two
of professional services (either on TDY from another mission, from AID/W or from a con-
sultant) to make the preliminary field review and to outline the scope at the process level
is an acceptable alternative,

Once sample size and sample procedure have been determined, the two most im-
portant cost components can be estimated. As a broad rule of thumb, the field costs of
gathering data on rural households in developing countries will range from $US 20-30
per observation if the instrument (questionnaire) is reasonably detailed (more than 100
possible data items per observation). The detail contained in the questionnaire will not
affect substantially the costs of field work since most of the time spent is not in interview-
ing but in traveling between farms.

Sample frame development and sample selection tend to be large costs which are
unfortunately not subject to even the broad rules of thumb. The importance of sysiem-
atic randomizing procedures has been emphasized before, but it is worth repeating at
this point that cost cutting in surveys should be done in other areas; sample frame con-
struction and selection should be the last to be compromised.

Budget provisions should be made for re-interviewing approximately one-third of
the respondents if the survey is aimed at gathering farm income information. If the
questionnaire focuses on non-income items only, 10% allowancc for re-interview is
necessary. A ratio of one supervisor for every three interviewers is a recommended level.
Even if this level of supervision is rot chosen, the selected ratio should be specified in the
scope. Quality control in the interviewing and coding and revision process is so important
that it may be wise to provide for an independent observer to accompany the prime
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contractor into the field, as it is impossible to identify “quality” in the questionnaires after
they have left the field. No sysiem of office checking procedures will suffice to identify,
let alone correct what could have been accomplished by one “quality” observer in the field.

Interviewer training should be outlined in the scope. All interviewers should have
completed at least three test interviews before actually commencing field work. For the
type of data required to measure the indicators discussed in this manual, interviewers
would probably require a training course (including test interviews) of not less than one
full week.

Data processing, while extremely complcated, need not be the subject o: detailed
description in the scope. If the sample size and number of variables are properly specified
in the data section, and if the analysis process is properly described in the analysis section
of the scope, that will suffice to control the quality of the data processing. The only data
processing quality control which is possible to insert in a scope is the number of errors per
1000 key punch strokes which will be allowable. Data processing is the area in the scope
where general, non-detailed description can be most tolerated with the least potential
damage.

ii. Specification of Analytical Procedures

The analytical procedures section of the scope should name the techniques which
are to be used to arrive at the final conclusions desired. For example, if productivity ratios
are to be used, the specific ratios should be described. If benefit/cost is one of the tech-
niques to be used, more detail should be included. The factors and products to be shadow
priced, the types of indirect and secondary benefits to be included, and the number of
separate project alternatives of subproject segments for which separate ratios are desired
should be outhined. It is necessary to specify the method by which the “with” and “with-
out” differences are to be generated.

A scope which includes descriptive statistics should at least indicate the type (his-
tograms, percentiles, and measures of central tendency or dispersion). By reviewing the
table of contents of this manual a catalog of techniques should be apparent which would
be sufficient in detail to include i a scope. After rereading the relevant section relating to
the selected technique, the AID officer should be able not only to name the technique but
add a paragiaph of description of how this technique is to be applied.

Since virtually all analysis finally appears m the form of a statistical table, the most
useful mechanism for specifying analytical scopes is to outline blank tables which describe
the format of the final results. The column aad row headings will usually contain enough
detail to imply an analytical approach.
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In summary, more process detail is required in the data gathering section of a data/
analysis scope than in the analysis section. The analysis section will usually be sufficient
if it contains the names of the techniques to be used and a few blank tables describing the
format of the final statistical results desired.

3. Monitoring Data and Analysis Activities

Monitpring data and analysis activities is relatively easy if the scope is clear, and vir-
tually impossible if it is not. Almost all of the troublesome aspects of tracking data and
analysis contracts relate to ambiguity in scope. The contractor is usually given such wide-
ranging discretion in selecting “process’ alternatives that mission personnel are at a loss
to set monitoring criteria or benchmarks against which to measure progress. The alterna-
tive usually adopted is to set target dates for the submission of reports containing results.
To ask for progress reports instead of substantive reports begs the question; if the scope
contains detailed progress description the monitor has easy benchmarks to track, if it does
not the request for progress reports leaves the mission without any standard to decide if
the progress is acceptable.

If the scope and work plan contain a schedule for data gathering, processing, and
analytical steps, monitoring is relatively easy. Successful monitoring is therefore more de-
dependent on an adequate scope than on some special review procedures.

4. Evaluation of Data and Analysis Activities

Evaluation of data and amalysis act .ies may be undertaken at three different
levels.

—Did the activity obtain the data and perform the analysis expected at the
expected cost and in the expected time?

~Did the data collected and analysis performed provide useful illumination
of the project issues?

—Did the results change project choice or favorably alter government pol-
icy?

Each of these levels reaches closer to a final objective of data and analysis activities. The
first question is directed at evaluation of the particular contractor and the reasonableness
of the scope as written. The second level of evaluation addresses the appropriateness of the
technique and data selected. Did we ask the right questions, were the appropriate ana-
lytical techniques used, were the data gathered sufficient to answer the questions posed?
This second level evaluation is directed more at the scope than at the implementing con-
tractor. The last evaluation issue is directed at the final use made of the results and directs
itself at the fundamental usefulness of such activities in the actual political and decision-
making environment. Many well conceived and expertly undertaken data and analysis
activities result in well reasoned and solidly evidenced recommendations which are re-
jected or ignored for other reasons,



