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‘RISK AND UNCERTAINTY
AS FACTORS Iﬂ LROP IMPROVEMENT RESEARCH1

~ ABSTRACT

The organization and product1v1ty of a crop 1mprovement systqn is exam1ned-
in the light of the environmental variability in which the crop is grown. e
The trade-offs between wide adaptability and genotype tailoring are
discussed. Adaptability is defined as the performance of a genotype

with respect to environmental factors that change across locations, and
stability as genotype performance with respect to environmental factors
that change across time within a given location. Research is considered

as a systematic search for improved genotypes within a distribution of
potentially discoverable genotypes. Genotype-environment interactions
reduce productivity of research outside its primary target environment,
while spill-over effects work in the opposite direction. An optimal
‘degree of clustering of environments will maximize research productivity.
Analysis of International Rice Yield Nursery (IRYN) and All India
Coordinated Rice Improvement Program (AICRIP) data provide conflicting:
evidence on the correlation of adaptability and stability, perhaps because;
the AICRIP data are clustered while the IRYN data are not.

1by R. E. Evenson, formerly visiting professor, Institute of Agricultural
Development and Administration, University of the Philippines at Los Batos,
and Agricultural Development Council associate; J. C. 0'Toole, associate
agronomist, International Rice Research Institute (IRRI); R. W. Herdt,
agricultural economist, IRRI; W. R. Coffman, plant breeder, IRRI; and

H. E. Kauffman, plant pathologist, IRRI. This paper was prepared for the
conference on Risk and Uncertainty held at the Centro Internacional de
Mejoramiento de Mais Y Trigo (CIMMYT), 9-13 March 1976, revised, and
submitted to the IRRI Research Paper Series Committee, 2 December 1977.
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 RISK ‘AND UNCERTAINTY. .
AS_FACTORS IN CROP IMPROVEMENT RESEARCH.

Much of the literature on risk and uncettainty'in agriculture is focused

principally on the behavior of farm producers in the light of the
variability of natural and market events. This paper, in contrast, is
concerned with the organization, operation, and productivity of a crop
improvement system in the light of environmental variability. The word
environment has come into common use in the last decade. Its misuse has
also increased. Perhaps the most common misuse is equating environment
with climate. For a general treatment of the "environmental complex,"
see Billings (1952). An abbreviated treatment of environmental elements
appears in Herdt and Barker (1977). ‘

Crop improvement activities respond to and partly determine the consequenceé”

of environmental uncertainty. That is, the degree of uncertainty in the
natural environment and the response of producers to that uncertainty
guide the research directed toward developing improved crop varieties

and related agronomic and economic practices. And the existing technology '
partially determines the economic instability associated with variability
in natural environmental factors. We briefly review the relevant concepts
of environment, stability, and adaptability, and outline some economic
principles for crop improvement and the implications of environmental
variability for crop improvement in the light of the kinds of environmental
variability that appear to exist. Finally, we review some techniques for
evaluating multilocation genetic trials and present the results of some of
our own efforts to evaluate recent international rice yield trials. o

ENVIRONMENTAL FACTORS IN CROP IMPROVEMENT RESEARCH

Crop improvement activities would be immensely simplified if there vere.

no genotype-environment interactions, which cause a genotype (or variety) .
‘to perform differently in different environments. Genotype-environment
interactions could be termed phenotype-environment interactions. The ‘
crop's genotype is its true genetic attributes, while its phenotype is its’
revealed characteristics, which are affected by the environment. The
genotype is by definition fixed. We use genotype here because it is
possible to view the phenotype as the sum of genotype components,  an
environmental component, and an interaction effect. : o

Each genotype attains its maximum biological performance in a pattichldf;
environment. As environmental elements depart from the state that is -
biologically optimal for a given genotype, negative genotype-environment-
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1nteractxone reduce performance. Because the nature of this reduction'in§
‘one genotype differs from that in another, it is possible to develop
genotypes suited or “ta1lored" for different environments.

‘A new crop variety tailored for a given environment will be superior to:
ex19t1ng crop varieties only over a limited range of similar nezghborzng
environments. This range of neighboring environments will be quite narrow’
if few resources are directed toward crop improvement for neighboring
‘environments, and will be broader if many resources are devoted to crop
improvement for different environments.

‘Env1ronments can most conveniently be defined in terms of their separate
elements. Among the more important environmental elements are soil and
topography, which are fixed within an area but highly variable between areas.
From time to time, climatic¢ and biotic elements vary both across areas and

" within areas. Economic and social elements affect the economic performance

of genotypes; they vary among locatlons, seasons, and years. These various’

 elements all affect the degree to whlch genotypes perform well over a

range of env1ronments.

One issue facing a crop improvement system is how to determine the optimal’
allocation of resources between tailoring genotypes to given environments
and designing genotypes well adapted to a wide range of environments
(wide adaptability).  Enviropmental variability over time within a location
is a problem that confronts producers, while environmental variability '
. across locations does not cause risk or uncertainty to producers, but
- has 1mp11cat10n8 for crop improvement research. One conceives the .
_problem. as being more complex when one recognizes that a crop 1mprovement
system comprises institutions at the international, regional, nat10na1 B
provincial, and even local level

Toléraneé; adaptabimy, ‘and_stabmty

"The concept of tolerance used by plant geographers to explain plant .
movement and migration is relevant to the problem of developing well-adapted
~ genotypes. Good's tolerance theory states that "each and every plant
species is able to exist and reproduce successfully only within a def1n1te
range of environmental conditions" (Wilsie, 1962). Shelford's earlier
general law of tolerance included observations on the relationship of
‘plant performance tc environmental variability (Wilsie, 1962). The concept
of tolerance is schematically represented in Figure 1, where performance
of alternative genotypes A, B, and C are related to one environmental
‘factor, temperature. The figure shows that tolerance is not a constant
trait, but a characteristic for which plant breeders can systematlcally
;’search in their research. programs.

In the modern literature, the concept of tolerance has been replaced by
" the related concepts of stability and adaptability. Stability, as used in
- this paper, refers to the performance of a genotype with respect to changing
" environmental factors over time within a:given location. The more stable
~a variety, the 1es8s sensitive its performance is to environmental changes -
‘within a location. - Adaptability refers to the performance of a .genotype

‘with respect to environmental factors that change across locations.
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NARROW LIMITS ' WIDE LIMITS ' NARROW LMITS
low. temperoture B - tolerant to broad .~ "high temperature
toleront reteioo ‘rongesof o ' tolerant
; e P temperature: DR

©OPTIMUM - OPTIMUM " OPTIMUM

~ Activity or growth -

' ;.Te’rnper’atur’e' P

?73fi§;ﬁ;' "’/mparlson of organisms. wlth} arrow limits; to low and tc
e ,_temperatute with those hav1ng broad 11m1ts'of toleranc '
(Source' ‘Wilsie, 1962 ) : . L B -

Exlstlng literature on the measurement of. stability and adaptability does '
not make a clear distinction between the two concepts (Finlay and Wilkenson,
1963; Eberhart and Russell, 1966; Goldsworthy, 1974; Laing and Fischer, 1973).
In fact, there is a presumption in much of the 11terature that adaptability
and stab111ty are highly, correlated. We provide some evidence that they

may not be. This evidence is important to crop improvement strategies

because these traits are subject to selection by plant breeders. The

breeder can achieve higher stability or wider adaptablllty usually by
sacrificing other traits. This selection process, then, is the primary

means by which crop 1mprovement programs respond to risk and uncerta1nty.

QPTIMIZING PRINCIPLES IN CROP IMPROVEMENT RESEARCH

Crop improvement research entails the improvement of genotypes, agronomic
practices, and the economizing behavior of farmers. Genotype improvement
can be accorded to a primary role since when new genotypes are developed
they provide scope for improvements in agronomlc and economic or
manager1a1 practices. Accordingly, we give genotype improvement the
primary focus of optimal crop improvement system organization vis-a-vis
environmental factors.

We develop a conceptual framework that has implications for selection

for genotype stability and adaptability to uncertain environmental changes
affecting producers. Research to improve agronomic techniques and
economizing techn1ques may . be gulded by similar con91deratxons.



‘6 IKP3 No. 15, March 1978

viﬁe_eeaﬁch principle in reééabEh

Consider a set of research activities to improve the genotype of a
particular crop in the context of a search model. Suppose the crop has

-‘only one important trait of economic value, say yield per hectare.

- 'Sappose that a group of plant breeders, with a given stock of genetic

' materials and a given set of methods and resources for screening and
.testing, attempt to produce new genotypes that are economically better

. than those existing. Also, initially assume only one environment.

.The problem can then be set up as follows: the plant breeders search from
“a distribution of potential genotypes for genotypes that are sup.rior

to those existing. The stock of genetic materials and the known breeding
and screening methods determine the parameters of the distribution of
- potential genotypes. The breeders determine the number of crosses and the
volume of material screened. This now becomes a statistics of extreme
prbblem.

: To 111ustrate the problem analyt1cally, let the dlstrlbutzon searched
.be . the s1mp1e exponentxal w1th mean 0,

(x-e) » <;§'ff$j i%}

Fﬁx)

denoted:as Z; "

fln a sample of n searches or observatlons 1s~

‘B, (z) —o+l gz -1- (@
: o i ‘

l 1-1

IOne can readily see that the expected value of z rises with n, but: at a
~diminishing rate. That is, there are d1m1n1sh1ng returns to search. Thi
. property of dnm1nlsh1ng returns holds for virtually all dlstrlbutlonal
‘forms. Where that is not true, the Cauchy distributions represent
_distributional forms. Evenson and Kislev (1975) and Kislev and Rabiner

(1976) discuss more completely the application of search models to
:research processes. ‘

"If the current technological level or best genotype 13 Y, the expected
- technological change AY, as a functlon of nis .

n' )
B n=o+i p Loy
A 1-1 z

,fE (AY) increases (at a d1m1n18h1ng rate) ‘as" n 1ncreases. ‘but: decreaees
‘a8 :Y increases. This can also be expressed as :

v - B
E, (AY) = f‘;“1} - (F(Z) / d Z
,‘;where’F(»zi is the cumulative probability} disttibutietf;'@f-;;X;}ﬁ
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fFlgure 2 illustrates the relat1onsh1p between 0, Y, and AY for the.

R

exponentlal distribution. As Y shifts to the right, it becomes progressxvelyﬂ

more difficult to discover improvements, AY. .The optimal n in any given -
time period is that n in which the (diminishing) marglnal product of
search is equal to the (rlalng) marg1nal cost of search

”h&é;i The probablllty of dlscoverlng 1mproved genotypes for a glven
i1str1but1on of potent1a1 genotypes.

.This formulation indicates first that: the difficulty of finding better '

' genotypes may be represented by (Y -0), which is the gap between the

‘best genotypes Y and the mean of the existing distribution (8). The
‘smaller the difference (Y - 6), the larger the technological gap and the
‘more fruitful is search. Second, as search continues, Y is shifted to

the right, the technological gap closes, and the scope for improvement
decreases (the potential of the technology is exhausted). If the .
distribution searched is not altered, the marginal cost of research will
eventually exceed its marginal return. Third, the greater the variance of
the distribution of potential genotypes (holding the mean content), the
higher the productivity of plant breeding research. Similarly, the hlgher
the mean of the distribution of potential genotypes, the higher the
productivity of plant breeding research.

One important implication from this model is obtained by considering how

- the mean and variance of the distribution of potential genotypes can be
changed. That can be done by incorporating new genetic material into '
the research system, by developing more precise screening and testing
procedures, and by developing new methods of research. As the model is
expanded to consider several traits, such as dzseaae and insect reslstance,
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fertlllzer responslveness, and response to: photoper1od “the: roles of"

‘such. related sciences as entomology, physiology, and soil chemistry
‘become:clearer. Work in these areas changes the distribution of potent1a1
‘genotypes and therefore is productive even though 1t does not produce

new genotypes d1rect1y
Evﬁhct of envirormental variation

‘ We now introduce alternative crop production environments to deal with the -
.~ basic issues of stability and adaptability. Suppose that the research
system is producing genotypes for several locations, each of which may
- ‘have several environmental states. Should the research system target

its genotypes for one environment or for many environments; if for many,
"how many? If there were not added costs to producing more genotypes,

the solution to the problem faced by the crop improvement system would

be simple: to produce a genotype for every type of environment. But the
. number of genotypes cannot be expanded without additional costs. It costs
"more to organize a crossing and screening program for several types ’
"than for one type. Each typc may require the development of its own

kind of field trial and screening set-up. On the other hand, there are
scale economies to the conduct of research.l/ Thus, the unit costs of
additional genotypes may be lower than those of the initial types.

The benefits from tailoring technology to produce more types occur because

negative genotype-environment interactions reduce the productivity of = L

research outside its primary target environments. When technology is

' perfectly tailored to each environment, such negative interactions are
‘minimized. But tailoring is unlikely to be optimal excegt in cases where

the ‘technology potential is almost completely exhausted. <. '

Suppose ‘that there are e discrete environments. Def1ne a set of welghts,
W ’ to be the shares of total crop area 1n each env1ronment._ Then S

e

TR @ ot

expresses the total expected value of the 1mproved technology less the
total ‘costs (including 80c181 costs)’ dur1ng a partlcular period. The
research system can attempt to maximize this express1on by varylng

1/In spite of scale economies, few research systems are capable
“of produclng more than a few types. Even large systems would find 1t
_costly to produce, say, 15 types. S

, 2/Thls is due to the search process. The payoff to ta1lor1ng
may be low relative to the payoff to improving on tailored material in the
“early stages of search. But as d1m1n1sh1ngreturns to this process set 1n,

tailoring becomes more attractive. The history of sugarcane improvement’ PR

shows a clearer pattern of just achieving basic gains, than of tallor1ng the

high y1e1d1ng material to environmental niches. S1m11ar1y, the hlgh C
y1eld1ng rice and wheat varieties are now being tallored.
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tthe ;intensity .of research activity for a glven type of environment, and :
QT, the ‘number of types of environments for which genotypes are targeted..f
‘More approprlately, the present value of a stream of V's over time should
be maximized, and in each period, n and T should be chosen so that the
.present marginal value of the expected yield increase in each type should
‘be equal to the present value of marginal costs for the entire system.
These costs are a function of both n and T.

‘The choice of T, however, is not simple. One cannot handle the problem
by saying that the research system should select the environments for
‘'which varieties are to be tailored on the basis of the weights. The
;1mportance of the environment is one factor, but a further consideration
-is required. As long as T is less than e, spzZZ—over effects have to be
_considered and the fundamental research strategy will differ in that
.adaptablllty will become a valuable characteristic. »

’Spill-over and clustering principles.. The spill-over effect is relate_

to the genotype-enVironment interaction. An improvement in a genotype

will have maximum value in one particular environment. But it may also = .
represent an improvement for neighboring environments, that is, it may have
a gpill-over. Since there are many components to a technology, it is quite
possible that the effects of environment interaction and, hence, the :
spill-over effects, will differ by component. Disease and insect resistance,
for example, may represent components of technology with large spill-over
effects. International centers and large national systems may be able to
-specialize in the production of these components, leaving local or branch .
stations. the task of concentratlng on: the components with hlgher '
env1ronment interaction effects.

'In general an optimal research system will include a grouping or clusterlng
of environments into niches and a program directed to each niche. A :
program may specialize in improving only a subset of the components of

the final technology. Other institutions and programs producing other -
components will also be organized according to a clustering of environments.
Several layers of clustering may make sense, depending on the decompoeablllty
of technology and differing environmental effects.3 .

Optimal clustering of environments could be based on statistical grouping
concepts. Suppose that one formed T groups from e environments. The
variance in environmental factors can be decomposed as: the sum of

- squared deviations from the group means and the sum of squared group mean
deviations from the overall mean. : : . ,

LI -g) = L% gfs
03 %7 g 198
-sAéjDEComposablllty is itself an important: factor in crop- 1mprovenent'

"freseafeh. With modern procedures for. identifying traits: and for screening,
'op'technology is probably more decompossbl- than it used to be. : -
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To'minimize within-group variance, groups will be so chosen as to equate

~the weighted-group variances.4/ The role of the weights can be seen in-

. this case. The more economic activity there is in the environments, the
more technology types will be produced for a given range of environments.

‘We can only approximate the optimizing principle here. ‘We have not " - .
considered spill-over effects across groups ‘and that may alter the - -

picture. But, most importantly, we have not considered the effect of -
unstable environments over time. B - i : SAUUDEEETE S

Effect of variable environments. Once a grouping of environments is chosen, -
‘it will no longer be optimal to establish screening criteria and related k
~research methods to produce technology tailored to a single environment
“within the group. Instead, it will be optimal to design or tailor a -
.technology for the total group. This means that a trade-off will be made
betwcen genotypes with desirable chracteristics for one environment and =
high environment interaction effects, and genotypes that have less

desirable characteristics for any single environment but are more

widely adaptable. Figure 3 illustrates this proposition. The vertical

axis measures the expected yield increment from alternative research o
programs. The horizontal axis measures a generalized environmental variable.
Research programs 1, 2, 3, 4, and 5 produce expected yield increments L
represented by 11', 22' . . . . 55'. These techuologies have high
environment interaction effects, as depicted by the curvature, and A
thus are highly tailored to particular enviromments. The curve AA' reflects:
the expected yield increment from a program that selects for lower : '
environment interaction effect, i.e., wider adaptability. Each of the:
highly tailored programs has a higher expected yield increment for its -
local environment while AA' has a higher yield increment over-a broader:
range of environments.5/ 4 Lo Lo

"ﬁ/SQe Johnston (1960) ror a discussion of clustering techniques.-
N ‘ éjThe,trade-off between yielding ability and adaptability is part
-of the more general nature of crop characteristics. In the selection -
‘process, one cannot simply select for one trait and also obtain other
characteristics. . Iinkages between traits can be broken through some
breeding techniques but only incompletely. " Thus, to get more of a- |
desirable trait, one usually also obtains more of some undesirablé”trditsi
and less of other desirable omes. - .« .. - . o
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N Eriironment":

./ Expected 'yield increments: from alternative research’ prograns.

3ff;the"rangé>of‘environméqts;vE :té”E ;:febreéeﬁté;dwgfdup,*thé 6ﬁtiﬁal

'program 'will depend on the distributidn of the crop by environment. If
‘most: of . the production’ is concentrated around E,, for example, the -~ . -

n:

program producing 33' will be optimal. If prodiction is evenly distribhtéd;;

:from'El to E., the program producing AA' would clegrly be superior.

Now suppose that in a certain location, the environment could range from"’
E. to E. over time with a uniform probability distribution of occurrence -
fo} each”environment. Under these circumstances, the wide adaptability
program (44') would be optimal for the location being considered.

But, if the distribution is not uniform across E, to E., then 44' may not
be optimal and one of the tailored programs woula

‘ be pteferred. Clearly,

the value of wide adaptability depends on whether variability in environmental

conditions across locations is similar to variability in environments
within locations. -Not all environmental foctors vary by location and the
variance of, say, rainfall, across locations may not be highly correlated
with the variance over time for some areas. Thus, it is likely that wide
adaptability may not, in general, be optimal. We examine some empirical -
evidence related to this issue in the next section.
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“'EVIDENCE ON STABILITY AND ADAPTABILITY

‘Much of the success of tlie semidwarf wheat varieties in areas outside
‘that in which they were first developed (Mexico) has been attributed to the
benefits of multilocation testing and the resulting wide adaptability.
International yield trials have been conducted for a number of other
commodities, including rice and maize. These trials, it should be noted, .
have not generally been utilized by breeders to identify phenotype '
characteristics, except yield. Average yields across locations, yield
ranks within locations, and average ranks across locations are generally
the only routinely calculated statistics. In this section, we review
some alternative procedures for analyzing these data and applylng one
procedure.

Stabzlzty zndem conaept and madzficatzons

To characterlze the y1e1d stablllty of hybrxds Yates and Cochran (1938)
suggested the regression of yneld on ‘an env1ronmenta1 index" measured
by the mean yield of all varieties in a part1cular env1ronment. Finlay
‘and Wilkinson (1963) used a. logar1thm1c transformat1on of y1e1d data and
f1tted the model

tor Stag) menby Rew g 2ty o

where Y., = y1e1d of varlety i at 31te g, ‘and ‘X, = mean ‘yield of all tested
var1et1e§ at site j. These authors paid the gr@atest attention to the - -
biological 1nterpretatlon of the stability parameters and its implication
for a plant breeding program. The parameter b, was used as an index of
stablllty. This stability index was then plot%ed ‘against variety mean . -
yield. Their generalized interpretation is intuitively compelling

(Flg 4), -especially when large numbers of diverse genetic materials. . i:
are being categorized. Subsequently, Eberhart and Russell (1966), Lalng
and Fischer (1973), and Stroike and Johnson (1972) used similar models -

to estlmate 1nd1ces of "Stablllty" for multllocatlon variety trlals.« i

Recently, Matsuo et al. (1972) pub11shed an analysls of y1elds of 75 r1ce
varieties grown at 45 locations, initially using the Finlay and Wilkinson .
method of analysis. Subsequent treatment of the data involved prlnclpal
component :analysis and .orthogonal polynomial regression on environmental -
factors and ut111zat10n of Wricke's (1962) "ecovalance" concept.ﬁ

Goldsworthy (1974) discussed an approach be1ng developed (Mungomery -
et al., 1974) that 1s related to the concepts of groups d1scussed above 1n

/The reader may also refer to Wricke (1962) for dlscuss1ons
‘on_the. physlologxcal and genetic basis of. .adaptability, and the 1mp11cat10nsg.
of breedlng for adaptability and product1v1ty. e -
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Q.
o | Specifically
§ adopted to favorable
S | environments
o
average stability ‘

o LPoorly adapted to Average Well adapted to
= | alt environments stability all environments

Above
average stability

Regression"coefficient

Specifically adapted
to unfavorable
environments

Below 1.0

Variety mean yield |
Fig. 4 Generalized interpretation of stability index versus variety

mean yield over all environments. (Source: Finlay and Hilkinsdh;J

©"1963.)

gbich "cluster" or "pattern" procedures reduce the complexity responses
to*environments. Initial testing of his procedures with wheat yield
nursery data was superior to linear regression analysis.

Anderson (1974) has experimented with the use of stochastic dominance

to evaluate data from international wheat improvement trials of CIMMYT.

His technique gives primary weight to risk considerations so that varieties
that have a very small frequency of poor performance are rejected in favor

13

of varieties that may have a higher potential performance under appropriate ’

environments. - ;

Measurement of stability and adaptability

As the foregoing review indicates, most of the existing literature does. .
not distinguish between adaptability and stability as this paper does.

In this section, we report relatively simple measures of stability and
adaptability for 22 rice varieties from the International Rice Yield
Nursery (IRYN) trials for 3 years and similar trials conducted as part

of the All India Coordinated Rice Improvement Program (AICRIP) in India
for several years.

"Our procedure is relatively simple. Each variety in the IRYN and the
AICRIP set was planted in several locations (22 in the case of IRYN, and
from 20 to 25 in the case of AICRIP) for 2 or more time periods. (In
.the case of IRYN, replications for each site were included in the analysis.)
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The following models were fit:

m .
Yitg way + Vit I, G1a Bt Crjie “@)
Y M r d,, T, +e,.. a
“Jit = a, + it+ L, 2t °t 2jit 9)

The conceptual basis for these relationships is the standard analysis

of covariance formulas. The variable M;, is an index of environment

in each location 7 and time period t. Maximum yields (the average of
the two highest yields at each location) are used as the index of
environment. In expression 8, the yield of variety j in location %

and time period ¢t is regressed on the environment index for that location
and period and on a set of location dummy variables. That removes
systematic location effects and uses the within-location variance to
estimate the parameters of the equation. The D coefficient is interpreted
as a stability parameter measuring stability within a location across
time.

Equation 9 includes time period dummy variables and the relationship is
estimated using across-location variance. We interpret the estimated
parameter ¢ as an adaptability parameter measuring adaptability across
locations.

We acknowledge that the error structure may not be fully consistent with
this procedure and that alternatives exist (Binswanger, 1976). But we
believe that these estimates will serve to at least initiate a more
systematic investigation of these data.

Table 1 reports the estimates of the b and ¢ parameters in the IRYN

and AICRIP dat¢. Figure 5 shows the relationship between the estimated
stability and adaptability indices for the two sets of data. The results
have important policy implications for the design of crop improvement
research. They show that for the IRYN locations involved in these trials,
adaptability and stability are not closely reldted. Breeders cannot

rely cn screening across these locations to select for stability. That
raises some critical questions about the present crop improvement systems
which, to some degree, are hased on the presumption that adaptability and
stability are closely related. The AICRIP locations however show
positive correlation between adaptability and stability. The set of
locations in the Indian program is apparently better suited to the joint
selection for stability and adaptability than are the international
locations. Thus, the Indian sites are perhaps a cluster, in the sense
discussed in the previous sectien.

"~ Both these resuits should, of course, be corroborated by other

" estimation procedures and by other data sets. One question that deserves
explanation is the sensitivity of the results to the chosen locations.
If it is possible to select it, a set of locations from within the IRYN
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Slability coeffi cient

Adaptability coefficient

-22) IR2061-213-2-17

1) IR8
, 2) IR4-67-2-3
3) Chuvery
4) Hamsa
'5)Jaya
6) Kaohsiung 68
7) Local Variety
8) Paima
9) Taiven 3
10) Vijaya
11) Taichung Native |
12) IR8-64-3-1

««««««

AICRIP data

~ Yield on Yield on
maximuim yield +location dummles - ~ maximum yield + time dummi
b’ s b SD
Ist 2nd, and 3rd IR YN data

1) PMI6624 257-1 0.388 0:140* o 0.894 0.

2) RP4-14 0.688 0.108 0.496 0.048

3)BG90-2 . 0.637 0433 0.848 :0.040

4) Chiang-Sen-Yu-6 .0.639 0.179 0.673 0.053"

5) C4-63 0.149 0172 0:827 0,057

6) 841-36-2 0.190 - 0.151 0.764 0052,

7) IR630-27-1-1 1671 '0.146 0:678 0.058-

8) IR578-95-1-3 1.250 0.151 0.670°

9) BKN 6809-74-4 -0.660 0.069 0.706 0,039
10) IR1529-680-3 0930 0:100 '0.743 0042
11) IR26 10,099 0:150 0485 0.055.
12) Biplab 0432 - 0:162 0.763 0.039°
13) Jayanti 0.061 0.141 0.722
14) IET 2938 - 0458 0.187 0591

- 15) Pelita -1.288 0.350 0.848 0,085
16) Cica 4 1:181 0.099 10423
17) SPR6726-134-2-26 0.147 1.052- 0044
18) KT 29 -0412 :120 . 0,765 0.047.
19) IR2071-588-6 83 0:165:: :0.621- 10,063
20) IR8 1508 174 0.622 0049
21) IR2070-747-6 20.799- 10440 0.056;
0271 0:202" »'0987" X

*Standard deviation of the coefficient above it.
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fdata, where the correlation between the two measures is high, . as it ie
'1n ‘the AICRIP data, would be valuable to plant breeders. '

Flgure 6 shows the relatlonshlp between the stabillty and adaptability -
‘measures and the relative yielding ability of each variety. Since the
performance of the variety in its best environment is most relevant, the:
figure shows stability and adaptability plotted against the average of
the best two relative yields. There is little relationship between
stability or adaptability and performance in the best two locations,
suggesting that these traits may not be too costly in terms of yield
performance.

Thus, we conclude that if no attention is paid to appropriate clustering,-
there is little support for the assumption that stability and adaptability
are correlated. Adaptability may be correlated with stability within
properly clustered locations, but clustering techniques were not
investigated. High levels of stability and adaptability do not appear

to reduce the performance of varieties in the locations where they are
best adapted. All these conclusions are tentative, however, because the
get of data supporting them is rather small.
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Fig.6. Stability and adaptability coefhc:.ents of varieties:plotted.. .:.
‘against yield of each variety at two’ best locauons relanv
all varietles at. the same locatzons. SRR
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