
i AGENCY POfR INTERNATIONAL OEVELOPMENT FOR AID USE ONLYWASHINGTON. 0. C.20121 8fc~BIBLIOGRAPHIC INPUT SHEET 
A. ,'-IIMAAY 

. "IjfU("I TEMPORARY

CL AbSI-

FICATION H.SECONDARY
 

2. TITLE AND SUBTITLE 

User's guide to SYSOPT: an interactive system optimization computer program
 

3. AUTHOR(S) 
Buchner ,Marcus 

4. DOCUMENT DATE 
 j5. NUMBER OF PAGES 6. ARC NUMBER
 
1976 
 254p. ARC
 

7. REFERENCE ORGANIZATION NAME AND ADDRESS
 

Mich.State
 

8.SUPPLEMENTARY NOTES (Sponsoring Oran ization, Publlshora, Availability)
(In Computer Library for Agr.Systems Simulation. CLASS doc.no.12) 

9. ABSTRACT 

(LIBRARY & INFO.SCIENCE R&D)
 

10. CONTROL NUMBER 

II. PRICE OF DOCUMENT 

12.DESCRIPTORS 13. PROJECT NUMBER 

Data processing Simulation
 
Decision theory SYSOPT? 
 14. CONTRACT NUMBER
Manuals 
 CSD-2975 Res.
Models 


1S. TYPE OF DOCUMENT 

AID 590. (4-74) 

http:doc.no.12


USER'S GUIDE TO SYSOPT;
 

AN INTERACTIVE SYSTEM OPTIMIZATION COMPUTER PROGRAM
 

Marcus Buchner
 

COMPUTER LIBRARY FOR AGRICULTURAL SYSTEM SIMULATION
 

CLASS Document No. 12
 

Agricultural Sector Analysis and Simulation Projects
 
Supported under Contract No. AID/csd-2975

U. S. Agency for International Development
 

Department of Agricultural Economics
 
Michigan State University
 
East Lansing, Michigan
 

October 1976
 



iii
 

TABLE OF CONTENTS
 

Page
 

LIST OF TABLES ................................ v
 

LIST OF FIGURES ..................................... v
 

PREFACE .............................................. 
 ix
 

I. INTRODUCTION .......................................
 

II. SYSOPT CAPABILITIES AND OPERATION 
.................... 
 5
 

General Description ............................. 
 6
 

SYSOPT Interaction and Output ................... 12
 

Pattern Recognition Sub-Component: ......... 14
 

Interaction/Output Flow Chart 
............ 14
 
Interaction/Output Explanations 
.......... 21
 

Optimization Sub-Component: ................ 27
 

Interaction/Output Flow Chart ............ 
 27 
Interaction/Output Explanations .......... 
 44
 

Examples of Interactive Use of SYSOPT 
........... 60
 

Pattern Recognition Sub-Components ......... 62
 

Optimization Sub-Component ................. 68
 

III. PROGRAM DOCUMENTATION ................................ 
 81 

SYSOPT Simulation Programming ................... 82
 

User Supplied Simulation Subroutines SIM, MMM
 
and NNN ......................................... 93
 

Variable Dimensioning ................ .......... 
 98
 

Main Program and Subroutine Descriptions ........ 100
 

Pattern Recognition Sub-Component .......... 101
 

Program MAINPR ........................... 
 101
 
Subroutine SUBPR ......................... 
 104
 
Subroutine SMOOTH ........................ 
 114
 
Subroutine PLOT .......................... 120
 
Subroutine PLY .......................... 125
 
Subroutine PLEDGE ........................ 127
 



iv
 

Page 

Optimization Sub-Component ................. 129
 

Program MAINOPT .......................... 129
 
Subroutine SUBOPT ........................ 132
 
Subroutines DATAI, DATA2, DATA3, DATA4 ... 143
 
Subroutine VAR ........................... 158
 
Subroutine FUNC .......................... 160
 
Subroutine GLOBE ......................... 167
 
Subroutine CONV .......................... 169
 
Subroutine TRANSFE ....................... 171
 
Subroutine SENS .......................... 173
 
Subroutines BOX, CONSX, CENTR, CHECK,
 

and CONST .............................. 178
 
Subroutine COMP .......................... 192
 
Subroutine BOTM .......................... 194
 
Function NEXT ............................ 201
 
Subroutine TRANS ......................... 203
 
Subroutine SPEED ......................... 206
 
Subroutines SEQREG, SEQSW, SWITCH ........ 213
 

Subroutine Control Flow Charts .................. 221
 

SYSOPT Use of Input-Output Tapes ................ 225
 

Alphabetical Glossary of Component Variables .... 232
 

REFERENCES ........................................... 245
 



V 

LIST OF TABLE
 

Page
 

Ill-1. 	Time Series Values for Example Problem ............. 226
 

LIST OF FIGURES
 

II-1. Structure Connections to Component ................. 8
 

11-2. Key to Flow Chart Symbols .......................... 13
 

11-3. Pattern Recognition Sub-Component: Interaction/
 
Output Flow Chart .................................. 14
 

11-4. Pattern Recognition Sub-Component: Interaction/
 
Output Explanations ................................ 21
 

11-5. Optimization Sub-Component: Interaction/Output
 
Flow Chart .......................................... 27
 

11-6. Optimization Sub-Component: Interaction/Output
 

Explanations ........................................ 44
 

11-7. Pattern Recognition Sub-Component ................... 62
 

11-8. Optimization Recognition Sub-Component .............. 68
 

111-1. 	 Adaption of SIMEXl Simulation ....................... 83
 

111-2. An Example of a SIMEXI Simulation Constructed to
 
Interact with SYSOPT ................................ 88
 

111-3. 	 Subprogram Control Flow Chart: Pattern Recognition
 
Sub-Component ....................................... 222
 

111-4. 	 Subprogram Control Flow Chart: Optimization Sub-

Component ........................................... 223
 



vii
 

COMPUTER LIBRARY FOR AGRICULTURAL SYSTEMS SIMULATION
 

The Computer Library for Agricultural 	Systems Simulation (CLASS) is
 
one of the four major activities of the Agricultural Sector Analysis
 
and Simulation Projects at Michigan State Unviersity under U. S.
 
Agency for International Development Contract AID/csd-2975. The
 
other three major interrelated project activities include theoretical
 
and methodological research, the Development Analysis Study Program,
 
and field activities, primarily in the Republic of Korea.
 

The project objective is to develop an approach to institutionalizing
 
an analytical capacity for planning, policy formulation, program
 
development, and project implementation for agricultural sector
 
development within the public decision making structure of developing
 
countries. A major component of the analytical capacity is a series
 
of system simulation models tailored to the needs of the individual
 
country. Much of the experience gained from the field activity and
 
the knowledge gained from the theoretical and methodological research
 
added to the present stock of knowledge about building and maintaining
 
analytical capacities for agricultural sector development can be
 
preserved and extended in the training provided through the Develop
ment Analysis Study Program and in the stock of model, component, and
 
utility routine computer software documented in the Computer Library
 
for Agricultural Systems Simulation.
 

In full operation, the Computer Library for Agricultural Systems
 
Simulation (CLASS) acquires, catalogs, maintains and distributes
 
computer programs and associated documentation. These computer
 
programs are of generalized simulation models, components, and
 
routines designed specifically for the analysis of agricultural
 
development problems and processes. In particular, the library sets
 
standards of admissibility for programs and documentation; catalogs
 
and indexes programs and documentation so as to facilitate their
 
retrieval by users seeking a set of programs to be used in a specific
 
problem analysis; and distributes programs and documentation to users.
 

To enhance the effectiveness of the library, its functions also
 
include identifying and soliciting needed models; actively bringing
 
programs and documentation up to the library's standards; and
 
providing limited consultation in identifying and implementing
 
appropriate library programs for a particular application. A subsidiary
 
function of the library in conjunction with the identification and 
solicitation of models is to survey and catalog ongoing research in
 
agricultural systems modeling and simulation. 

The CLASS document publication series 	is the main vehicle for informing
 
potential users of the substance of CLASS holdings and activities. 

July, 1976 	 George E. Rossmiller 
Di rector 
Agricultural Sector Analysis and 

Simulation Projects 
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PREFACE
 

This guide documents the FORTRAN program SYSOPT, an interactive
 

system optimization component, which can be used to assist in solving
 

parameter estimation or policy decision problems in large complex
 

simulation models. The program was developed as a result of research
 

involving the design of an efficient component for use in the analysis
 

of socio-economic models. The original research, presented in my
 

Ph.D. dissertation [2] concentrated on a literature review of the field
 

of optimization techniques and components, a detailed statement of
 

the problems faced in parameter estimation or policy decision making
 

with Complex Models, a theoretical description of the program SYSOPT,
 

and a discussion of test results. This guide provides an introductory
 

description of SYSOPT in Part I, a comprehensive discussion of the
 

capabilities and operation of SYSOPT in Part II along with illustrative
 

examples, and a detailed subroutine by subroutine listing and description
 

in Part III.
 

As with the use of any complex program, a certain amount of background
 

knowledge is necessary in order to understand the operation and capabilities
 

of SYSOPT. In this regard, SYSOPT users can be divided into three
 

categories: decision-makers, programmers., and system scientists. As a
 

minimal background, decision-makers should become familiar with
 

the material presented in Parts I and II of this guide. In addition, a
 

programmer, who is familiar with SYSOPT execution on the particular
 

computer installation the decision-maker is using, should be available
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for consultation. In the case of a programmer using SYSOPT, a careful
 

reading of this entire guide, paying particular emphasis to Part III,
 

and my dissertation should provide a sufficient background to adapt the
 

program for particular computers and to make minor programming changes.
 

Finally, a systems scientist, in order to make major alterations in
 

SYSOPT to adapt additional pattern recognition or optimization techniques
 

for inclusion in the program should be thoroughly familiar with both
 

this guide, and my dissertation as well as optimization literature in
 

terms of algorithm and component development.
 

Preparing a document of this size and complexity requires the assistance
 

of many people. I would particularly like to thank Dr. Tom Manetsch
 

for his direction and guidance and Dr. Tom Carroll for his suggestions
 

and careful editing. The typing of the manuscript was accomplished
 

through the efforts of Ms. Judy Pardee, Ms. Edith Nosow, and Ms. Kyong
 

Soo Kim. Their efforts are greatly appreciated. Funding for the develop

ment and documentation of SYSOPT was obtained from the Agricultural Sector 

Analysis and Simulation Projects which is supported under Contract AID/
 

csd-2975 of the U. S. Agency for International Development.
 



I. INTRODUCTION
 



2
 

SYSOPT is a computer program that can be used to assist in the solution
 

of parameter estimation or policy decision problems resulting from the use
 

of complex simulation models. The use of large, nonlinear, and dynamic
 

models to represent real world phenomena has been largely due to the digital
 

computer's capability to yield numerical solutions for complex differential
 

and difference equations. Because analytical solutions of parameter
 

estimation or policy decision problems with these models are often extremely
 

difficult, if not impossible, to obtain, the use of numerical optimization
 

techniques have been employed to produce approximate solutions.
 

SYSOPT is an interactive computer program, or component, that contains
 

a 'pattern recognition" section and an "optimization" section to assist
 

in the efficient examination of either parameter or policy variable spaces.
 

The component incorporates human interaction with graphical behavioral study
 

and a four level numerical optimization algorithm to locate optimal parameter
 

estimates and/or policy decisions. SYSOPT was developed by reference to an
 

efficiency measure depending on four factors (1)component costs resulting
 

from the use of the computer, (2)the ease with which interaction with the
 

component can be achieved, (3)the difference between component solutions
 

and true problem solutions, and (4)compatibility of the component with
 

different computers. Particular emphasis in the development was placed upon
 

the problem solution accuracy, the number of simulation runs necessary to
 

achieve convergence to the solutions, the interactive capability to change
 

search structure and parameters during the component execution, and computer
 

memory and central processor use.
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In the component, the pattern recognition section has the primary
 

capability of examining user specified model behavior, while the opti

mization section has the capability of performing efficient numerical
 

optimizations. Both sections are programmed to be FORTRAN compatible. Thus
 

while each subcomponent is built to allow interaction with a general form
 

of simulation model, the FORTRAN compability allows execution on a variety
 

of computers.
 

In particular, the pattern recognition subcomponent allows an exami

nation of model behavior in either a printed or graphical form. In
 

addition, comparisons between model outputs, real world data, and smoothed
 

real world data can be made with the component. Therefore this section
 

of SYSOPT will assist in the solution of parameter estimation and policy
 

decision problems in three principle ways: (1)through rapid isolation
 

of regions in the input variable space representing invalid or insensitive
 

behavior, (2)through rapid isolation of regions in the variable space
 

needing detailed investigation, and (3)through assistance in the deter

mination of the validity of the model.
 

On the other hand, the optimization subcomponent contains an efficient
 

four-level interactive optimization algorithm. In the algorithm, the
 

Complex method and Powell's method, both direct search numerical optimization
 

methods, are integrated into a search technique that is effective both
 

far from and in the vicinity of a local optimum. In addition, methods have
 

been incorporated into the algorithm to perform global optimum searches
 

and to insure compatibility between the Complex method and Powell's method.
 

Thus information gained from using one level of the algorithm is used
 

to initialize another level, and the convergence rate of the entire
 

component is increased.
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In summary, SYSOPT can assist in the solution of problems often
 

encountered in 
a systems approach such as model validation, model tuning,
 

and model control. Although the straightforward application of the
 

automatic optimization search techniques in the component can 
lead to
 

incorrect or illogical solutions to parameter estimation or policy 

decision problems, the use of the component together with proper human
 

interactions can greatly assist in obtaining useful models and useful
 

results from models. 

Part II of this report ontains a general non-technical description 

of the capabilities of SYSOPT and its operation and capabilities. This
 

part provides the background on SYSOPT needed by the analyst who 
 either 

is responsible for tuning the model for further use or who is responsible
 

for using the model to make policy decisions. It addresses problems
 

that need to be solved in order to properly execute the program on a
 

computer, and thus, includes discussions of basic simulation adaptation,
 

the meaning of output/interrogatives in the program, examples of the use
 

of the program, and computer input tape usage.
 

Part III contains the technical program documentation needed by
 

the person who either wishes to have a detailed understanding of SYSOPT
 

execution or who desires to adapt the program to fit particular needs.
 

For the programmer, detailed descriptions of all the subroutines functions
 

and variables in the program, a subroutine control flow chart, a discussion
 

of how to adapt a general simulation model to correctly interact with
 

SYSOPT, and an explanation of the variable dimensioning capability
 

of the program, are all included in the third section of this guide. 

It is hoped that the descriptions, explanations, and discussions of SYSOPT
 

use and programming will allow the efficient solution of parameter
 

estimation and policy decision problems of interest to the reader.
 



11. SYSOPT CAPABILITIES AND OPERATION
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This section presents a general, non-technical, description of the
 

SYSOPT optimization component. This description consists of a non

mathematical discussion of the overall 
structure of the component and
 

its relationship to the other elements of a problem investigation such
 

as the simulation, the real world, and the user. 
 In addition the
 

internal structure and organization of the component is briefly examined.
 

General Description
 

The behavior of a model can often be studied or improved by printing
 

or plotting real world or model time series and by solving a sequence
 

of user specified numerical optimization problems. With the aid of
 

simulation, the optimization component described in this guide can be
 

used to examine model behavior or solve complex model generated
 

problems. The user of the component, either the model builder or policy
 

analyst, can thus be assisted to efficiently solve parameter estimation
 

or policy decision problems. To accomplish this the component is
 

constructed in two sections: (1)a pattern recognition subcomponent
 

and (2)an optimization subcomponent.
 

The purpose of the pattern recognition subcomponent, as its name
 

implies, is 
to determine if the model exhibits reasonable behavioral
 

characteristics and also to select regions of the input variable space
 

for future investigation in the optimization section of the component.
 

Thus, patterns of behavior of the model 
are used to aid in solving the
 

parameter estimation and policy decision problems. 
 This subcomponent
 

is designed to allow the examination of the behavior of a simulation
 

in a batch or an interactive mode of execution on a computer. Because
 

accuracy of the problem solution can sometimes be improved in a
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parameter estimation problem if filtering techniques are employed,
 

this subcomponent incorporates data-smoothing algorithms. Inaddition,
 

itis important to be able to study the model outputs for different sets
 

of values of the input variables. Therefore, data smoothing of real
 

world time series and printing and/or plotting of model time series
 

are two of the major capabilities incorporated in this section of
 

the component.
 

The optimization subcomponent is designed to be executed only in
 

an interactive mode with the user and with several possible levels of
 

interaction. The different levels of interaction are included to allow
 

the user to select an appropriate format for the study of the model. This
 

section of the component also contains features useful insolving many
 

of the problems associated with nonlinear static optimizations of complex
 

functions. The objective function, search variable sets, optimization
 

method parameters, and constraints on the variables can all be changed
 

during the execution of the component. Inaddition to being able to
 

direct various optimizations to be performed, the user can also study
 

the sensitivity of the objective function to changes in the input variable
 

values. The purpose of this subcomponent is to solve numerical optimization
 

problems that will lead to good parameter estimates or policy decisions.
 

The flow chart inFigure II-1 illustrates the data flows between the 

simulation model, the objective function, the real world, the user, and 

the optimization component. It is important to realize that only one 

subcomponent is in execution at a given time. In general, one would first 

investigate model behavior characteristics with the pattern recognition 

subcomponent and then use the optimization subcomponent to obtain a problem 

solution. However, inmany situations an iterative process is necessary 
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p is the parameter set that specifies the objective function J
 

a is the set of model parameters being studied
 

u is the model control variables being studied
 

T is the length of the time horizon of the model [O,T]
 

FIGURE II-l. STRUCTURAL CONNECTIONS TO COMPONENT
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to obtain a
good problem solution where the pattern recognition and
 

optimization sections of the component are each called into execution
 

a number of times.
 

As a result of the availability of the CDC 6500 computer for the
 

development of SYSOPT, certain features of the 
use and operation of the
 

component are particular to this computer. 
However with relatively small
 

programming changes, (see programmer's section) the component should be
 

executable on a wide variety of computers. The component can be stored
 

in the computer on a magnetic tape or disk. It isonly necessary to
 

have the simulation to calculate the model outputs, and two user supplied
 

subroutines to specify the form of the objective function stored in the
 

computer inorder for the component to execute properly. Once this is
 

done the execution of the entire component can be co-ordinated from a
 

teletype terminal with any large plots or printout from the pattern
 

recognition section being disposed to a 
batch printer. The design of
 

the component isgeneral enough so that no programming changes need to be made to
 

change the investigation from one simulation to another. 
An example of the
 

operation of the component from a teletype and a guide to its use is
 

provided in the last section of Part II.
 

At this point a description of the component's overall organization
 

and the various subroutines ncluded initwill enable a user to have
 

an understanding of the program execution. 
As previously discussed,
 

the component isprogrammed in two parts (1)the pattern recognition subcomponent
 

and (2)the optimization subcomponent. Both subcomponents
 

represent complete computer programs capable of independent
 

execution. The pattern recognition section consists of a 
main program
 

with three subroutines while the optimization section contains a main
 

program and fifteen subroutines. Together they occupy 12,000 decimal
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words of core storage in the computer during execution.
 

The pattern recognition subcomponent is constructed to give maximum
 

flexibility to the user of the component in examining model behavior. 

This part of the component contains a main program, MAINPR, and three
 

subroutines, SUBPR, SMOOTH, and PLOT. The main program inputs key vari

ables that affect the size of arrays needed in the remainder of the pro

gram. In addition, a method to control variable dimensioning of arrays
 

is included in MAINPR so that core storage is minimized during the 

execution of the program. 

SUBPR, the heart of the subcomponent, contains the majority of
 

input-output functions, data transfers, interactive decisions, and logic
 

execution in the program. SMOOTH is a subroutine designed to remove
 

random fluctuations from the real world time series with a first- or 

second-order fixed-memory polynomial filter. Finally, the subroutine 

PLOT performs the function of plotting, with automatic scaling, or print

ing either model outputs or real world time series as functions of time. 

The capabilities available to the user which can be obtained by
 

fixing the values of certain variables in the program include:
 

(1) Smoothing of real world time series with a first- or
 
second-order polynomial filter.
 

(2) Printing or plotting all or a subset of the model outputs 
for any specified set of values of the controlled variables. 
This can be done for different time intervals, as specified 
by the user.
 

(3) Execution of the simulation in a normal mode (see section on
 

user-supplied subroutines).
 

The optimization subcomponent, containing the algorithms for solving
 

optimization problems in an interactive mode, is the foundation of the
 

entire component. While the pattern recognition subcomponent is a
 

necessary part of the overall process of efficient parameter estimation and
 



policy decision making, it is only a convenient means of examining model
 

behavior and selecting areas of the variable space for further investigation.
 

In contrast to this, the optimization subcomponent can perform efficient
 

numerical optimizations critical to solving parameter estimation and policy
 

decision problems of complex models.
 

This section of the component requires approximately two-thirds of
 

the core storage space or 7,000 decimal words, necessary for execution of
 

the complete component. In addition, although restricted operation of
 

the component is possible in a batch mode with a well defined problem,
 

execution of this subcomponent is intended to be directed from a teletype
 

terminal with a high priority of entrance into the computer.
 

Specific capabilities of the optimization subcomponent which the user
 

may choose include:
 

(1) Sensitivity testing on the objective function with respect
 
to all, or a user specified subset, of the input variables.
 

(2) A four-level numerical optimization algorithm consisting of
 
a global search to examine the input variable space for multiple

local optima; a coarse search, the Complex method, for examining
 
relatively broad areas of the input variable space; a fine
 
search, Powell's cmethod, to examine regions of the input variable
 
space in the vicinity of a local optimum; and a method to locate
 
a global optimum along a very sharp ridge a valley in the input
 
variable space.
 

(3) A compatibility algorithm to insure that the dnformation gained

about the input variable objective function space from using the
 
Complex method will be used to initialize Powell's method and
 
thus increase the speed of convergence of the component.
 

(4) The ability to easily, through interaction on a teletype, change

the objective function, search variable sets, optimization algorithm
 
parameters, etc, and
 

(5) The capability to compute local or global polynomial approximations
 

to the objective function over regions of the input variable space.
 

With a familiarity of the operation and use of SYSOPT as provided in
 

the remainder of this guide, the component can be used to provide numerical
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approximations to the solution of parameter estimation and policy decision
 

problems incomplex simulation models.
 

SYSOPT Interaction and Output
 

Inorder to the use the SYSOPT program to investigate system
 

behavior or system optimization, a knowledge of the expected inter

actions and outputs of the problem isnecessary. With the detailed
 

explanations and flow charts of SYSOPT behavior presented in
 

Figures 11-3, 11-4, 11-5, and 11-6, 
a user should sufficiently
 

understand the meaning of all possible internal decisions, interactive
 

inputs, and data outputs for both the pattern recognition and optimization
 

subcomponents for proper execution of the program.
 

Figure 11-2 presents a key to the symbols used in the interaction/ 

output flow charts. Included in this section is a 
complete explanation
 

of each interrogative and output statement occurring during program
 

execution along with annotated examples, Figures II-7 and 11-8.
 

These explanations should serve to guide a 
user through program execution
 

for the first several attempts at using SYSOPT for solving parameter 

estimation or policy decision problems. 
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FIGURE 11-2
 

KEY TO FLOW CHART SYMBOLS
 

connector
 

internal decision to the program
 

INTERACTIVE INTERROGATIVE
 

(REPLY FROM USER NECESSARY)
 

xxx is the SYSOPT subroutine from
 
which the interogative is printed
 

INTERACTIVE INTERROGATIVE BOX
 
denotes that the INTERROGATIVE MAY
 
BE REPEATED
 

connecting two or more flow chart boxes
 
denotes a sequence of boxes that may be repeated
 

OUTPUT from SYSOPT
 

(NO REPLY FROM USER NECESSARY)
 

denotes specific alphanumeric output data
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FIGURE Ir-3
 

PATTERN RECOGNITION SUB-COWPONENT:
 
INTERACTION/OUTPUT FLOW CHART
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FROM TAPE97 (A6)
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Figure 11-3 (cont'd)
 

SERIES YES
TO BE 
READ FROM
 
TAPE97)
 

TYPE THE NUMBER OF DATA POINTS IN
 
THE TIME SERIES L._ (13)
 

12 I SUBPR 

TYPE THE NUMBER OF THE MODEL OUTPUT
 
CORRESPONDING TO THE TIME SERIES
 

(13)
 

13 ISUBP
 
TYPE INTHE TIME SERIES
 
POINT BY POINT 7F10.3 1
 

14 SUBPR l
 
TYPE YES TO OBTAIN SMOOTHING
 

OF TIME SERIES (A6)
 

REAL WORLD0
 
TIME SERIES
 

TO BE SMOOTHED
 

YES
 

15 1SUBPR
 
TYPE YES FOR SMOOTHING
 
WITH INITIAL VALUES (A6)
 

ARE THE
 
REAL WORLD
 

TIME SERIES
TO BE 
 N
 
SMOOTHED
 

WITH
KNOWN
 
INITIAL
 
VALUES
 

16 I [SUBPR j 
TYPE IN INITIAL VALUES
 

F-FOR SMOOTHING (7F10.31
 



16
 
Figure 11-3 (cont'd) 	 1
 

SUBPR 17 
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M=I=LINEAR FILT., AND
 
M=2=QUADRATIC FILT.
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Figure 11-3 (cont'd)
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Figure 11-3 (cont'd)
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27 SUBPR
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Figure 11-3 (cont'd) 

SUBPR30 
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Figure 11-3 (cont'd)
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FIGURE 11-4
 

Pattern Recognition Sub-Component: Interaction/Output Explanations
 

Box #
 

I "TYPE INTHE NUMBER OF TIME SERIES-NTS (13)"
 

NTS isthe number of time series (or the number of

variables represented inthe real world data set)
used in the calculation of the least squares error

criterion between the real world data and the model
 
outputs. Inan optimal control problem, set
 
NTS=MOUTS.
 

2 
 "TYPE INTHE MAXIMUM NUMBER OF DATA POINTS-NDP (13)"
 

NDP is the maximum number of data points in the time
 
series. For an optimal control problem, set
 
NDP=1.
 

3 "TYPE INTHE NUMBER OF INPUT VARIABLES-NVAR (13)"
 

NVAR isthe number of input variables inthe simulation
 
model:
 
XIN(1),XIN(2), ..., XIN(NVAR)
 

4 "TYPE INTHE NUMBER OF MODEL OUTPUTS-MOUTS (13)'
 

MOUTS is the number of model outputs inthe simulation
 
model:
 
XOUT(1),XOUT(2), ..., XOUT(MOUTS)
 

5 "TYPE INTHE INPUT VARIABLE NAMES (IOA6)"
 

All input variables in the simulation model are
 
referred to by their names in the pattern

recognition sub-component. These names must

correspond to the order that the input variables are
defined inthe model. 
 Note also that the names must

be input ten to a live on the teletype.
 

6 
 "TYPE INTHE DEFAULT VALUES FOR THE VARIABLES (7F10,3)"
 

This calls for the default or base values for the

input variables. 
Again the input must correspond to
 
the order that the variables were defined inthe
simulation model. As desired, the user can change
these values, during component execution.
 

7 "TYPE 0 IF PE PROBLEM AND I IFNPT (11)"
 

Type 0 ifa parameter estimation (PE) problem is
being investigated with the component and 1 if an
 
optimal control (OC) problem, or policy decision
problem, is being investigated with the component.
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Box #
 

8 "TYPE OUTPUT VARIABLE NAMES (1OA6)"
 

All output variables in the simulation model are

referred to by their names in the sub-component.
 
These names must correspond to the order that
 
the output variables are defined in the model.

Note that the names must be input ten to a live on
 
the teletype.
 

9 "TYPE IN INT, ITT, DT, DUR FOR SIMULATION (214, 2F8.3)"
 

Type, in 14 format, INT, the number of printer spaces
between points on the plots of the time series. This
 
variables spacing capability on plots was incorporated

in SYSOPT to allow simplified comparison of time
 
series plots and model output plots which may have

different sampling intervals; in 14 format, ITT, the
 
number of DT time units desired between model outputs

calculated in the simulation; in F8.3 format, DT,
 
the basic time step for the simulation model; and
 
in F8.3 format, DUR, the length of the time horizon
 
of the simulation.
 

10 	 "TYPE YES TO READ TIME SERIES FROM TAPE97 (A6)"
 

If the local file TAPE97 was constructed according

to the instructions outlined in the section on
 
SYSOPT use of computer tapes, then typing YES in
 
response to this question causes input to the
 
component of the values of the time series.
 

11 "TYPE THE NUMBER OF DATA POINTS IN THE TIME SERIES
 
_ (13)"
 

(PE problem only). Input the numbertpf data points

in the indicated time spries. The J 
 time series need
 
not correspond to the X3" output variable of the
 
simulation.
 

12 	 "TYPE THE NUMBER OF THE MODEL OUTPUT CORRESPONDING TO
 
THE TIME SERIES (13)"
 

Type in the number of the model output, as defined
 
by the order specified in response to question 8,
 
to which question 11 refers.
 

13 	 "TYPE IN THE TIME SERIES POINT BY POINT (7FI0.3)"
 

For the time series corresponding to the previous

enquiries in questions 11 and 12, input the data
 
points, seven to a line, in the indicated format.
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Figure 11-4 (cont'd)
 

Box #
 

14 	 "TYPE YES TO OBTAIN SMOOTHING OF TIME SERIES (A6)"
 

If the user desires to smooth any of the time series
 
within either a linear or quadratic fixed memory

polynomial 	fitter, type YES. 
 If there is a significant
 
zero-mean uncorrelated noise component in the time
 
series, and if the sampling interval is small relative
 
to the expected changes in the time series data
 
points, then smoothing of the time series probably

yields improved parameter estimates.
 

15 	 "TYPE YES FOR SMOOTHING WITH INITIAL VALUES (A6)"
 

If the initial values of the time series are known
 
and can be relied upon as being accurate, then type

YES, as the smoothing algorithm places particular

weight upon known initial values.
 

16 	 "TYPE IN INITIAL VALUES FOR SMOOTHING (7F10.3)"
 

Type, in the specified format, the initial values of
 
the time series. The order of input must correspond

to the order that the time series were input into the
 
component and associated with the model outputs.

Note that the initial values should be input seven
 
to a line of teletype.
 

17 	 "FOR THE SMOOTHING M=0=REAL WORLD T.S.,
 
M=1=LINEAR FILT., AND
 
M=2=QUADRATIC FILT."
 

This is computer output providing the user with a list
 
of options available for the following interrogative:

M=1 causes 	the smoothing of the specified time series
 
with a linear fitter, M=2 causes the smoothing of
 
the specified time series with a quadratic fitter.
 

18 	 "TYPE IN M FOR THE TIME SERIES k_) (13)"
 

Type in the desired value of M as determined from the
 
available values defined by the output in box 17.
 

19 	 "TYPE YES FOR PRINT/PLOT OF TIME SERIES (A6)"
 

If the user desires to have a printout a plot of
 
the actual real world and, if calculated with
 
the component, the smoothed real world time series,

then type YES in response to this question. If only

model outputs are to be investigated, then type
 
NO.
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Figure 11-4 (cont'd)
 

Box #
 

20 "TYPE INNTYPE FOR PLOT OR PRINT OR BOTH
 
NTYPE = 0 FOR USER SPECIFIED SCALING OF PLOT
 

= 
1 FOR RANGE OF SCALES SET BY ACTUAL MAX, MIN
 = 
2 FOR TIME 	SERIES AND USER SPECIFIED SCALES
 
= 
3 FOR TIME SERIES AND CALCULATED SCALES
 
= 4 FOR TIME SERIES ONLY
(I1)"
 

Type 1, 3,or 4: 
 1 for plot only of time series with
 
scales of plot set by minimum and maximum values of

the data, 3 for plot and printout of time series with

scales of plot set by minimum and maximum values of

the data, and 4 for printout of time series values

only. This is for the actual real world time series

and, ifcalculated, with the component, the smoothed
 
real world 	time series.
 

21 	 - Plot/Print Output - for further information see the PLOT 
subroutine description inthe programmer's section of
this guide and the computer input/output section inthe 
user's section of this guide. 

22 	 "TYPE YES FOR PLOT/PRINT OF MODEL OUTPUTS (A6)"
 

Ifthe user desires to have a printout or plot of the

model outputs, or subsets of the model outputs, then
 
type YES in response to this question,
 

23 	 "THE NUMBER, NAME, AND DEFAULT VALUE FOR THE INPUT VARIABLES
 
ARE
 
t_._J 
 t~J 
 t~J
 

t..LJ 
 t-_.J 
 t--__J
 

This output indicates the current values of the input

variables.
 

24 	 "TYPE INTHE NUMBER OF VALUES TO BE CHANGED (13)"
 

If the user wishes to change any of the input variable
default values, then type in the number of values to
 
be changed. Ifno changes need be changed, then
 
type "000."
 

25 
 "TYPE INTHE NUMBER AND VALUE FOR A VARIABLE (13, F8.3)"
 

This interrogative must be answered for each variable

whose default value is to be changed. The number of
the input variable must correspond to the list output

in box 23.
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Box #
 

26 "THE NUMBER AND NAME OF THE OUTPUT VARIABLES ARE ... " 
L J t J 

LJ
 

This is a list of the output variable names and their
 
corresponding numbers for answering the following two
 
interrogatives.
 

27 
 "TYPE IN THE NUMBER OF OUTPUTS TO BE PLOT/PRINT (13)"
 

The response to this question specifies the n-mber of

model outputs, contained in the list defined by box

26, for which printout and/or plots are desired.
 

28 
 "TYPE INA NUMBER OF AN OUTPUT VARIABLE FOR P/P (13)"
 

This interrogative must be answered for each model
 
output for which a print/plot (P/P) is desired. The

number of the output variable must correspond to the
 
proper output variable name as indicated in the
 
output box 26.
 

29 "TYPE IN TYPE FOR PLOT OR PRINT UR BOTH
 
NTYPE = 0 FOR USER SPECIFIED SCALING OF PLOT
 

= I FOR RANGE OF SCALES SET BY ACTUAL MAX, MIN
 
= 
2 FOR TIME SERIES AND USER SPECIFIED SCALES
 
= 
3 FOR TIME SERIES AND CALCULATED SCALES
 
= 4 FOR TIME SERIES ONLY
 

(11)"
 

Type 1, 3, 
or 4: 1 for plot only of model outputs with
 
scales of plot set by minimum and maximum values of
 
the output data, 3 for plot and printout of model
 
outputs with scales of plot set by minimum and maximum
 
values of the output data, and 4 for printout of
 
model output values only.
 

30 
 "TYPE IN THE INTERVAL OF DT UNITS FOR OUTPUT (14)"
 

This is the variable ITT defined in response to
 
question 9. Note that this allows this variable
 
to be changed during component execution.
 

31 - Plot/Print Output  for further information see the PLOT
 
subroutine description in the programmer's section of

this guide and the computer input/output section in the
 
user's section of this guide.
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Figure 11-4 (cont'd)
 

Box 	#
 

32 "TYPE YES FOR SIMEX STUDY OF MODEL (A6)"
 

Type YES for regular study and execution of the
 
simulation model.
 

33 "TYPE YES FOR MORE SIMEX STUDY (A6)"
 

If the user wishes to execute the simulation a number
 
of times, this allows new data sets to be input to
 
the model,
 

34 "TYPE YES TO CONTINUE PATTERN RECOGNITION STUDY (A6)"
 

If the user 'i'shes to halt execution of the pattern
 
recognition sub-component, then NO should be input

in response to this question. If YES is the response

then execttion of the program resumes with interrogative
 
22.
 

35 "TYPE YES TO WRITE TAPE98 (A6)"
 

TAPE98 is a computer local file that will contain,
 
if a YES is input in response to this question,

data to be transferred from the pattern recognition

sub-component to the optimization sub-component.
 
The 	data consists of:
 

1. whether the problem being investigated is a
 
parameter estimation or optimal control problem,
 

2. 	the number of input variables,
 

3. 	the number of input variables,
 

4. 	the number of output variables,
 

5. 	the names of the output variables, and
 

6. 	the time series values if a parameter estimation
 
problem is being studies.
 

36 "... END OF PROGRAM 

This indicates that the program has halted execution.
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FIGURE [1-5 

OPTIMIZATION SUB-COMPONENT:
 
INTERACTION/OUTPUT FLOW CHART
 
1I MAINOPT 

TYPE IN THE NUMBER OF 
TIME SERIES - NTS 1I3) 

2 IMAINOPT
 

TYPE IN THE MAXIMUM NUMBER OF
 
DATA POINTS - NDP (13)
 

3 I MAINOPT
 
TYPE IN THE NUMBER OF 

INPUT VARIABLES - NVAR (13) 

4 MAINOPT
 
TYPE INTHE NUMBER OF
 

MODEL OUTPUTS - MOUTS (13)
 

5 MAINOPT
 
TYPE INTHE NUMBER OF PARAMETERS IN 
THE OBJECTIVE FUNCTION - NPOBJ (13) 

TYPE
INTHE RATE GROUP FOR
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NO 
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Figure 11-5 (cont'd) S
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19 
 DATA
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17 
 DATAI
 

TYPE 0 FOR NO SPEED-UP OF
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18 L DATA] 

TYPE 0 FOR DEFAULT SENS. TESTING
 
ON WHOLE VARIABLE SET (11)
 

19 DATAl 
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APPROX. (11)
 

20 
 DATAI
 

TYPE 0 FOR NO INTERACTION
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21 1 DATA1 _ 

TYPE 0 FOR REGULAR SW4ITCHING (11)
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Figure 11-5 (cont'd)
 

22 ATA1 j 
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INTERACTIVE TRANS AFTER N
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Figure 11-5 (cont'd) 3 
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Figure 11-5 (cont'd) I35DATA3 
4 TYPE 0 FOR LS OBJ FUNIC 

AND 1 FOR WLS OBJ FUNC (11)
 

IDATA3 
TYPE PENALTY PARAMETER FOR
 
CONSTRAINT VIOLATION (F8.5)
 

opt. opt. cont.
 

cont. par. est.
 

r.est.
4 p'pa 
37 DATA3 

TYPE YES OR NO FOR DEFAULT
 
WEIGHTING ON TIME SERIES (A6)
 

i NO 

38 1 ATA
 

FOR THE t _j TIME SERIES TYPE
 

WEIGHTING COEFFICIENTS OVER TIME
 
(1OF8.5) 

TYPE NUMBER OF PARAMETERSA
 

IN OBJECTIVE FUNCTION (13)
 

40 [ DATA3 
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YES THE FIRST 
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Figure H1-5 (cont'd)
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Figure H1-5 (cont'd)
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Figure 11-5 (cont'd)
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Figure 11-5 (cont'd)
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Figure II-5 (cont'd)
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Figure 11-5 (cont'd)
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Figure 11-5 (cont'd) 12
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Figure 11-5 (cont'd) 
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Figure 11-5 (cont'd) 
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Figure 11-5 (cont'd)
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Figure 11-5 (cont'd) 
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FIGURE 11-6
 

Optimization Subcomponent: Interaction/Output Explanations
 

Box #
 

1 	 "TYPE INTHE NUMBER OF TIME SERIES-NTS (13)"
 

NTS isthe 	number of time series (or number of variables
 
represeintCd inthe real world data set) used in the
 
calculation on the least squares error criterion
 
between the ieal world data and the model outputs.

Inan optimal control problem NTS=MOUTS.
 

2 	 "TYPE INTHE MAXIMUM NUMBER OF DATA POINTS-NDP (13)"
 

NDP isthe 	maximum number of data points inthe time
 
series. For an optimal control problem NDP=I.
 

3 	 "TYPE INTHE NUMBER OF INPUT VARIABLES-NVAR (13)"
 

NVAR isthe number of input variables in the simu
lation model:
 
XOUT(1),XOUT(2),...,XOUT(MOUTS).
 

4 	 "TYPE INTHE NUMBER OF MODEL OUTPUTS-MOUTS (13)"
 

MOUTS isthe number of model outputs in the simulation
 
model:
 
XOUT(1),XOUT(2),...,XOUT(MOUTS).
 

5 	 "TYPE INTHE NUMBER OF PARAMETERS INTHE OBJECTIVE FUNCTION-

NPOBJ (13)"
 

NPOBJ is the number of parameters specifying the form
 
of the objective function. These parameters can be
 
changed during the investigation of a problem.
 

6 	 "TYPE INTHE RATE GROUP FOR THIS EXECUTION (FI.O)"
 

The RATE GROUP is a CDC method of pricing computer
 
usage. During the day and for high priority of
 
entrance into the computer the rate group = 3; the
 
lowest rate group = 1 for either extremely low priority

of entrance into the computer during the day or execution
 
late at night and during the very early morning.
 

7 	 "TYPE YES TO READ INFORMATION FROM TAPE98 (A6)"
 

TAPE98 contains data transferred from the pattern

recognition subcomponent to the optimization subcomponent
see section on computer input/output tape usage.
 

8 	 "TYPE 0 FOR A PE PROBLEM AND I IFOC PROBLEM (11)"
 

Type 0 ifa parameter estimation (PE) problem isbeing
 
investigated and 1 if an optimal control (OC) problem

isbeing investigated.
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Figure 11-6 (cont'd)
 

Box # 

9 "TYPE THE NUMBER OF DATA POINTS IN THE _ TIME SERIES (13)" 

(PE problem only) Input the number of data points in 

the indicated time series. The Jth time series must 

correspond to the Jth output variable of the simulation. 

10 "TYPE IN THE DATA POINTS ONE BY ONE (7F10.5)" 

(PE problem only) For the time series corresponding 
to the previous inquiring in BOX 9, input the data 
points, seven to a line , in the indicated format. 

11 "THE tL VARIABLE NAME (A6) AND DEFAULT VALUE (F1O.5)" 

This calls for the input of the input variable names 
and their corresponding default (base) values. The 
Sth variable must correspond to the Jth input variable 

of the simulation model. 

12 "TYPE IN OUTPUT NAMES (10A6)" 

This calls for the input of the output variable names 
corresponding to the output variables in the simulation. 
The names are input 10 to a line in the indicated format. 

13 "TYPE 0 FOR REAL WORLD TIME SERIES, OR 1 FOR SMOOTHED TIME 
SERIES (II)" 

To calculate the least squares error criterion for a 
parameter estimation problem, either the real world 
time series or the smoothed real world time series 
(from the pattern recognition subcomponent) can be used 
for comparison against the s-imulations model outputs. 

14 "TYPE IN THE DEFAULT VALUES FOR THE VARIABLES (7F10.5)" 

These are the input variable values not in the search 
set that are used for calculating the model outputs. 

15 "TYPE MAX. NUMBER OF GLOBAL ITERATIONS (12)" 

This is the maximum number of local optimizations that 
will be conducted during any one global search. 

16 "TYPE 0 TO PRINT POLY. APPROX. COEF (I1)" 

If a polynomial approximation is computed over the search 
variable set space, then typing a 0 prints all the 
polynomial coefficients. 
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Box #
 

17 	 "TYPE 0 FOR NO SPEED-UP OF POWELL's METHOD (II)" 

Powell's speed-up method is used to increase the rate
 
of convergence of the component along extremely sharp

ridges or valleys in the objective function.
 

18 
 "TYPE 0 FOR 	DEFAULT SENS. TESTING ON WHOLE VARIABLE SET (Ii)"
 

Typing a 0 will 
cause the subcomponent to automatically
 
perform sensitivity tests or all the inputvariables.
 

19 	 "TYPE 0 FOR NO POLY APPROX., I FOR LOCAL APPROX., AND 2 FOR
 
GLOBAL APPROX. (I1)"
 

Type a 0 for no polynomial (quadratic) approximation to
 
the objective function to be calculated, type 1 for a

polynomial approximation in the vicinity of each local
 
optima to be calculated, and type 2 for a global

polynomial approximation over the entire search variable
 
space to be calculated. Note that ifthe switching

capability between the complex method and Powell's
 
method is to be used, then 
a local polynomial approxi
mation must be calculated.
 

20 	 "TYPE 0 FOR NO INTERACTION IN GLOBAL SEARCH (I)"
 

If automatic generation of initial points in the global

search is desired, type 0. Otherwise, the user will
 
be queried each type an initial point for a local search
 
is needed by the subcomponent.
 

21 	 "TYPE 0 FOR REGULAR SWITCHING (I)"
 

Type an integer /0 for compatibility switching (Q
conjugate) between the complex method and Powell's
 
method. Compatibility switching means that the Hessian
 
of the approximating polynomial, calculated during the

complex method, will be used to construct an initial

direction set to begin Powell's method. 
 Ifa 0 is input

here, they only the approximation to the local optimum

found in the complex method will be used to begin

Powell's method.
 

22 	 "TYPE 0 FOR MANUAL TRANS., +N INTERACTIVE TRANS AFTER N
 
ITERATIONS OF BOX,
 
-N FOR AUTOMATIC SWITCHING AFTER N ITERATIONS (13)"
 

The input specifies the type of switching between the
 
complex method and Powell's method. A 0 specifies an

interaction point after every iteration of BOX,
 
a +N specifies an interaction point after every N
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Figure 11-6 (cont'd)
 

Box #
 

iterations, and 
a -N specifies automatic switching,

regardless of how the search has proceeded, after N
 
iterations of BOX.
 

23 
 "TYPE IN THE NUMBER OF DT UNITS FOR OUTPUT SPACING (15)"
 

This is the desired number of DT time steps between
 
model outputs calculated in the simulation.
 

24 
 "TYPE YES FOR DEFAULT PARAMETERS IN COMPLEX METHOD (A6)"
 

Typing YES retains the complex method parameter values
 
most recently input to the subcomponent.
 

25 "TYPE SALPHA (F8.5), ITMAX (14), IPRINTi (12), ALPHA, BETA,
 
GAMMA, DELTA (4F8.5)"
 

SALPHA (>1) is 
a scaling factor that controls the size
 
of the initial complex,
 

ITMAX is the maximum number of iterations allowed in
 
the complex method,
 

IPRINTI is
a parameter controlling printing of intermediate

iterations-IPRINT1=l causes intermediate values to print
on each iteration, IPRINT1=O supresses printing until
the final solution is obtained-independently of the
output iteration interval defined later,
 

ALPHA is a reflection factor of the complex (usually chosen
 
to be 1.3),
 

BETA is a convergence parameter between successive
 
iteration variable values,
 
GAMMA isa convergence parameter for variable
 
values along constraints, and
 

DELTA is the explicit constraint violation correction,
 

26 
 "TYPE YES FOR DEFAULT PARAMETERS IN POWELLS METHOD (A6)"
 

Typing YES retains the Powell parameter values most
 
recently input to the subcomponent.
 

27 "TYPE IPRINT2 (12), MAXIT (14), 
ESCALE (F8.5)"
 

For Powell's method, IPRINT2 is a parameter controlling

printing of intermediate results-IPRINT2=2 causes
 
intermediate values to be printed after every linear
search, IPRINT2=1 causes intermediate values to be
printed after every iteration, and IPRINT2=0 supresses

printing until the final 
solution is obtained, MAXIT is
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the maximum number of iterations, and ESCALE is a search
 
scaling parameter controlling the search step size.
 

28 "TYPE CONVERGENCE LIMIT FOR SPEED UP (F8.5)"
 

This parameter determines whether the speed up procedure
 
of Powell's method will be executed in order to obtain
 
an improvement in the global optimum approximation. If,
 
in computing the optimal value of the most sensitive
 
search variable with the speed up algorithm, the value
 
obtained differs from the corresponding presumed global
 
optimum value by less than this convergence limit, then
 
the presumed global optimum will be taken to be the true
 
global optimum. In other words if it is found that
 
the presumed global optimum, from Powell's method, is
 
the true global optimum then there were no sharp ridges
 
a valleys in the objective function to prematurely halt
 
the search.
 

29 "TYPE ADD (F8.5) FOR SPEED UP OF POWELLS METHOD"
 

ADD is the initial basic interval for stepping the most
 
sensitive variable values along a sharp ridge a valley in
 
the objective function input variable space.
 

30 "TYPE DEV (F8.5) FOR SENSITIVITY TESTING"
 

DEV is the parameter controlling the % change in the
 
independent variables in the sensitivity testing.
 

31 "TYPE THE OUTPUT ITERATION INTERVAL FOR COMPLEX (13)"
 

This is the iteration interval for printing the present
 
minimum function value and corresponding search variable
 
values in the complex method.
 

32 "TYPE P, 1, 2, OR 3 FOR INTERATION IN POWELL (I1)"
 

Type 0 for no interaction in Powell's method, 
1 for interaction after every iteration, 
2 for interaction after every linear search, and 
3 for interaction after every function evaluation. 

33 "TYPE IN COMPLEX MAX. NO. LOW REPEATER (12)"
 

This variable limits the number of times one point in
 
the search variable space can repeat having the lowest
 
function value. In the complex method the inclusion
 
of this variable was found to be necessary to prevent
 
certain infinite loops from being executed.
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Box #
 

34 "TYPE YES TO SKIP DATA3-READING OBJ. FUNC. PAR. (A6)"
 

DATA3 inputs the parameters of the objective function.
 

35 "TYPE 0 FOR LS OBJ FUNC AND 1 FOR WLS OBJ FUNC (I)"
 

The least squares objective function has the form:
 

i)2
 _
IPi (Yi 


whereas the weighted least squares objective function
 
has the form
 

_ -i]2 P i 
iJ
 
with Pi the weights on the residuals,
 

Yi the real world time series, and
 

Yi the model outputs.
 
(PE problems only)
 

36 "TYPE PENALTY PARAMETER FOR CONSTRAINT VIOLATION (F8.5)"
 

The value of this parameter isadded to the objective

function ifa constraint isviolated.
 

37 "TYPE YES OR NO FOR DEFAULT WEIGHTING ON TIME SERIES (A6)"
 

Default weighting implies that Pi=1.0 for all i in the
 

objective function either for least squares or for weighted

least squares error criteria
 
(PE problems only)
 

38 "FOR THE TIME SERIES TYPE WEIGHTING COEFFICIENTS OVER
 
TIME (1OF8 TMSIC
 

Ifdefault weighting of time series was not specified,
 
then this calls for the input of Pi for the specified

time series.
 

39 "TYPE NUMBER OF PARAMETERS INOBJECTIVE FUNCTION (13)"
 

This isthe number of parameters specifying the form of
 
the objective function.
 
(OC problem only)
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40 	 "TYPE PARAMETERS OF OBJECTIVE FUNCTION (1oF8.5)"
 

The values 	that are input must correspond to the
 
parameters in the objective function as coded in
 
subroutines MMM and NNN.
 
(OC problem only)
 

41 	 "TYPE YES TO RETAIN VARIABLE SEARCH SET AND SKIP SENS
 
TESTING (A6)"
 

Type YES to 	retain the search variable set that was
 
used in the 	previous optimization problem and skip

all sensitivity testing.

(SENS denotes sensitivity)
 

42 	 "TYPE YES TO SKIP SENS. TESTING (A6)"
 

Typing YES will cause the program execution to skip
 
sensitivity testing and proceed immediately with the
 
input of the desired search variable set.
 

43 	 "TYPE IN THE NUMBER OF DEFAULT VALUES TO BE CHANGED (13)"
 

Type in the 	number of input variables for which the base
 
values are desired to be changed.
 

44 	 "TYPE IN THE NUMBER AND DEFAULT VALUE FOR A VARIABLE (13, F1O.5)"
 

Type in the 	number of an input variable corresponding to
 
its definition in the simulation model and the input
 
variables new base, or default value.
 

45 	 "TYPE IN THE NUMBER OF VARIABLES FOR SENS. TESTING (13)"
 

Sensitivity tests can be performed on subsets of the
 
input variable set. The input to this question determines
 
the size of the variable set for which sensitivity

testing is desired and, consequently, the number of
 
simulation runs necessary to perform the sensitivity
 
calculations.
 

46 	 "TYPE INTHE VARIABLE NUMBERS FOR SENS TESTING (1013)"
 

These numbers should correspond to the input variable
 
numbers in the simulation model.
 

47 ... SENSITIVITY TESTING OUTPUT
 
NO. NAME DEF. VALUE SENSITIVITY"
 

This is the output from the sensitivity calculations
 
performed in response to questions 45 and 46 and
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Box #
 

consists of each input variable number, input variable
 
name, input variable default value, and objective

function sensitivity for the specified variables.
 

48 	 "TYPE YES TO REPEAT SENSITIVITY TESTING (A6)"
 

If additional sensitivity calculations are desired either
 
for new input variables or new default values, type

YES in response to this question.
 

49 	 "TYPE YES TO EXIT FROM PROGRAM (A6)"
 

If immediate exit from SYSOPT is desired as a result of
 
the sensitivity calculations, type YES in response to
 
this question.
 

50 	 "TYPE IN THE NUMBER OF VARIABLES TO BE SEARCHED - N (13)"
 

N is the size of the search variable set, the set over
 
which the objective function will be minimized, and a

subset of the input variable set (N < NVAR).
 

51 	 "TYPE INA VARIABLE SEARCH NAME, INITIAL VALUE, AND CONV.
 
LIMIT FOR BOTM. (A6, 2F10.5)"
 

This specifies the search variable set elements and their
 
corresponding successive iteration convergence limits.
 
The initial value of the variable input here is superceded

by initial values input later in the program.
 

52 	 "TYPE INTHE NUMBER OF CONSTRAINTS (12)"
 

This is the 	number of hard constraints for the search
 
variables (<N).
 

53 "TYPE INTHE VARIABLE NUMBER THE CONSTRAINT CORRESPONDS TO
 
(12)" 

This is a search variable number corresponding to the
 
order inwhich the search variables were specified in
 
response to question 51.
 

54 	 "TYPE IN THE LOWER AND UPPER CONSTRAINTS (2F10.5)"
 

These constraint values correspond to the search
 
constraint variable defined by the preceding question 53.
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55 "TYPE IN THE LOWER AND UPPER BOUNDS FOR __j (2F10.5)"
 

All variables in the search set must have lower and
 
upper bounds specified for the generation of initial
 
points in the global search and for defining general

variable boundaries for the complex method. Type

the lower and upper boundary values for the specified


.search variable.
 

56 	 VARIABLE NAME _ 
 NOT FOUND IN VARIABLE SET ...
 
TYPE IN A6 FORMAT CORRECTED VARIABLE NAME"
 

This indicates that the specified search variable
 
name did not match with any of the input variable
 
names. 
 Three attempts at correcting the improperly

spelled input variable names are allowed. After
 
three failures the program execution ends.
 

57 "TYPE YES TO INPUT INITIAL POINT FOR THIS GLOBAL SEARCH (A6)"
 

This question is executed if indicated by the answer
 
to question 	20. 
 If the user wants to input the initial
 
point for the search variables in the local search,
then type YES. If automatic generation randomly within
 
the boundary values, of the initial 
point is desired, then
 
type NO in response to the question.
 

58 	 "TYPE IN INITIAL POINT FOR GLOBAL SEARCH (7FI0.5)"
 

If the answer to question 57 is YES, then this question

calls for input of the actual initial point of the
 
local search for a particular global search.
 

59 
 "COMPLEX PROCEDURE OF BOX PARAMETERS
 
N= M= K= ITMAX= IC=
 
ALPHA= BETA= GAMMA= DELTA="
 

This output 	reminds the user of the present values of

the parameters of the complex method. 
These parameters
 
were input in response to question 25.
 

60 	 "COORDINATES OF INITIAL COMPLEX
 
X(1,I)=... X(K,N)
 

X(K,I)=.. .X(K,N)="
 

This output is the N coordinates of the K=N+1 vertices
 
of the initial complex that were generated randomly

(according to the scaling factor SALPHA) in the search
 
variable space bounded by BOUNSL, BOUNDSV.
 



Figure 11-6 	(cont'd) 53
 

Box #
 

61 	 "VALUES OF THE FUNCTION
 
1 
2 

K11
 

This output consists of the objective function values corres
ponding to the vertices of the initial complex
 
output in box 60. (detailed printing option only)
 

62 	 "ITERATION COORDINATES OF CORRECTED POINT
 
X(.,1)=...X(1,N)=
 
VALUES OF THE FUNCTION
 

1
 
2
 

K
 

COORDINATES 	OF THE CENTROID
 
x0l,C): 	 x(2,C):
 

= ''
 
x(B,C)= . . x(N,C)
 

This output of the complex method corresponds to the
 
vertices of the complex and the coordinates of the
 
centroid of the complex at the specified iteration.
 
The values of the objective function correspond to the
 
vertices and the corrected point is the new vertex of
 
the complex at that iteration. (detailed printing
 
option only)
 

63 	 "ITERATIONS, PRESENT MINIMUM, AND FUNCTION VALUE IS 
...
 
IT=

X=
 
F=,I
 

At the specified iteration, corresponding to the output

iteration interval input in response to question 31, the
 
present iteration number, the coordinates of the
 
vertex having the minimum objective function value,

and the actual objective function value is output in this
 
format.
 

64 	 "TYPE IN YES TO CONTINUE COMPLEX ITERAIIONS (A6)"
 

In response to the output data already given to the
 
user, a decision must be made at this point whether
 
to continue execution of the complex method, switch
 
to Powell's Method, or exercise data and exit options.
 
Typing YES causes continued execution of the complex
 
method.
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65 	 "THE NUMBER OF ITERATIONS HAS EXCEEDED ,

PROGRAM TERMINATED"
 

The number of complex iterations has exceeded the
 
specified value defined as the maximum number of per
mitted iterations in response to question 25.
 

66 	 "FINAL VALUE OF THE FUNCTION =
 
FINAL X VALUES

X(1)= 	 X(2)= 

X(N)=
 
THE NUMBER OF ITERATIONS IS
 

This output consists of the best approximation to the
 
local optimum as determined by the complex method.
 
Included in the output are the coordinates of the
 
approximate optimum, the corresponding objective

function value, and the number of iterations required
 
to execute the complex method.
 

67 	 "FUNCTION EVALUATIONS IN BOX
 

This output 	specifies the number of objective function
 
evaluations and the number of simulation runs, necessary
 
to complete the number of complex iterations speci
fied in output 66.
 

68 	 "TYPE YES TO OBTAIN DATA RETURN AND EXIT OPTIONS (A6)"
 

Type YES to discontinue the present local search and
 
either exit from the program or change the search
 
variable set, input variable defadlt values, optimi
zation method parameters, or in general any data input

in response to questions 7-55.
 

69 "POWELL BOTM OPTIMIZATION ROUTINE PARAMETERS
 
N= MAXIT= ESCALE=
 
INITIAL GUESSES
 

X(1)C X(2)
 

XjN)=
 
ACCURACY REQUIRED FOR VARIABLES
 

E(1): 	 E(2)= 

E(N)=
 
X= 
F= 
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This output specifies the most recent values for the
 
parameters in Powell's method, as input in response to
 
questions 27, 50, and 51; the initial point in the
 
search, as determined from the results of the complex
 
method; and the objective function value corresponding
 
to the initial point. (X= initial point)
 

70 	 "x=
 
F=
 

After each function evaluation, if this print option
 
is chosen, the values of the search variables and the
 
corresponding objective function value is output to the
 
user.
 

71 	 "TYPE YES TO EXIT (A6)"
 

Typing YES in response to this question causes an
 
immediate halt to the execution of Powell's method and
 
transfer of control to the SUBOPT subroutine. After
 
typing YES, the best approximation to the local
 
optimum, as calculated up to this point in the program
 
is used as the local optimum for the remainder of
 
program execution.
 

72 	 "ITERATION
 
FUNCTION VALUES
 
F = ... k
 

For each Powell, this output specifies the iteration
 
number, the number of function evaluations made up
 
to and including this current linear search, the
 
current optimal objective function value, and the
 
corresponding current optimal search variable values.
 

73 	 "TYPE YES TO EXIT (A6)"
 

See explanation to question 71.
 

74 	 "ITERATION
 
FUNCTION VALUES
 
F = ...
 

See explanation to question 72, except that this output
 
occurs only after each Powell iteration instead of
 
linear search.
 

75 	 "TYPE YES TO EXIT (A6)"
 

See explanation to question 71.
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76 "MAXIMUM CHANGE DOES NOT ALTER FUNCTION"
 

If the maximum change in the search variables does
 
not alter the objective function values, then this
 
message is printed on the output file and execution
 
of Powell's method is halted.
 

77 "ACCURACY LIMITED BY ERRORS IN F"
 

If the convergence accuracy of the search variables is
 
limited by errors in the objective function evaluation,
 
then this message is printed on the output file and
 
execution of Powell's method is halted.
 

78 " ITERATIONS COMPLETED BY BOTM"
 

If the maximum number of iterations, as specified by

the response to question 27, have been reached in
 
Powell's method, then this message is printed on the
 
output file and execution of the method is halted.
 

79 "......
LOCAL OPTIMUM OUTPUT ..... "
 

This output indicates that the following output will
 
pertain to the results of the current local search.
 

80 ".. POLYNOMIAL COEF. FOR THE LOCAL APPROX. ARE ..
"
 

If in response to question 16, the user types 0, then
 
the polynomial coefficients of the approximating
 
quadratic to the objective function near the current
 
local optimum will be output here. The output of the
 
coefficients proceeds with the squared terms, the cross
 
product +erms, the linear terms, and the constant term.
 
(For specific definitions see subroutine descriptions in
 
the programmer's section of this guide.)
 

81 "
 

, J
 

This output specifies the local optimum approximation
 
as calculated by the four-level search algorithm.
 
The order of output corresponds to the definition of
 
the search variable set in response to question 51.
 

82 " THE CONSTRAINTS ARE "
 

This output corresponds to the response to questions 53
 
and 54. The data are output to remind the user of the
 
current active constraint set for the search variables.
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83 ".• 
 THE LOCAL OPTIMUM FUNCTION VALUE = 
ELAPSED TIME FOR THIS LOCAL OPT. CALC 
= THE PRESENT COSTS ARE (DOLLARS) TOTAL, CP, PP, CM, CT"
 

This output informs the user of the objective function
value corresponding to the local optimum search variablue values in output box 81, and the amount of computer
resources used in the SYSOPT program execution consisting of CP (central processor), PP (peripheral processor),

CM (central memory), and CT (teletype) costs.
 

84 ".. THE PRESENT MINIMUM OF LOCAL OPT. IS
 
L_J 
 Lt J
 

THE PRESENT MINIMUM VALUE 
= 

This output consists of the local optimum having the
lease objective function value among all local optima
computed for the current global search. 
 Both the
 
search variable values and the corresponding objective

function values are printed.
 

85 
 "... GLOBAL OPTIMUM OUTPUT . 

This output indicates that the following output will
pertain to the results of the current global search.
 

86 ".• POLYNOMIAL COEF. FOR THE GLOBAL APPROX. ARE 
.."
 

If in response to question 16, the user typed 0, then

the polynomial coefficients of the approximating quadratic
to the objective function over the entire search variable
 space will be output here. 
 The output of the coefficients
proceeds with the squared terms, the cross product terms,

the linear terms, and the constant term. (For specific
definitions see subroutine descriptions in the programmer's

section of this guide.)
 

87
 

This output specifies the global optimum approximation

as calculated by the program. 
The order of the output
corresponds to the definition of the search variable set
 
in response to question 51.
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88 "... THE CONSTRAINTS ARE ... 

This output corresponds to the response to questions

53 and 54. The data are output to remind the user of
 
the current active constraint set for the search
 
variables.
 

89 "THE GLOBAL OPTIMUM FUNCTION VALUE = 
THE ELAPSED TIME FOR THIS GLOBAL SEARCH = 
THE PRESENT COSTS ARE (DOLLARS) TOTAL, CP, PP, CM, CT
 

t.LJ .•• t J
 
THE NO. OF LOCAL SEARCHES CONDUCTED FOR THIS GLOBAL SEARCH = 
THE NO. OF PROBLEMS INVESTIGATED SO FAR = " 

This output informs the user of the objective function
 
value corresponding to the global optimum search varia
ble values in output 87, the amount of computer resources
 
used in the SYSOPT program execution consisting of
 
CP (central processor), PP (peripheral processor),

CM (central memory), and CT (teletype) costs, the
 
number of local searches performed for the current
 
global search, and the number of global searches
 
(problems) investigating with SYSOPT.
 

90 "TYPE YES TO SKIP SENS TESTING (A6)"
 

If desired, sensitivity testing of the whole search
 
variable set at the global optimum can be done by

typing NO in response to this question. Typing YES
 
skips the execution of these calculations.
 

91... SENSITIVITY TESTING OUTPUT ... 
NO. NAME DEF. VALUE SENSITIVITY 
t__ __ t_____J tLJt, J 

t---_J t, J J t iII
 

This output corresponds to the calculations performed
 
in response to question 90 and consists of the number,
 
name, value, and sensitivity of each input variable at
 
the global optimum.
 

92 "TYPE YES TO EXIT FROM OPT. PROGRAM (A6)"
 

Typing YES causes an immediate exit from SYSOPT.
 

93 "TYPE YES TO CHANGE DEFAULT VARIABLE VALUES (A6)"
 

If,as a result of the results of the previous problem

solutions, the user wishes to change any input variable
 
default value, YES should be input in response to this
 
question.
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94 
 "TYPE IN THE NUMBER OF DEFAULT VALUES TO BE CHANGED (13)"
 

This is the number of input variables for which new
 
default values are desired by the user.
 

95 "TYPE INA VARIABLE NO. AND NEW DEFAULT VALUE (14, F10.5)"
 

For each variable in the input variable set for which
 
a new default value is desired, the variable number
 
(as defined in response to question 11) and new default
 
value must be input.
 

96 "TYPE YES TO RETURN TO DATA, (A6)"
 

Typing YES causes a return in the execution of the program
 
to question 7.
 

97 "TYPE YES TO RETURN TO DATA2 (A6)"
 
Typing YES causes a return in the execution of the program
 

to question 24.
 

98 "TYPE YES TO RETURN TO DATA3 (A6)"
 

Typing YES causes a return in the execution of the program
 
to question 34.
 

99 "TYPE YES TO RETURN TO SENS. TESTING (A6)"
 

Typing YES causes a return in the execution of the
 
program to question 43.
 

100 "TYPE YES TO RETURN TO DATA4 (A6)"
 

Typing YES causes a return in the execution of the
 
program to question 50. TYPING NO causes a default
 
return in the execution of the program to question
 
57.
 

101 "L. PROBLEMS INVESTIGATED 
....... END OF SUBOPT ....... 

.END OF PROGRAM ..... 

This output consists of the number of problems

(global searches) investigated with the SYSOPT pro
gram and a message indicating the end of program
 
execution.
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Example of Interactive Use of SYSOPT Components
 

The following example of SYSOPT use, complete with a detailed line
 

by line explanation of user responses will serve to illustrate the exe

cution and operation of both the pattern recognition subcomponent and the
 

optimization subcomponent. The problem being investigated with the com

ponent in the example is parameter estimation of seven variables when the
 

values of six output variables are known for a fited period of time. While
 

the pattern recognition subcomponent was used to smooth the time series and
 

to generate the input for the optimization subcomponent, the optimization
 

subcomponent was used to perform sensitivity calculations and numerical
 

optimization searches.
 

The simulation model that generated the parameter estimation problem
 

that is being investigated in the example is described in the "SYSOPT
 

Simulation Programming" section of this guide and involves the modeling
 

of a single comiodity market with price control exercised by the government
 

through purchases and sales in the open market. There are eight input
 

variables (parameters) in the model: Cl, a parameter relating excess of
 

demand over supply, or supply over demand, and the rate of change of the
 

price level DELP, the mean production delay time, DEMC, SUPC, which relate
 

a general form of demand and supply vs. 
price curves to the particular
 

system being studied; and KP, KR, KPI, KRI, which are feedback gains in the
 

government regulation control loops. On the other hand, there are six
 

output variables in the model: DEM, the demand for the commodity; P, the
 

price of the commodity; GINV, the size of the government inventory; GIMP,
 

the rate at which the imports are received; PLGIMP, the amount of outstanding
 

orders for the commodity that have not been filled on the open market; and
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CP, the rate at which the government purchases or sells the commodity in
 

the market. These six variables represent measurable quantities in
a
 

real economic system. In the example, and in the testing of the
 

component, errors inmeasurement of these output variables, have been
 

modeled with zero mean random variables.
 

The following Figures 11-7 and 11-8, of the application of SYSOPT
 

to solve a parameter estimation problem involving the single commodity
 

model, will illustrate the use of the program to solve other parameter
 

estimation or policy decision problems.
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FIGURE 11-7
 

Pattern Recognition Sub-Component
 

1. 01/08/75 +MSU HUSTLER 2 L239 L SD 26.27 01/03/75
 

TYPE PASSWORD, PN, AND USER ID.
 
xxxxxx,O90549,BUCHNER
 

SS57458, LINE 42
 
5. LAST ACCESS: S 01/07/75 23:04
 

RUNS: 20 BALANCE: $ 69.43
 
SYSTEMS WILL GO DOWN 345AM 6 JAN FOR SYSTEM DEV -UP AT 0900.
 

READY 01.03.21
 

OK.PROMPT.ATTACH,A,SIM98AA.PURGE,A.
 
10. 	 ATTACH,A,SIM98AA.
 

PURGE.A.
 
OK-ATTACH,LGO,PRMAIN.ATTACH,B,PRONE.ATTACH,C,PRTWO.ATTACH,TAPE97,SIM3.
 
ATTACH,LGO,PRMAIN.
 
ATTACH,B,PRONE.
 

15. 	 ATTACH,C,PRTWO.
 
ATTACH,TAPE97,SIM3.
 

OK-LOAD,A.
 
LOAD,B,LOAD,C.LGO.
 
EXEC BEGUN.O1.04.49.
 

20. 	 TYPE IN THE NUMBER OF TIME SERIES-NTS (13)
 
*006
 
TYPE IN THE MAXIMUM NUMBER OF DATA POINTS-NDP (13)
 
*020
 
TYPE IN THE NUMBER OF INPUT VARIABLES-NVAR (13)
 

25. 	 *003
 
TYPE IN THE NUMBER OF MODEL OUTPUTS-MOUTS (13)
 
*006
 
TYPE IN THE INPUT VARIABLE NAMES (loA6)

*Cl DEMC SUPD DELP KRI KPI KP KR
 

30. 	 TYPE IN THE DEFAULT VALUES FOR THE VARIABLES (7FI0.3)
*2. 1. 1. 1. 1. 1. .5 
*0. 
TYPE 0 IF P E PROBLEM AND 1 IF NOT (11)
*0 

35. TYPE OUTPUT VARIABLE NAMES (IOA6)
*P GP GIMP DEM GINV PLGIMP 
TYPE IN IMT,ITT,DT,DUP FOR SIMULATION(2I4,2F8.3) 
*00010001.05 1. 

40. 
TYPE YES TO READ TIME SERIES FROM TAPE97 (A6) 
*YES 
TYPE YES TO OBTAIN SMOOTHING OF TIME SERIES (A6) 
*YES 
TYPE YES FOR SMOOTHING WITH INITIAL VALUES (A6)
*NO 

http:BEGUN.O1.04.49
http:01.03.21
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FOR THE SMOOTHING M=0=REAL WORLD T. S., M=1=LINEAR FILT.,
 
AND M=2=QUADRATIC FIL
 

TYPE IN M FOR THE TIME SERIES P (13)
 
*002
 
TYPE IN M FOR THE TIME SERIES GP (13)
 

50. 	 *002
 
TYPE IN M FOR THE TIME SERIES GIMP (13)
 
*001
 
TYPE IN M FOR THE TIME SERIES DEM (13)
 
*001
 

55. 	 TYPE IN M FOR THE TIME SERIES GINV (I?)
 
*001
 
TYPE IN M FOR THE TIME SERIES PLGIMP (13)
 
*001
 
TYPE YES FOR PRINT/PLOT OF TIME SERIES (A6)
 

60. 	 *NO
 
TYPE YES FOR PLOT/PRINT OF MODEL OUTPUTS (A6)
 
*NO
 
TYPE YES FOR SIMEX STUDY OF MODEL (A6)
 
*NO
 

65. 	 TYPE YES TO CONTINUE PATTERN RECOGNITION STUDY (A6)
 
*NO
 
TYPE YES TO WRITE TAPE98 (A6)
 
*YES
 
..... END OF PROGRAM .....
 

70. END MAINPR
 
OK-CATALOG,TAPE98,SIM98AA,ID=BUCHE-NERPP=999.
 
CATALOG,TAPE98.SIM98AA,ID=BUCHNER,PP=999.
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Figure 11-7 (cont'd)
 

Line Numbers 	 Explanation
 

1-8 
 Computer output and user input to obtain access to the
 
CDC 6500 computer at Michigan State University.
 

9 
 User input to initiate execution of computer data
 
input programs (OK. and PROMPT.), attach the permanent

file SIM98AA, and purge the permanent file SIM98AA.
 
The program OK notifies the user of the teletype

that the 6500 is waiting for a operating system command
 
by printing OK. On the other hand PROMPT notifies
 
the user of an executing program that the program is
 
waiting for input of data by printing.*
 

12 	 User input to attach the permanent files necessary for
 
pattern recognition sub-component execution.
 

PRMAIN, PRONE, PRTWO contain the library code
 
for SYSOPT
 

SIM3 contains the real world time series that will
 
be used in formqlating the parameter estimation
 
problem in the optimization sub-component.
 
Note that the simulation model was not attached
 
to a local file as it will not be needed in
 
the program execution. However, if plot/

prints of model output, or normal simulation
 
execution is desired the model 
must be attached
 
and loaded into the computer core with the
 
other subroutines.
 

13-16 	 Computer output indicating that the proper permanent
 
files have been attached to the users present local
 
file.
 

18 	 User input to load the SYSOPT program (pattern

recognition sub-component) into central memory and
 
begin execution.
 

19 	 Computer output indicating program execution has
 
begun.
 

21 	 User input specifying that six different time series
 
will be used to formulate the parameter estimation
 
problem to be solved with the component.
 

23 
 User input specifying that there are 20 data points

in each of the six time series.
 

25 
 User input specifying that there are 8 input variables
 
(parameters) in the simulation model.
 

27 
 User input specifying that there are six simulation
 
model output variables corresponding to the six time
 
series.
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Line Numbers 	 Explanation
 

29 
 User input specifying the names of the eight input
 
variables
 
C1, DEMC, SUPC, DELP, KRI, KPI, KP, and KR.
 

31,32 	 User input specifying that the default, or base,
 
values of the eight input variables are
 
C1=2.0, DEMC=1.0, SUPC=1.0, DELP=1.0, KRI=1.0,

KPI=l.0, and KR=0.2.
 

34 
 User input specifying that the problem being investigated
 
a parameter estimation problem in contract to an
 
optimal control problem. If the user specifies a
 
parameter estimation problem is being studied, then a

least squares 	error criterion is automatically

calculated for evaluating the objective function in
 
the optimization sub-component and time series printing/

plotting and smoothing is permitted in thepattern

recognition sub-component.
 

36 	 User input specifying the names of the output variables
 
in the simulation model.
 

38 User input specifying the re is to be
 
INT = 1 printer line space between points on the
 

time series plots (ifdesired)
 

ITT = I DT time unit between model outputs that
 
are calculated, and passed to the SYSOPT
 
program, with the simulation model,
 

DT = .05 yr basic time unit step for the simulation
 
model, and
 

DUR = 
1.0 yr is the 	length of the simulation model.
 

40 	 User input specifying that the program should read the
 
time series for the parameter estimation problem from
 
TAPE97.
 

42 	 User input specifying that smoothing of the real world
 
time series is desired for the parameter estimation
 
problem formulation.
 

44 
 User input specifying that the timeseries smoothing

is to be calculated without known initial values.
 

48 
 User input specifying a quadratic polynomial filter
 
is to be used for smoothing the time series corresponding
 
to the output variable P.
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Figure 11-7 (cont'd)
 

Line Numbers 	 Explanation
 

50 
 User input specifying a quadratic polynomial filter
 
is to be used for smoothing the time series
 
corresponding to the output variable GP.
 

52 
 User input specifying a linear polynomial filter is
 
to be used for smoothing the time series corresponding
 
to the output variable GIMP.
 

54 	 User input specifying a linear polynomial filter is
 
to be used for smoothing the time series corresponding
 
to the output variable DEM.
 

56 	 User input specifying a linear polynomial filter is
 
to be used for smoothing the time series corresponding
 
to the output variable GINV.
 

58 	 User input specifying a linear polynomial filter is
 
to be used for smoothing the time series corresponding
 
to the output variable PLGIMP.
 

60 	 User input specifying that no plots and/or printout
 
of the real world and/or smoothed time series is
 
desired.
 

62 	 User input specifying that no plots and/or printout
 
of the simulation model outputs is desired.
 

64 	 User input specifying that no SIMEX (or normal)
 
execution of the model is desired.
 

66 	 User input specifying that execution of the pattern
 
recognition sub-component should be halted.
 

68 	 User input specifying that TAPE98 should be constructed
 
to simplify the input of data to the optimization
 
sub-component. The information contained on the local
 
file indicates:
 

1. whether the problem being investigated is a
 
parameter estimation or optimal control
 
(parameter estimation in the example)
 

2. 	the number of input variables (8)
 

3. 	the names of the input variables
 
(C1, DEMC, SUPC, DELP, KRI, KPI, KP, and KR)
 

4. 	the number of output variables
 

5. the names of the output variables
 
P, GP, GIMP, DEM, GINV, PLGIMP
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Figure II-7 (cont'd)
 

Line Numbers Explanation 

6. the time series values if a parameter 
estimation problem is being studied. 

69,70 Computer output indicating that TAPE98 has been 
constructed and that the program has halted execution. 

71 User input specifying that the local file, TAPE98, 
containing the input to the optimization sub-component 
should be permanently stored in the computer under 
the file name TAPE98AA. 

72 Computer output indicating the successful completion
of storing TAPE98 as TAPE98AA permanently on the 
disc space in the computer. 
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FIGURE 11-8
 

Optimization Sub-Component
 

1. 01/07/75 MSU HUSTLER 2 L339 LSD 36.27 01/03/75 

TYPE PASSWORD, PN, AND USER ID. 
xxxxxxxxxx, 090549,BUCHNER. 
INVALID PROBLEM NO. 

5. TYPE PASSWORD, PN, AND USER ID. 
xxxxxxxxxx,090540,BUCHNER. 

SS56787, LINE 46 
LAST ACCESS: V 01/07/75 00:09 
RUNS: 15 BALANCE: $ 95.61 

10. READY 00.22.17 

OK.PROMPT.RTL,220.RFL,45000. 
OK-ATTACH,TAPE98,SIM98AAA,ATTACH,LGOOPTMAIN.ATTACH,A,OPTSIM,
 
ATTACJ,TAPE98,SIM98AAA.
 
ATTACH,LGO,OPTMAIN.
 

15. ATTACH,A,OPTSIM.
 
OK-ATTACH,BOPTBOK.ATTACH,C,OPTBOTM.ATTACH,D,OPTSUB.ATTACH,E,OPTDATA.
 
ATTACH,B,OPTBOK.
 
ATTACH,C,OPTBOTM.
 
ATTACH,D,OPTSUB.
 

20. 	 ATTACH,E,OPTDATA.
 
OK-LOAD,A,LOAD,B.LOAD,C.LOAD,D.LOAD,E.LGO.
 
EXEC BEGUN.O0.24.45.
 

TYPE INTHE NUMBER OF TIME SERIES-NTS (13)
 
*006
 

25. 	 TYPE IN THE MAXIMUM NUMBER OF DATA POINTS-NDP (13)
 
*020
 
TYPE IN THE NUMBER OF INPUT VARIABLES-NVAR (13)
 
*008
 
TYPE IN THE NUMBER OF MODEL OUTPUTS-MOUTS (13)
 

30. 	 *006
 
TYPE IN THE NUMBER OF PARAMETERS IN THE OBJECTIVE FUNCTION-NPOBJ (13)

*000
 
TYPE INTHE RATE GROUP FOR THIS EXECUTION (F1.0)

*1
 

35. 	 TYPE YES TO READ INFORMATION FROM TAPE98 (A6)
 
*YES
 
TYPE IN THE DEFAULT VALUES FOR THE VARIABLES (7FI0.5)
*2. 1. 1. 1. 
 1. 8.
 
*.2
 

40. 	 TYPE MAX. NUMBER OF GLOBAL ITERATIONS (12)
 
*00
 
TYPE 0 TO PRINT POLY. APPROX. COEF (I)

*1
 
TYPE 0 FOR NO SPEED-UP OF PPWELLS METHOD (II)


45. 	 *0
 
TYPE 0 FOR DEFAULT SENS. TESTING ON WHOLE VARIABLE SET (11)
 

http:BEGUN.O0.24.45
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Figure 11-8 (cont'd)
 

50. 


55. 


60. 


65. 


70. 


75. 


80. 


90. 


95. 


*0
 
TYPE 0 FOR NO POLY APPROX., 1 FOR LOCAL APPROX., AND 2 FOR GLOBAL
 

APPROX. (I)

*0
 
TYPE 0 FOR NO INTERACTION IN GLOBAL SEARCH (I)

*1
 
TYPE 0 FOR REGULAR SWITCHING (Il)

*0
 
TYPE 0 FOR MANUAL TRANS, +N FOR INTERACTIVE TRANS AFTER N ITERATIONS
 

OF BOX,
 
-N FOR AUTOMATIC SWITCHING AFTER N ITERATIONS (13)
 
*030
 
TYPE INTHE NUMBER OF DT UNITS FOR OUTPUT SPACING (15)
 
*00001
 
TYPE SALPHA(F8.5), ITMAX(14), IPRINT1(12), ALPHA, BETA, GAMMA,
 

DELTA(4F8.5)
 
?/
 
5. 0200001.3 .0001 18. .0001
 
TYPE IPRINT2(12), MAXIT(14), ESCALE(F8.5)
 
*020050 50.
 
TYPE DEV (F8.5) FOR SENSITIVITY TESTING
 
*.0001
 
TYPE THE OUTPUT ITERATION INTERVAL FOR COMPLEX (13)
 
*030
 
TYPE 0, 1, 2, OR 3 FOR INTERACTION IN POWELL (II)

*1
 
TYPE INCOMPLEX MAX. NO. LOW REPEATER (12)
 
*15
 
TYPE PENALTY PARAMETER FOR CONSTRAINT VIALATION (F8.5)
 
*999999.
 
TYPE YES OR NO FOR DEFAULT WEIGHTING ON TIME SERIES (A6)
 
*YES
 
TYPE YES TO SKIP SENS TESTING (A6)
 
*NO
 
TYPE IN THE NUMBER OF DEFAULT VALUES TO BE CHANGED (13)
 
*000
 
... SENSITIVITY TESTING OUTPUT .... 
NO. NAME DEF. VALUE SENSITIVITY 
1 Cl 2.00000 -45.70315 
2 DEMC 1.00000 149.64612 
3 SUPC 1.00000 -20.29275 
4 DELP 1.00000 -.95169 
5 KRI 1.00000 .05771 
6 KPI 1.00000 .08238 
7 KP 8.00000 -26.70358 
8 KR .20000 -26.15767 

TYPE YES TO REPEAT SENS TESTING (A6)
 
*NO
 
TYPE YES TO EXIT FROM PROGRAM (A6)

TYPE IN THE NUMBER OF VARIABLES TO BE SEARCHED-N (13)
 
*007
 
TYPE IN A VARIABLE SEARCH NAME,INITIAL VALUE, AND CONV. LIMIT FOR BOTM
 
(A6,2F10.5)
 
*C1 2. .01
 
TYPE INA VARIABLE SEARCH NAME,INITIAL VALUE, AND CONV. LIMIT FOR BOTM
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100. 	 (A6,2FIO.5)

*DEMC 1. .01
 
TYPE INA VARIABLE SEARCH NAME,INITIAL VALUE, AND CONV. LIMIT FOR BOTM
 
(A6,2FlO.5)
 
*SUPC 1. .0.
 

105. 	 TYPE INA VARIABLE SE/ .JNAMEINITIAL VALUE, AND CONV. LIMIT FOR BOTM
 
(A6,2F10.5)
 
*KRI 1. .01
 
TYPE IN A VARIABLE SEARCH NAME,INITIAL VALUE, AND CONV. LIMIT FOR BOTM
 
(A6,2F10.5)
 

110. 	 *KPI 1. .01
 
TYPE INA VARIABLE SEARCH NAME,INITIAL VALUE, AND CONV. LIMIT FOR BOTM
 
(A6,2F10.5)

*KP 8. .01
 
TYPE IN A VARIABLE SEARCH NAME,INITIAL VALUE, AND CONV. LIMIT FOR BOTM
 

115. 	 (A6,2FI0.5)
 
*KR .2 .002
 
TYPE IN THE NUMBER OF CONSTRAINTS (12)
 
*00
 
TYPE INTHE LOWER AND UPPER BOUNDS FOR Cl (2F10.5)
 

120. 	 *1.5 2.5
 
TYPE INTHE LOWER AND UPPER BOUNDS FOR DEMC (2FI0.5)

*.9 
 1.1
 
TYPE INTHE LOWER AND UPPER BOUNDS FOR SUPC (2F10.5)
 
*.7 1.3
 

125. 	 TYPE IN THE LOWER AND UPPER BOUNDS FOR KRI (2FI0.5)
 
*.5 1.5
 
TYPE IN THE LOWER AND UPPER BOUNDS FOR KPI (2F10.5)

*.5 
 1.5
 
TYPE INTHE LOWER AND UPPER BOUNDS FOR KP (2F10.5)
 

130. 	 *.4 10.
 
TYPE IN THE LOWER AND UPPER BOUNDS FOR KR (2F10.5)

*.1 
 .3
 
TYPE YES TO INPUT INITIAL POINT FOR THIS GLOBAL SEARCH (A6)
 
*YES
 

135. 	 TYPE IN INITIAL POINT FOR GLOBAL SEARCH (7F10.5)
 
*1.8 .95 .8 1.2 1.2 
 6. .16
 

COMPLEX PROCEDURE OF BOX
 
PARAMETERS
 
N = 7 M = 7 K = 8 ITMAX = 200 IC= 0
 

140. ALPHA = 1.30 BETA = .00010 GAMMA = 18 DELTA = .00010
 
ITERATIONS, PRESENT MINIMUM, AND FUNCTION VALUE IS...
 
IT = 30
 
X=
 

1.7902 .9502 .3538 1.0997 1.1871 6.9258 .1749
 
145. 	 F= -13.84932
 

TYPE IN YES TO CONTINUE COMPLEX ITERATIONS (A6)
 
*YES
 
ITERATIONS, PRESENT MINIMUM, AND FUNCTION VALUE IS...
 
IT= 60
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150. 	 X=
 
1.7995 
 .9774 .9577 1.0393 1.1091 8.6210 .2118
 

F= -1.57210
 
TYPE IN YES TO CONTINUE COMPLEX ITERATIONS (A6)

*YES
 

155. 	 ITERATIONS, PRESENT MINIMUM, AND FUNCTION VALUE IS...
 
IT= 90
X=
 

1.7960 
 .9837 .9433 1.1032 1.0892 3.6554 .2205
 
F= -1.09518
 

160. 	 TYPE IN YES TO CONTINUE COMPLEX ITERATIONS (A6)

*YES
 
ITERATIONS, PRESENT MINIMUM, AND FUNCTION VALUE IS...
 
X=IT= 120
 

165. 	 1.8188 .9849 
 .9529 1.0976 1.0894 8.7313 .2129
 
F= -1.02948
 
TYPE IN YES TO CONTINUE COMPLEX ITERATIONS (A6)

*NO
 

FINAL VALUE OF THE FUNCTION = -.10294803E+01 
170. 	 FINAL X VALUES
 

X( 1) = .18188167E+01
 
X( 2) = .98488746E+00
 
X( 3) = .95289452E+oo
 
X( 4) = .10976128E+01
 

175. 	 X( 5) = .10894196E+o1
 
X( 6) = .87313027E+o1
 
X( 7) = .21289932E+00
 

THE NUMBEROF ITERATIONS IS 120
 
FUNCTION EVALUATIONS IN BOX= 
 209
 

180. 
 TYPE YES TO OBTAIN DATA RETURN AND EXIT OPTIONS (A6)
 
*NO
 

POWELL BOTM OPTIMIZATION ROUTINE
 
PARAMETERS
 
N = 7 MAXIT = 50 ESCALE = 50.00
 

185. 	 INITIAL GUESSES
 
X( 1) = 1.81881670E+00 X( 2) = 9.34887464E-01 
X( 3) = 9.52894524E-01 X( 4) = 1.09761276E+00 
X( 5) = 1.08941959E+00 X( 6) 8.73130268E+00 
X( 7) = 	 2.12899321E-01 X(

190. 	 ACCURACY REQUIRED FOR VARIABLES
 
E( 1) = .1000000E-01 E( 2) .0000000E-01
 
E( 3) 
= .10000000E-01 E( 4) = .I0000000E-01 
E( 5) = 	 .I0000000E-01 E( 6) = .10000000E-O1 
E( 7) = 	 .20000000E-02 E(
 

195. 	 X=
 
.18188E+01 .98489E+00 
 .95289E+00 	 .10976E+01
 
.10894E+01 .87313E+01 
 .21290E+00
 

F= .10295E+01
 
ITERATION 1 
 28 FUNCTION VALUES 
 F = .49779320E+00 
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200. .18178576E+O1 ,98488746E+00 
.95011791E+00 .95644769E+oo 
.10693660E+01 .87543522E+o1 
.21239932E+00 

TYPE YES TO EXIT (A6) 
205. *NO 

ITERATIONS 2 47 FUNCTION VALUES 
.18176235E+01 .99415469E+00 
.99334455E+oo .92199087E+00 
.32864750E+00 .88783891E+01 

210. .21289932E+00 
TYPE YES TO EXIT (A6) 
*NO 
ITERATION 3 66 FUNCTION VALUES 

.18159481E+01 .99539470E+oo 
215. .99540893E+oo .90597668E+oo 

.97911440E+oo ,89089037E+o1 

.21289932E+oo 
TYPE YES TO EXIT (A6) 
*NO 

220. ITERATION 4 84 FUNCTION VALUES 
.18158266E+01 .99634478E+00 
.99488929E+00 .88809328E+00 
.11432549E+o1 .89395448E+o1 
.21289932E+oo 

225. TYPE YES TO EXIT (A6) 
*NO 

230. ITERATION 28 536 FUNCTION VALUES 
.20277988E+o1 .10003768E+01 
.10031842E+O1 .10136299E+01 
.91205574E+00 .79332991E+o1 
.19649694E+OO 

235. TYPE YES TO EXIT (A6) 
*NO 
ITERATION 29 551 FUNCTION VALUES 

.20276804E+o1 .10003693E+01 
S.10031589E+01 .10136180E+o1 

240. .91078688E+oo .79840242E+o1 
.19649621E+00 

TYPE YES TO EXIT (A6)
*NO 
ITERATION 30 567 FUNCTION VALUES 

245. .20278165E+01 .10003570E+o1 
.10031268E+01 .10136078E+o1 
.91122368E+00 .79333648E+01 
.19648340E+00 

..... LOCAL OPTIMUM OUTPUT ..... 

F = .27507219E+oo 

F = .23109390E+00 

F ,20706302Eoo
 

F = .13227100E+o 

F = .13227049E+oo 

F = .13226969E+00 
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250. 1 Cl 2.02782 
2 DEMC 1.00036 
3 SUPC 1.00313 
4 KRI 1.01361 
5 KPI .91122 

255. 6 KP 7.93336 
7 KR .19648 

.
 THE LOCAL OPTIMUM FUNCTION VALUE= .13227E+00
 

..ELAPSED TIME FOR THIS LOCAL OPT. CALC.= 
 33,87900

THE PRESENT COSTS ARE (DOLLARS) TOTAL,CP,PP,CM,CT


260. 	 1.58437 .33347 .02988 .66423 
 .00000
 
..THE PRESENT 	MINIMUM OF LOCAL OPT. IS..
 

1 Cl 2/02782

2 DEMC 1.00036
 
3 SUPC 1.00313
 

265. 	 4 KRI 
 1.01361
 
5 KPI .91122
 
6 KP 7.93336
 
7 KR .19648
 

THE PRESENT MINIMUM VALUE = .13227E+00

270. 	 ..... GLOBAL OPTIMUM OUTPUT .....
 

1 Cl 2.02782
 
2 DEMC 1.00036
 
3 SUPC 1.00313
 
4 KRI 1.01361
 

275. 
 5 KPI .91122
 
6 KP 7.93336
 
7 KR .19648
 

THE GLOBAL OPTIMUM FUNCTION VALUE= .13227E+00

THE ELAPSED TIME FOR THIS GLOBAL SEARCH= 
33.91900
280. THE 	PRESENT COSTS ARE (DOLLARS) TOTAL,CP,PP,CM,CT


1.54107 .83487 
 .02730 .67890 
 .00000
THE NO. OF LOCAL SEARCHES CONDUCTED FOR THIS GLOBAL SEARCH=

THE NO. OF PROBLEMS INVESTIGATED SO FAR= I
 
.SENSITIVITY 
TESTING OUTPUT...


285. NO. 	 NAME 
 DEF. VALUE SENSITIVITY
 
1 CI 2.02782 10.81179
 
2 DEMC 
 1.00036 33.06841
 
3 SUPC 1.00313 .80919
 
4 DELP 1.00000 .01562


290. 
 5 KRI 1.01361 .05837
 
6 KPI .91122 .00144
 
7 KP 7.93336 3.16483
 
8 KR .19648 2.90210
 

TYPE YES TO EXIT FROM OPT PROGRAM (A6)

295. 	 *YES
 

1 PROBLEMS INVESTIGATED
 
....... END OF PROGRAM .......
 
..... 	END OF PROGRAM .....
 
END MAINOPT
 

300. OK
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Figure 11-8 	(cont'd)
 

Line Numbers 
 Explanation
 

1-10 
 Computer output and user input to obtain access to the
 
CDC 6500 computer at Michigan State University.
 

11 
 User input to initiate execution of data input programs

(OK. and PROMPT.),raise the time limit of program execu
tion to 220 seconds (RTL, 220.), and raise the central
 
memory allocation to 45000 octal words (RFL, 45000.).
 

12,16 	 User input to attach the permanent computer files
 
necessary for optimization subcomponent execution.
 

SIM98AAA contains the input from the pattern
 
recognition subcomponent
 

OPTMAIN, OPTBOX, OPTBOTM, OPTSUB, OPTDATA contain
 
the binary code for SYSOPT
 

OPTSIM contains the user-supplied simulation model
 

13-15, 17-20 	 Computer output indicating the proper permanent files
 
have been attached to the user's present local file.
 

21 User 	input to load the SYSOPT program (optimization sub
component) into central memory and begin execution.
 

22 Computer output indicating program execution has begun.
 

24 User input to specify six different time series will be
 
used for parameter estimation.
 

26 User input to specify that there are 20 data points in
 
each of the six time series.
 

28 User input to specify that there are 8 input variables
 
(parameters) in the simulation model.
 

30 User input to specify that there are six simulation
 
model outputs corresponding to the six time series.
 

32 	 User input to specify that there are no parameters to
 
be varied in the objective function.
 

For a parameter estimation problem, NPOBJ should always
 
be set equal to 0.
 

34 
 User input to specify rate group 1 of program execution.
 
Note that line I and line 10 indicate that the program

was executed Jan. 7, 1975, at 22 minutes after midnight

which resulted in the low-rate group of execution.
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Line Numbers 	 Explanation
 

36 
 User input to specify that there is input from TAPE98,
 
which was generated in the pattern recognition sub
component. This input serves to define:
 

1. Whether 	the problem being investigated is a
 
parameter estimation or optimal control problem
 
(parameter estimation)
 

2. The number of input variables (8)
 

3. The names of the input variables (Cl, DEMC,
 
SUPC, DELP, KRI, KPI, KP, KR)
 

4. The number of output variables (6)
 

5. The names of the output variables P, GP, GIMP,
 
DEM, GINV, PLGIMP
 

6. The time series values.
 

38,39 	 User input to specify the default values of the input
 
variables
 

(C1=2, DEMC=I., SUPC=I., KRI=I., KPI=I., KP=8.,
 
KR=0.2)
 

41 	 User input to specify the maximum number of local
 
searches to be conducted for the global search. Typing
 
0 causes 1 local search to be made.
 

43 	 User input specifying that polynomial approximating
 
coefficients will not be printed
 

45 	 User input to specify that Powell's speed-up algorithm
 
should not be executed
 

47 	 User input to specify sensitivity testing to be performed
 
on the entire input variable set.
 

49 	 User input to specify that no polynomial approximation to
 
the objective function should be made
 

51 
 User input specifying that interaction input--input of
 
initial points of local searches--in the global search
 
is desired.
 

53 
 User input specifying that regular switching between the
 
complex method and Powell's method isdesired.
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Figure 11-8 (cont'd)
 

Line Numbers 	 Explanation
 

56 
 User input specifying that interaction with the complex

method is desired after every 30 iterations of the
 
algorithm.
 

58 
 User input to 	specify that the simulation model output

at time j*1*DT corresponds to the time series point j.
 

61 	 User input specifying the parameters of the complex
 
method.
 

SALPHA = complex scaling factor = 5.0
 
ITMAX = maximum number of iterations = 200
 
IPRINT1 = print option = 1
 
ALPHA = complex reflection factor = 1.3
 
BETA = search variable convergence limit = .0001
 
GAMMA = constraint convergence factor = 18.
 
DELTA = search variable minimum variation = .0001
 

63 	 User input specifying parameters of Powell's method
 

IPRINT2 = print option = 2 
MAXIT = maximum number of iterations = 50 
ESCALE = variable step scaling factor = 50. 

65 	 User input specifying a .01% variation in input variable
 
values for the sensitivity calculations.
 

67 	 User input specifying a 30-iteration interval for output

from the complex method. Note that this corresponds to
 
the complex interaction interval deferred in line 56.
 

69 	 User input specifying interaction in Powell's method
 
after every iteration.
 

71 	 User input specifying a 15-iteration maximum of a vertex
 
in the complex method having the minimum function value.
 
(This value should be chosen to be twice the number of
 
search variables.)
 

73 	 User input specifying that 99,999. should be added to the
 
objective function each time a variable constraint is
 
violated.
 

75 
 User, input specifying that all residuals in the least
 
squares objective function (always used in a problem
 
specified as parameter estimation) will be equally weighted.
 

77 
 User input specifying that the sensitivity testing is not
 
to be skipped.
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Figure 11-8 	(cont'd)
 

Line Numbers 
 Explanation
 

79 
 User input specifying that there are no input variable
 
default values to be changed before the sensitivity

calculations.
 

80-89 
 Computer output giving the results of the sensitivity

calculations performed on the entire input variable set
 

91 	 User input specifying that the sensitivity calculations
 
should not be repeated (even with changed default values
 
of the input variables).
 

93 	 User input specifying that no exit from the program should
 
be made.
 

95 	 User input specifying that there will be seven (7) search
 
variables in the local search.
 

98, 101, 104, User input specifying the name and iteration convergence

107, 110, 113, 
 limit for Powell's method for each variable in the
and 116 	 search variable set; C1, DEMC, SUPC., KRI, KPI, KP, and
 

KR. Note that the input variable DELP was omitted from

the search variable set. Also the initial values input

at the point in the program will be superceded by the
 
initial values input later.
 

118 	 User input specifying that there are no constraints on
 
the search variables.
 

120, 122, 124, User input specifying the lower and upper bounds for the
126, 128, 130, variables in the search variable set. 
 These are used for
and 132 	 defining the general region of the search variable space

that is to be investigated by the program.
 

134 	 User input specifying that the input of the initial point

of the local search for the global search is desired.
 

136 	 User input specifying the initial point of the search to
 
be
 

Cl = 1.8, DEMC = 	.95, SUPC = 0.8, KRI = 1.2, point

KRI = 1.2, KPI = 	1.2, KP = 6., and KR = .16.
 

137-140 	 Computer output indicating the beginning of complex

execution and the values of complex parameters.
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Figure 11-8 	(cont'd)
 

Line Numbers 
 Explanation
 

141-168 
 Computer output of the complex method every 30 iterations,
 
as specified by the response on 
line 67. The 	output con
sists of the iteration number, the search variable values
 
having the current minimum function value, and the current
 
minimum objective function value. 
 For example, at iteration
 
90, the present minimum of search variables is
 

Cl = 1.7960, DEMC = .9837, SUPC = .9433, KRI 1.1082,= 

KPI 1.0892, KP = 8.6554, and KR = .2205 

Corresponding to 	these values of the search variables is
 
the objective 	function value, -1.09518. (Note that while
 
least squares 	error criteria are positive, because the
 
complex method 
isprogrammed to perform maximization, the
 
component performs minimizations by maximizing the negative

of the objective function. Therefore, the least squares
 
error is 1.09518.)
 

147, 154, 161, 	 User input specifying whether or not to continue complex

and 168 	 execution. Note that the interaction interval is also
 

30 iterations as specified by the response on line 56.
 
Lines 147, 154, and 161 indicate that the complex execu
tion should continue, while line 168 indicates that the
 
algorithm should halt.
 

169-179 	 Computer output indicating that the final results of the
 
complex method took 209 function evaluations (simulation

runs) in 120 iterations. The final least squares error
 
objective function value is
 

-(-1.02948) = 	1.02948
 

occurring when the search variables have the values
 

Cl = 1.8188, DEMC = .98489, SUPC = .95289, KRI = 1.0976, 
KPI = 1.0894, KP = 8.73130, and KR = .212899. 

181 	 User input specifying that an exit from the program or
 
a return to the data input hierarchy is not desired.
 

182-194 	 Computer output indicating the beginning of Powell's
 
method the values of parameters, the initial
 
values of the search variables (the final values from the

complex method), and the variable iteration convergence

values.
 

195-198 	 Computer output indicating the objective function
 
evaluation in Powell's method corresponding to the initial
 
values of the search variables.
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Figure 11-8 	(cont'd)
 

Line Numbers 	 Explanation
 

199-248 	 Computer output of Powell's method for each iteration
 
as specified in line 69. the output consists of the
 
iteration number, the number of function values needed

by the search up to and including the current iteration,

the current optimal objective function value, and the
 
corresponding optimal search variable values. 
For example,

at iteration 28 	the approximation to the local optimum
 
was
 

Cl = 2.027799, DEMC = 1.00038, SUPC+= 1.0032,
 
KRI = 1.01363, KPI = .91206, KP = 7.9333, and
 
KR = .196497
 

with a corresponding objective function value of .132271,

which was obtained in536 objective function evaluations.
 

205, 212, 219, 	 User input specifyinq whether or not to continue Powell's the
226, 236, and 	 !execution of method. All the responses shown indicate that

243 	 the execution should not be externally halted before the
 

variable convergence isobtained.
 

249 	 Computer output indicating that local optimum information
 
will follow.
 

250-256 	 Computer output indicating the local optimum search
 
variable values.
 

257 	 Computer output indicating the local optimum function
 
value, .13227, corresponds to the local optimum search
 
variable values printed on lines 250-256.
 

258 	 Computer coutput indicating that 33.879 seconds of central
 
processor computer time was needed to perform the most
 
recent local optimum calculation.
 

259-260 	 Computer output indicating that the computer resources
 
used in program cost approximately $1.52 and consist
 
of $.83 for central processor use, $.03 for peripheral

processor use, $.66 for central memory use, and $0.00
 
for teletype use (not accounted for at the time of this
 
program execution).
 

261-269 	 Computer output indicating that the current search
 
variable values having the lowest objective function
 
value of all the 	local optima calculating during the global

search up to the 	point corresponds to the values shown.
 
As there was only one local optimum calculated for the
 
global search, the present minimum of the local optima

corresponds to the only local optimum.
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Figure 11-8 	(cont'd)
 

Line Numbers 	 Explanation
 

270 
 Computer output indicating that global optimum information
 
will follow.
 

271-277 	 Computer output indicating the global optimum search
 
variable values. Again, as only one local optimum was
 
calculated, the global optimum equals the local optimum.
 

278 	 Computer output indicating that .13227 is the global
 
optimum's function value.
 

279 	 Computer output indicating that 33.919 seconds of central
 
processor computer time was needed to perform the global
 
search.
 

280, 281 	 Computer output indicating that the computer resources
 
used in the program cost approximately $1.54 and consists
 
of $.83 for central processor use, $.03 for peripheral
 
processor use, and $.68 for central memory use.
 

282 	 Computer output indicating that one local search was
 
conducted for the global search.
 

283 	 Computer output indicating that one global search was
 
investigated with the program.
 

284-293 	 Computer output indicating the results of sensitivity
 
calculations on the entire input variable set at the
 
global optimum variable values.
 

295 	 User input specifying an exit from the program is desired.
 

296 	 Computer output summarising that one problem was investigated
 
with the subcomponent.
 

297-299 	 Computer output indicating the end of the optimization
 
subcomponent's execution.
 

300 	 Computer output indicating that the CDC 6500 is ready for
 
additional user conmands.
 



111. PROGRAM DOCUMENTATION
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SYSOPT Simulation Programming
 

In order to correctly interact with and guarantee proper data flows
 

within the SYSOPT program, the simulation model subroutine, SIM, must
 

be in a specific form. 
 It is assumed that the simulation whose
 

behavior is to be studied was constructed using the SIMEX1 FORTRAN
 

executive program described in Reference 9. 
The SIMEX1 executive
 

routine provides both an organized format for constructing the simula

tion and convenient output for studying model behavior in addition to
 

permitting multiple runs of the simulation with different values assigned
 

to selected model variables on each run. 
 If the simulation does not
 

incorporate the SIMEX1 format, then the programming changes outlined
 

in the next section should be made to adapt a model 
for SYSOPT execution.
 

Given a simulation model programmed with SIMEXi, it is a relatively
 

simple task to adapt the model for use in the component. Only a minimal
 

acquaintance with FORTRAN is necessary to insure that the adapted simula

tion will properly interact with SYSOPT. 
 In addition, the programming
 

modifications described in this section do not change the input/output
 

capabilities of the original simulation as outlined in Reference 9.
 

Thus, without further programming changes, it is possible to either
 

execute multiple runs of the simulation, normal SIMEXl study; or interact
 

with the component, SYSOPT model optimization.
 

Figure Ill-1 contains an annotated computer program having the proper 

form for the SIM subroutine. Here, starred (*)cards represent additions 

to the SIMEX1 executive subroutine. As can be seen from the program, no 

reprogramming of the original simulation is necessary beyond the insertion 
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Figure III-i. Adaption of SIMEX Simulation 

CARD 
NUMBER FORTRAN STATEMENT 

*ADDITION 
TO SIMEX 

I 
2 
3 
4 
5 

SUBROUTINE SIM(XIN,COUT,Z,TD,P,INT,IPLOT,TSAVE, 
NTS,NSET,ISWITCH,NVAR,MOUTS,NPOBJ,P2,NTIMESIS) 

DIMENSION XIN(1),XOUT(1),P(1),TSAVE(NTS,1) 
REAL .... 
COMMON/BLOCK/... 

*these cards 
*convert the 
*simulation 
program into 
a subroutine 

6 COMMON/BLOCKI/... 
7 
8 COMMON/BLOCKq/... 
9 DATA NAMVAR/ ... 
10 
11 

DATA NVAR/.../ 
IF(ISWITCH.EQ.1) GO TO 10001 

12 
13 
14 
15 
16 
17 
18 
19 

900 
10001 

10002 

READ 900, NRUN 
FORMAT(I1) 
IF(ISWITCH.NE.1) GO TO 10002 
NRUN=1 
IINT=1 
JTS=1 
CONTINUE 
DO 500 IRUN=I,NRUN 

*these cards 
*initialize 
*SIMEX run 
*parameters 
, 

20 IC1= 
21 IC2= 
22 
23 VMP1= 
24 VMP2= 
25 ... 
26 DUR= 
27 DT= 
28 DETPRT= 
29 SELPRT= 
30 BEGPRT= 
31 PRTCHG= 
32 PRTVLI= 
33 PRTVL2= 
34 
35 
36 
37 
38 
39 

IF(ISWITCH.NE.1) GO TO 10003 
VAR1=XIN(1) 
VAR2=XIN(2) 
... 
VARNVARXIN(NVAR) 
GO TO 10004 

*these cards 
*assign the 
*proper values 
*to the input 
*variables of 
*the 

40 
41 

10003 CONTINUE 
PRINT 901,IRUN 

*simulation 

42 
43 
44 10004 

CALL NAMLST (NAMVAR, NVAR, ERROR) 
IF(ERROR.NE.O)STOP
CONTINUE 

45 
46 

NITER=DUR/DT+.O001 
IF(DETPRT.EQ.O)SELPRT=I 
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Figure III-I (cont'd)
 

CARD 
 *ADDITION
 
NUMBER 
 FORTRAN STATEMENT 
 TO SIMEX
 

47 T=O.
 
48 PRTIME=BEGPRT
 
49 PRTVL=PRTVLI
 
50 TD=DT
 
51 DO 400 ITER=1,NITER
 
52 T=T+DT
 
53 Z=T ,

54 ...call routines 
to compute one cycle of the simulation model

55 IF(ISWITCH.NE.1)GO TO 10007 
 *these cards
56 XOUT(1)=MOUT1 
 *(1)assign

57 XOUT(2)=MOUT2 
 *values to

58 
 *the output
59 XOUT(MOUTS)=M0UT 
 *variables,

60 IF(IS(1).NE.O.AN.JOI.'fOT.EQ.O)CALL NNN(T,DT,P2,XIN,XOUT, *(2) 
 update

61 P,NVAR,MOUTS,NPOBJ,NSET) 
 *the function

62 IF(IS(1).NE.O.AND.IPLOT.EQ.O)GO TO 10006 
 *N in the cost

63 IINT:IINT+I 
 *functional,

64 IF(IINT.NE.INT)GO TO 10006 
 *(3)write the

65 IINT=O 
 *output var
66 IF(IPLOT.EQ.I)WRITE(99)T,(XOUT(J),J=1,MOUTS) 
 *iables on a

67 IF(IPLOT.EQ.2)WRITE(99)T,(XOUT(J),J=1, I1OUTS), 
 *file for
68 (TSAVE(J,JTS),J=1,NTS) 
 *plotting in
69 IF(IPLOT.EQ.2)JTS=JTS+I 
 *the pattern

70 IF(IPLOT.NE.O)NTIMES=NTIMES+I 
 *recognition

71 IF(IPLOT.NE.O)GO TO 10006 
 *sub-component

72 DO 10005 JJ=1,NTS 
 *and (4)up
73 10005 TSAVE(JJ,JTS)=XOUT(JJ) 
 *date counter
 
74 JTS=JTS+I 
 *variables.
75 10006 CONTINUE 

76 GO TO 400 

,
 

77 10007 CONTINUE 
,
 
,


78 IF(T+IE-08.LT.PRTIME)GO TO 200
 
79 IF(T.EQ.PRTCHG)PRTVL=PRTVL2
 
80 PRTIME=T+PRTVI.
 
81 IF(SELPRT.EQ.O)GO TO 100
 
82 PRINT XXX,V1,V2...
 
83 100 IF(DETPRT.EQ.O)GO TO 200
 
84 PRINT XXX,VA,VB...
 
85 200 CONTINUE
 
86 400 CONTINUE
 
87 500 CONTINUE
 
88 XXX FORMAT(...)
 
89
 
90 RETURN
 
91 END
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of 32 + MOUTS + NVAR cards, with MOUTS being the number of model outputs
 

and 	NVAR being the number of input variables in the simulation. These
 

additional FORTRAN cards perform three principal functions: converting
 

the 	simulation program into a subroutine with the proper argument list,
 

assigning SYSOPT variable values to the model inputs, and bypassing
 

PRINT/READ simulation statements. 
 If a simulation model is constructed 

using the modified SIMEXi executive routine outlined in Figure III-I and 

if the modifications are made so that all variable names and statement
 

numbers are unique, then SIM will 
properly interact with both the
 

pattern recognition and optimization subcomponents.
 

The modifications that must be made to a 
simulation program include
 

seven FORTRAN statement groups. Using the card numbers shown in Figure III-:
 

for reference, these groups can 
be divided as follows: (1) 1,2,3; (2)
 

11,14; (3) 14,15,16,17,18; (4) 34-40,44; (5)50,53; (6)55-77; and
 

(7)90.
 

1. 	 The first group of statements converts the original
simulation program into a subroutine, SIM, with the
 
proper argument list to interact with SYSOPT:
 

SUBROUTINE SIM(XIN,XOUT,Z,TD,D,INT,IPLOT,TSAVE,
 
NTSNSET,ISWITCH,NVAR,MOUTS,NPOBJP2,NTIMES,IS)


DIMENSION XIN(1),XOUT(I),P(1),TSAVE(NTS,i)
 

2. 	The second group of statements bypasses the READ statement
 
for NRUN, the number of multiple simulation runs, when

executing SYSOPT in either the pattern recognition or
 
optimization mode:
 

IF(ISWITCH.EQ.1) GO TO 10001
 
10001 IF(ISWITCH.NE.1) GO TO 10002
 

3. 	The third modification group consisting of five statements

initializing NRUN, the number of multiple simulation runs;

lINT, a counter for determining the simulation output

interval; and JTS, another counter for an output array of
 
the 	model:
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10001 	IF(ISWITCH.NE.1) GO TO 10002
 
NRUN = 1
 
lINT = 1
 
JTS = 	1 

10002 	CONTINUE
 

4. 	Card statements 34-40 	and 44 assign the input variable values
from SYSOPT to the corresponding variables in the simulation: 

IF(ISWITCH.NE.1) GO TO 10003
 
VAR 1 = XIN(1)
 

VAR2 = XIN(2) 

VARNVAR = XIN(NVAR)
 
GO TO 10004
 

10003 CONTINUE
 
10004 CONTINUE
 

Where 	NVAR is the number of input variables in the simulation
and VAR 1, VAR 2, ... , VARNVAR are the NVAR input variable names.
 

5. 	Statements 50 and 53 provide transfer of the DT step size

and 	 the final time value from the model to the SYSOPT program: 

TD = DT 
Z= 	T 

6. 	 The sixth modification group, consisting of statements 55-70,
performs several functions: (1)assigning model output valuesto SYSOPT variables, (2)calling subroutine NNN to update an
integral objective function, (3)selecting the time step for
which output of print and/or plots of time series in thepattern recognition sub-component is desired, (4)writing on
 a local file, TAPE99, the model output values for appropriate
simultion times, and (5)storing model output values for use

in calculating a least squares 
error 	criterion for a parameter

estimation problem: 

IF(ISWITCH.NE.1) GO TO 10007
 
XOUT(1) = MOUTI
 
XOUT(2) = MOUT2
 

XOUT(MOUTS) = MOUTMOUTS
 
IF(IS(1).NE.O.AND.IPLOT.EQ.0) CALL NNN(T,DT,P2,XIN,
 

XOUT,P,NVAR,MOUTS ,NPOBJ,NSET)

IF(IS(1).NE.O.AND.IPLOT.EQ.O) GO TO 10006
 
lINT = IINT+1
 
IF(IINT.NE.INT) GO TO 10006
 
lINT = 0 
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IF(IPLOT.EQ.1)WRITE(99)T,(XOUT(J),J = 1,MOUTS)
IF(IPLOT.EQ.2)WRITE(99)T,(XOUT(J),J = 1,MOUTS), 
1 (TSAVE(J,JTS),J = 1,NTS) 
IF(IPLOT.EQ.2)JTS = JTS+1 
IF(IPLOT.NE.O)NTIMES = NTIMES+1 
IF(IPLOT.NE.O)GO TO 10006 
DO 1.0005 J = INTS 

10005 TSAVE(JJ,JTS) = XOUT(JJ)
 
JTS = JTS+1
 

10006 CONTINUE
 
GO TO 400
 

10007 CONTINUE
 

7. Finally,statement 90 transfers control of the execution from 

the simulation SIM to the SYSOPT program: 

RETURN 

An example of a SIMEXI simulation constructed to interact with 

SYSOPT is given in Figure 111-2. This simulation models the behavior of 

a single commodity economic market inwhich government can affect the 

price level by buying and selling the commodity. Inthe simulation 

there are NVAR = 8 model inputs representing economic parameters: 

C1, DEMC, SUPC, DELP, KRI, KPI, KP and KR. There are also MOUTS = 6 

output variables representing significant economic measurable quantities: 

P,GP, GIMP, DEM, GINV, and PLGIMP. As can easily be verified using 

Figure 3, this simulation is in the proper form for interaction with 

SYSOPT. The only changes that have been made to the original program 

are those that are outlined here. Infact, SYSOPT has been used to 

solve parameter estimation problems with this particular simulation. 

The next section of the guide describes how arbitrary objective
 

functions can be input to SYSOPT.
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Figure 111-2. An Example of a SIMEXi Simulation 
Constructed to Interact with SYSOPT
 

SUBROUTINE SIN4 CDC 6500 FTN V3.0-P3Hi0 UIPT=1 01/09/lb
 

SUBROUTINE SIM(XINXOUTZTUOPP,INT. IPLUTJSAVENTSNSET,ISWIICH9
 
1 NVAR*M0UTbNPOflJ9PiNTIMEb9IS)

DIMENSION XINj(I).AUJT(1) ,PP(fl ,TSAVL(NTS.1)1,S(l)

REAL KRoKHKRI*KPI
 

5 COMMON /IILUCK/ D)UW.I)T.LflPTSLLP~itBUPN~d'WTCHGP'HTVL1,PkTVL2*

I CIKN.K'.531.KNI ,KPI'1)1 ,P0,uINVI),b0,00,Cd.pIENU
 
LUMM)N/P-RIVA [L/1)LPCHLTIPH 9tJI-1PNKUL)L-M. 1ITPH 9LMCtUPC 
CUMM0N//IV/PLU9)LLIKMP LNUUfP896 INV 96IMP 96CUbT, TL1Ub191U IP8 
1 ,APLiIt4P 

10 CmON/zYbVAP/To Wl t&.PPH 
D JML11'I ON CHOUI-PH (b) ,CHUTPH(JI1 

UATA IJAMVAH / JH:)UR* ?HUT1s 6riD)LTPRT, bHSELPRr. bH8LGPWI,
 
1 bHP10 CHb, fililHJVLI 9 wiHiVL29
 

15 -,-~aii1ierriHtN2HNI,2li1KJI3KPI2HU1?11PUh(3NV2HbqU092mC2,

2511P/ENU/


D)ATA IJVN/e~l/
'iiIMFS=0
 
IF(ISWIICti.-U.I) UU 10 10001
 

20 HizAI900 .NF:UN
 
90U FuHiMAT (12'


10001 IF(ISWITCH-.NE.1) GO TO 1000d
 
NRN=
t
 

I I fJ1 :0 
25 JI 5=1
 

10002 CONTINUE
 
C
 
C BEG114 RUN LOUP
 
C
 

30 DO 500 IHUN=1,NHUN
 
C
 
C INITIAL CONDITIONS
 

PL 0,1rP=u.

PZERO= 100. 

35SUPP-R= 100.
 
TLOCOST=U.
 
GINV=b0. 
GIMP:0. 
GP=O0.
 

40 C
 
C
 
C PARAMETERS
 

SUPC=1 .0 
DLMC=1 .0
 

45 KV=i
 
Kt) I 
DEL P= I1. 

C 1 2. 
KR: .2
 

50~1 

KRI .
 
KP I = I
 
Dl:-).

55
 
PD=SPO. 
SO: 10. 
GINV0=50. 
DU=?00. 

60 ce:10.
 

DEL 1:0U.4 
K IMP=6 
K I MP=J 

65 PwLU:=10t5. 
C
 
C RUN PARAMETERS
 
C
 

DUN:! .0
 

70 DT=.05 
1)LTPRT =1.
 
SLLP~r 0.
 
HLtiPR T .05 
PHTCrIG = 100.
 

75 IHTVLI:.05
 
PHIVIL2 = b. 

30 CONTINUEJ
 
C 

http:IHTVLI:.05


89
 

Figure 111-2 (cont'd)
 

SUdNOUIINE SIM 
 CDC 6500 FrN V3,0-P380 UPT=I 01/09/75
 

If'(ISVIICH.NE.1) GO TO 10003
so 	 CI =AIN( 1)

D)LMC=X IN (2)
 
SUPC=AIN(3) 
OELP=XIN (4)

KHI-XIN (5)
85 	 KPI=XIN(6)
 

KP= AIN (7)

KH=AIN (8)
 
GO TO U004
 

10003 CUNIINuE

90 C REAU RUN PARAMETERS
C PRINT 901 ,I UN
 

901 FURMAT(M7HINON-DEFAULT PARAMETEJR VALUES FOR HUN,12)

CALL NAMLST(NAMlVAHvNVHERkUH)
 

95 IF(LRROH.NE.0.) STOP
 
10004 CONIINUE
 

N I TER=L0R/0 T+ . 0 )0 1
 
IF (0LTPRr .EU. 0.) SELPRT=I.
 
r = .
 

100 	 IUTPR-1.0+2.0*FLOAT(KU)*DT/UELP

IUTPB=.0..*FLOATc(IMP)oUT/DELI

P=PZER0
 
DI)O I I=I.KIMP
 

I CROUTPHI)=0.

105 00 2 I=I,K


2 CHOUTP( I)=SUPPH/FLOAT(IOTPH)

PRTIME = HLUPHT
 
PRIvL =PITVLI
 

C 

110 C HEGIN TIME LOOP
 
TU=Uf
 

C 
Do 400 ITER=INITER
 
T = T+OT
 

115 Z=T
 
C
 

CALL PVSEC
 
CALL bOVSLC
 
IP(ISWITCH.NE.I) GO TO 10007
 

120 	 )UUT(I)=IPA01) T (2) =GP
 
XOUT (3) =6IMP
 
AUUT (4)=UEMXUIT () =( 1NV 

125 XOUT(b):PLbIMP

IFIS(U).NE.0.AND .IPLOI.EU.0) CALL NNN(TDTP2,XIN.XOUT.PPNVAR,
 

1 MoUISNPObJNSEr)

IF(UbH).NL.U.AND.IPLOT.EO.0) GO TO 10006 
I IN[=I INT.I
 

130 If(IINT.NL.INT) GO TO 10006
 
I INI=U
 

IF'(IPLOT.LU. I) WRITE(99) T9 (AOUT(J)9J=l MOUTS)
IF(IPLOT.EU.2) WRITE(99)Tt(XUUT(J)J=IMOUTS),(TSAVE(JJTS),J_-t 

I N IS)
135 	 IF(IPl-OT.LJ.2) JTS=JTS*I 

IF(IPLOT.NL.0) NTIMES=NIIMES.1
 
1 (IPL(OT.NE.U) bO TO 10006
 
O 10005 JJ=I9 NTS
 

10005 TSAVE (JJ.jT)b=A0UT (JJ) 
140 JIS=JTS*I 

lO00b CONTINUE 
GU TO 400 

10007 CONTINUE 
C 

145 	 IF(T#IE-08.LT.PRIIME) GU TO 200 

C PRINT RLSULTS
 
C 

IF(T.EO.PRTCH(,) PWTVL = PRIVL2 
150 PNTINL = T # PHTVL 

IF(SELPRT.EU.0.)GO 	TO 100
 
C 
C SELECTLU 	UUTPUT
 
C 

155 	 PHINT9039T 
PRINT 905,PPO UEMGIMPGINV,GINVDvGCUSTTGCOST 

http:IF'(IPLOT.LU
http:IPLOI.EU


Figure 111-2 (cont'd) 90
 

SUtiHUUINE SIM 
 CDC 650o FYN V3o0-P380 UPTOI 01/09/7t
 
PRINT 906,(.,I',PPR


C
 
160 C100 IF(DETPkT.E..Od 60 TO 200
 

C IJETAILEI) OUTPUT
 
C
 

PN INT92U, T 
165 P~pir 905,I9PPUeDEMoGi.4P9(iINVgGINVDCGCOSToTGCOST

165PIUNT 906,GPd'P11


C
 
C 20CNIU
 

200 CONTINUE
 
170 500 CUNTINUL
 

IfISWITCH.NE.1) PRINT 999 
C
 

175 C90.3 FORMAT(34H3SEL':'CTLD OUTPUT VAHIA83LES AT TIMEvF6.2)

9e0 FURMAT(34H3DETAILED OUTPUT VARIAB~LES Ar 
rIMLAFb.2)


905 FUHMAT(liOn9X,1HP,11A,2HPv,10X.3HUIEM,9A 4HGI P98A94HGINVt8X,

1 5HGINJVD97Xob5GCUSr,7A96HTbCUJST/l,10,bX,8Ej2.4)


906 FUkMAT(1H0,b8X~eHGP,1OX,3Hipk/HIU9dX,2E12.4//)

180 *'999 FURMAT(1H1)


RETURN
 
END
 

SU8ROUTINE GUVSEL CDC b5OO FIN V3.0-P.380 UPTI= 01/09/75 

5 

SUiNOU TI NI: (jOv )E C 
RLAL r.I KPqKiI ,I1'l , NT
LOMMON /14LUCK/ I)HU.L#HtEPI8~PHg'THtJTLgkV~

1 Lld.N.NPq)Ior\N1,K(il~g~UIIolaNVoSOoOuC2*PLEkU 
CUMkLIUN/(p(V/IWLU [.L 9K IMP COU [P8 9GINVotjMPGCOSTvTGCUST 9IOTPH 
CUmpoi/!3Y'.VAR/I ,(,PPqPPR 

(,PPHKlP" (PU-P) -KN'QPPH 

IF (uPPH.LT.U..ANl).(jINV.LE.0.) GP=0. 

1Nr=F-,HNI*(6M.(,p) 

15 1 (lly.Lr.U.) UIMPO=O.
GCObT=C2*ulJNV*PPIU4'GIMP*GP*P 

T(CUSrT6CCST .uT~ohT~
CALL UkEL0T((JJMVhJ9hIM)J9CRU0IPIILLI91UTPUJTvKMIJ) 

WLTIJRN 
ENU 



Figure 111-2 (cont'd) 	 91
 

SUUROUTINE PVSEC 	 CUC 6500 FIN V3.0-P380 OPT=I. 01/09/75
 

SUHHOUTINE PVbEC 
kLAL KRvKVvKWlsKPI
 
CUMMUN /HLOCle/ DUR*UTtUETPkToSELPRT98LOPRT*PRTCHGoPHTVL19PRTVL29
 

I LlqKRvKPoSliKkloKPItUItPO96ltJVUoSO9009C29PZEkO
 
CUMMUi4/PRIVAIL/DELPoCROIJTPRIbUPPWIKD9UEMOIDTPR91)EMC95UPC
 
CUMMON/bYSVAR/[9l3P9PvPPR

DIME14SION CRuUIPR(3) 
UIMENSIUN Ak6(b)
 
DIMLNSIUN UVAL(b)
 

LO 	 UlME14SIUN SVAL(b)

DATA KPIS/6/
 
DATA (ARO(J)oJ=1%6)/10.920.960.9100;9150.9200-/

DATA (DVAL(J)tJ=196)/3UO.9170.9120.91UO*9851,,f5./
 
DATA (SVAL(J)tJ=196)/0.950.gb5.910099110.91
 

L5 	 DEM=DLML*l A b L I(DVALsAHU9PvKPTS)

5UP=5UPVW*5U*S1N(b.2dJ*T)
 
SUPD=51)PC*TABLI(SVALtAROgPtKPTS)
 
PPR=CI*(DLM+UP-SUP)

P=P*DTOPPk 
CALL DELDT(SUPUtSUPPkoCHOUTPRqUELP91OTPRvUTtKO)
 
HLTURN
 
END
 

SWROUTINE DELUT CDC 6500 FTN V360-P380 UPT=l 01/09/75 

SUtiROUTINE. OELOT(HINRtRUU7R9CHOUTH*DELtIOTiDToK) 
DIMENSIUN CHOUTRM 
OLLI=(()LL*FLOAF(IUT))/(FLUAT(K)*ur) 
RUUTR=O. 

5 DU 2 J=IoIUT 
RlN=RINR/FLOAT(II)T) 
DU I 1=19K 
AHC=CROUTR(l)
CHOUTR(I)=AbC*(RIN-AHC)/DELI 

10 RIN=AdC 
RUUTR=HUUTH#CROUTR(K) 
kETURN 
ENU 

http:SVAL(J)tJ=196)/0.950.gb5.910099110.91


Figure 111-3 (cont'd) 92 

SUBROUTINE NAMLST CUC 6S00 FTN V3,O-P3bO OFT=I 01/09/15
 

SUHROUTINE NAMLST(NAMVAR, NVAW, ERROR) ?40 
INTEGEk HILANK,1JULLAR 250 
UIMEWbION UUI14Y (), UUMMY(1 ) 9NAMVAR(I) ?60 
DIAhNSIUN 1fNT(4),LASI(4),NAME(4)tVALUL(4) ?70 

5 
 CUMMOI /uLUCK;/ DUMMY 275 
EUUIVALENCL (UUMY(1)oIDUMMY(1)) ?80DATA UL.ANKDtULLAR / IH , 111$ / ?90 
EHRUR=O. 300 

10 
 WLAU 900 (NAME (]), INt (1) ,VALUE(I) ,LAST (1)91=1,4)
 
10 
 IF (EOF (1) .N.LO. )RLTURN

DO 50 1=1,4 320
 
IF(NAME(I).EU.8LANK)GO TO 45
 
DO 303 J=1,NVAR 
 340
IF(NAME(I).LU.NAMVAR(J))GO TO 35 150 

15 30 CONTINUE 360
PRIuT i01,NAME(I)
E = 1lO.lI1 8U 
RLTURN 
 390
 

35 PRINt '302,NAME(I),VALUE(1)
 
20 IF(INT(I).NE.dLANK)GU 1O 40


DOUMMY(J) VALUE(d) 410
 
GU TO 45 
 42U
 

40 IUUMMY(J) = VALUE(1) 430 
45 IF(LAS1(I).EU.IUOLLAR)RETURN 440 

25 SU CUNTINUE 
 450
 
0 TO IU 
 460
900 FORMAT (4 (A6, I X,A ,E9.4,AI)) 470 

901 FURMAT(24HI}11 -LRONO*VARIABLE NAMEtA7,IOH NOT FOUND) 480 
902 FORMAT(IH-0A693H = 9E12.4)

30 END 
 490
 

ARD NO. SEVERITY DIAGNOSTIC
 

27 1 28 CD 27 EW.D OR L)W.D DESCRIPTOR BAD FOR OVTPUT, W SHOULD SATISFY W-7 .GE. U
 

FUNCTION TA8LI CUC b500 FTN V3.0-P380J UII=I 01/09/75 

5 

FUICTION TAbLI(VALARbUUMMYK)
UIMENSION VAL(I),ARG(1)
DUM=AMAI (AMINI(iOUMMYoARG(K)),ARG(1))
DO 1 I=,K 
IF(UUM.GT.ARG(I)) GO TO ITABLI= (OUM-ARG(I-1) ) (VAL (1)-VAL (I- ))/(ARG(l)-ANG( I-I ) ) VAL (I-1) 

10 

I 
RETURN 
CONTINUE 
kLTURN 
END 
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User Supplied Simulation Subroutines SIM, MMM, and NNN
 

As described in the previous section, a simulation
 

built with the SIMEXI executive routine can easily be modified to
 

properly interact with the sub-components. However, with relatively
 

little programming effort, virtually any existing or contemplated
 

FORTRAN simulation can be adapted to interact with SYSOPT. There are
 

six steps necessary to complete this process.
 

First, the simulation's main program must be converted into a
 

subroutine compatible with the component. Essentially, only three
 

cards are necessary to accomplish this conversion in FORTRAN.
 

(1) SUBROUTINE SIM(XIN,XOUT,Z,TD,P,INT,IPLOT,TSAVE,NTS,NSET,ISWITCH,
 
NVAR,MOUTS,NPOBJ,P2,NTIMES,IS)
 

(2) DIMENSION XIN(1),XOUT(1),P(1),TSAVE(NTS,I)
 

(3) RETURN
 

The program name card in the simulation must be replaced by the first
 

card SUBROUTINE SIM(...). Next, the DIMENSION statement must be
 

inserted between the SUBROUTINE SIM(...) card and the first executable
 

statement. Finally the RETURN statement must be inserted immediately
 

before the END statement in the original main program.
 

The second change that must be implemented is the suppression of
 

all reading and printing of data from the simulation. This should be
 

accomplished with conditional GO TO statements depending on the
 

variable ISWITCH which takes on the value 1 only if SIM is beng called 

from the component (except when normal simulation execution is specified 

from the pattern recognition sub-component). An example of this con

ditional GO TO is: 

IF(ISWITCH.EQ.1) GO TO 10 
READ 99, VARI, VAR2, ..., VARN, read simulation input parameters
PRINT 89, VAR2, VAR4 , print simulation input parameters 

10 CONTINUE 
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Note that in addition to skipping the input and output functions of
 

the simulation, functions necessary for the adaptation of the program
 

to interact with SYSOPT must likewise be bypassed in a normal simula

tion executive mode.
 

In order to allow SYSOPT to calculate values of the objective
 

function, the input variable values must be communicated to the
 

simulation model. Thus, the variable array XIN, in the SIM argument
 

list, must assign values to the simulation input variables. The
 

programming steps to accomplish this are inserted as close to the
 

major time increment loop as possible so as to eliminate re-assignment
 

of the input variable values by the simulation. If the simulation
 

input variables are VAR 1, VAR 2, ..., VARNVAR, then the statements to 

perform thEse assignments are:
 

IF(ISWITCH.NE.1) GO TO 11
 
VAR1 = XIN(1)
 
VAR2 = XIN(2)
 

VAR = XIN (NVAR) 

11 CON YWE
 

In addition to providing the external assignment of simulation
 

input variables, the communication of output variables of ";he simula

tion and updating of any integral objective function components
 

(subroutine NNN) must also be provided. This is accomplished by the
 

following statements which are inserted in the simulation as near
 

after the statements that compute one cycle (DT step) of the model:
 

IF(ISWITCH.NE.1) GO TO 12
 
XOUT(1) = MOUTI
 
XOUT(2) = MOUT2 

XOUT(MOUTS) = MOUTMOUTS 
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IF(IS(1).NE.O.AND.IPLOT.EQ.O) 
CALL NNN(T,DT,P2,XIN,XOUT,P,NVAR,MOUTS,NPOBJ,NSET) 

12 CONTINUE 

where MOUT1, MOUT2, ... , MOUTMOUTS are the simulation output 

variables, 

IS() = 0 for a parameter estimation problem 

= 1 for an optimal control problem 

IPLOT 0 for plotting model outputs (through the pattern 
recognition sub-component) 

= 0 otherwise 

The fifth change needed to make a simulation compatible with 

SYSOPT is the addition of FORTRAN statements to write tapes (disc 

files) for use as plot input in the pattern recognition sub-component. 

This interaction between the pattern recognition sub-component and 

subroutine SIM, through TAPE99, is accomplished with the following 

statements placed after the output variable assignment statements:
 

IF(IS(1).NE.O.AND.IPLOT.EQ.O) GO TO 13
 
lINT = IINT+1
 
IF(IINT.NE.INT) GO TO 13
 
lINT = 0
 
IF(IPLOT.EQ.I)WRITE(99)T,(XOUT(J),J=IMOUTS)
 
IF(IPLOT.EQ.2)WRITE(99)T,(XOUT(J)J=IMOUTS),(TSAVE(JJTS),J=INTS)
 
IF(IPLOT.EQ.2)JTS = JTS+l
 
IF(IPLOT.NE.O)NTINES = NTIMES+l
 
IF(IPLOT.NE.O) GO TO 13
 
DO 14 JJ = 1,NTS
 

14 TSAVE(JJ,JTS) = XOUT(JJ)
 
JTS = JTS+I
 

13 CONTINUE
 

Also set JTS = 1 and NTIMES = 0 initially.
 

Included in this last set of FORTRAN changes to the simulation
 

subroutine is a DO loop which assigns XOUT(JJ) to TSAVE(JJ,JTS).
 

For parameter estimation and plotting purposes this matches
 

the real world time series with the proper time sequenced model outputs.
 



96
 

JTS 	is a counter for an index of the TSAVE array
 

IPLOT = 0 for no plotting of model ouptuts 

= 1 for plotting of only model outputs 

= 2 	for plotting of model outputs and real world 
(or smoothed) time series 

INT 	is an output index such that every DT*INT time units
 
the value of TSAVE(JJ,JTS) is assigned the value of the
 
model outputs are stored for future plotting or comparison

with real world time series. 

If these relatively simple programming changes are made to a
 

simulation, being careful not to duplicate symbolic names in the
 

simulation subroutine, then the resulting continuous simulation model
 

will properly interact with SYSOPT.
 

Finally, the user supplied subroutines NNN and MMM specify the form 

for 	the objective function in a policy decision problem where
 

J[a, u, T] = PI(y(T), T, p) + JTP2(_(s), u(s), s, p)ds
 

The 	programmed form for these subroutines is
 

SUBROUTINE MMM(T, DT, P1, XIN, XOUT, P, NVAR, MOUTS, NPOBJ)

DIMENSION XIN(NVAR), XOUT(MOUTS), P(NPOBJ)
 
P1 = user supplied function of XIN, XOUT, T, and P to penalize
 

or reward final time behavior
 
RETURN
 
END
 

and
 

SUBROUTINE NNN(T, DT, P2, XIN, XOUT, P, NVAR, MOUTS, NPOBJ, NSET)
 
DIMENSION XIN(NVAR), XOUT(MOUTS), P(NPOBJ)
 
IF(NSET.EQ.O) GO TO 1
 
P2 + P2 + DT* (user supplied function of XIN, XOUT, P, and T to
 

penalize or reward behavior over the interval
 
[O,TI)
 

RETURN
 
P2=0. 
RETURN
 
END
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The variable array P in both the subroutines MMM and NNN is the
 

set of parameters that is specified in the component (DATA subroutines)
 

to allow changes in the objective function to be made during execution.
 

It is important for proper operation of the component that the
 

user supplied subroutines be in the exact form specified here. The
 

programing necessary for the subroutines is certainly simple and can
 

be accomplished by anyone who is at all familiar with FORTRAN.
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Variable Dimensioning
 

Variable dimensioning, or dynamic memory, is an important capability
 

in programs using large amounts of computer core storage. This is
 

particularly true when a program contains arrays whose sizes depend
 

upon input variable values. Both to eliminate the need for reprogram

ming and to minimize the use of core storage, a variable dimensioning
 

capability is programmed into the pattern recognition and optimization
 

sub-components of SYSOPT. This section describes the implementation
 

of this useful capability.
 

There are several requirements of the variable dimensioning
 

capability that result from the functions it must perform in the sub

components. These include variable dimensioning for both real and
 

integer arrays, reducing and enlarging the size of arrays during the
 

program execution, and allowing input of array sizes in an interactive
 

program execution mode.
 

The implementation of this capability involves six programming
 

phases:
 

(1) Dimension BLANK COMMON to one storage location in the
 
main program:
 

COMMON COM(1)
 

(2) Compute the size of fixed storage needed for the program
 
execution using subroutine NEXT to simplify the calculations:
 
For K arrays having sizes NI, N2, ..., NK
 

LAST = I
 
L(1) = NEXT(LAST,N1)
 
L(2) = NEXT(LAST,N2)
 

L(K) = NEXT(LAST,NK) 

where L(I)+J-1 i hthe location in the COM array of the Jth
 

element of the I array and LAST is the size of core storage
 
needed for the K arrays.
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(3) Extend 	the size of BLANK COMMON in the main program
 

CALL SETFL(COM(LAST))
 

where SETFL is a CDC 6500 library function that extends
 
(or reduces) the length of BLANK COMMON to the size LAST.
 

(4) Call the secondary subroutines in which the program
 
dimensioned arrays are to be used passing both arrays and
 
array sizes as arguments:
 

Call: CALL 	SUB(COM(L(l)), COM(L(2)), ..., COM(L(K)), 
COM(LAST), Ni, N2, ... , NK) 

Subroutine: 	 SUBROUTINE SUB(At, A2, ... , AK, COM(1), NI, N2, ..., NK) 
DIMENSION AI(NI), A2(N2), ..., AK(NK), COM(1) 
REAL ...list of real arrays 
INTEGER ...list of integer arrays 

(5) In SUB, extend or reduce BLANK COMMON as necessary for
 
arrays whose sizes are dependent upon variables input in
 
SUB. These arrays are either for use internal to SUB
 
(see (6)) or in other subroutines called from SUB. To
 
accomplish this, NEXT and SETFL are used as needed.
 

(6) Because COM is a real array internal to SUB, it is
 
necessary to use the subroutine CONV to convert the
 
integers stored as reals in COM back into integers:
 

For the Jth 	element in the real array COM corresponding
 

to location 	L(I).
 

CALL CONV(COM(L(I)+J-1),II)
 

assigns to the integer II the integer value stored as a
 
real in COM.
 

Although this variable dimensioning capability is programmed for the
 

CDC 6500 computer, programming this capability into IBM or other
 

computers should not be difficult. Most available computers have
 

some type of 	dynamic storage allocation features that can be used to
 

implement a 	variable dimensioning scheme.
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Main Program and Subroutine Descriptions
 

The subroutines in the pattern recognition sub-component and
 

optimization sub-component of SYSOPT are described in this section.
 

These descriptions consist of variable definition lists, program
 

listings and discussions of subroutine application, use, and special
 

features. The intent of these descriptions is to give a FORTRAN
 

programmer sufficient information to understand the execution of the
 

individual subroutines. With the Subroutine Control Flow Charts and
 

these descriptions, a programmer can make minor changes in the SYSOPT
 

program in order to suit individual needs, e.g., different computer
 

installations.
 

Although the general discussions of subroutine execution are self

explanatory, the format used in the variable definition lists needs
 

explanation. As there are many variables in the component that are
 

common to different subroutines, variables with multiple references
 

are generally defined in at most two subroutine descriptions: (1)in
 

MAINOPT(MAINPR), SUBOPT(SUBPR), or the DATA subroutines, and (2) in
 

subroutines in which the variable is most frequently used. Thus, there
 

are numerous cross-references between the variable lists. In addition,
 

array definitions are often made by reference to individual elements.
 

While there is no substitute for actual programming and use of a
 

complex program, these subroutine descriptions can be a valuable aid
 

for a programmer in understanding the operation, use, and execution
 

of SYSOPT.
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Pattern Recognition Sub-Component
 

Program MAINPR
 

Program MAINPR, the main program in the pattern recognition sub

component, inputs, in either a batch or an interactive mode, the vari

able values that fix array sizes which are necessary for proper compo

nent execution. As arrays in the program are formed as parts of one
 

large array, COM, stored in BLANK COMMON, space is allocated in MAINPR
 

as required for a particular problem or simulation being studied.
 

Fixing the exact amount of core storage needed for a specific problem
 

results in both time and cost savings to the user as recompilation and
 

reprogramming of SYSOPT is not necessary to properly interact with
 

different simulations.
 

During the execution of MAINPR, variables can be input with the
 

SYSOPT interactive capability (see the "SYSOPT Interaction and Output"
 

section of this guide). On the other hand, with the use of the Inter-


action/Output Flow Chart, a detailed data deck can be structured 'that
 

will eliminate the need for interaction, if so desired. Therefore, to
 

match the user's needs, the pattern recognition sub-component allows
 

either direct interaction with the executing program or independent
 

execution for a well-defined problem.
 

MAINPR also transfers execution of SYSOPT to the subroutine SUBPR.
 

In accomplishing this, specific elements of the COM array are associated
 

with specific variable arrays for the remainder of the execution of the
 

program. On return from SUBPR a message
 

..... END OF PROGRAM .....
 

is printed on the output file to indicate the end of program execution.
 

At that time, should the user wish to continue execution of SYSOPT with
 

the optimization sub-component, it is necessary to load and execute
 

program MAINOPT.
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Significant Component Variables
 

NTS 	 contains the number of variables represented by the time
 
series TTS in a parameter estimation problem. In an optimal
 
control problem, set NTS = MOUTS.
 

NDP contains the maximum number of data points in the NTS time
 
series. In an optimal control problem set NDP = 1.
 

NVAR contains the number of input parameters or control variables,
 
XIN(1), XIN(2), ..., XIN(NVAR) in the simulation SIM.
 

MOUTS contains the number of output variables, XOUT(1), ..., XOUT(MOUTS),
 
in the simulation SIM.
 

COM is an array in blank common containing all the program's
 
arrays whose sizes depend on the values of the input variables.
 

LA contains a pointer (reference location in the COM array) to
 

the NAME array.
 

LB contains a puinter to the XIN array.
 

LC contains a pointer to Lhe XOUT array.
 

LD contains a pointer to th.c ONAMES array.
 

LE contains a pointer to the PNAMES array.
 

LF contains a pointer to the NTSMO array.
 

LG contains a pointer to the TTS array.
 

LH contains a pointer to the TSAVE array.
 

contains a pointer to the STS array.
 

LJ contains a pointer to the ETS array.
 

LK contains a pointer to the INDVAR array.
 

LL contains a pointer to the TS array.
 

LM contains a pointer to the IS array.
 

LN contains a pointer to the TIP array.
 

LO contains a pointer to the NDPTS array.
 

LAST contains the current length of the COM array.
 



103
 

PROGRAM MAINPR(TAPE98=65,TAPE99=65,TAPE6=65INPUT=65,OUTPUT=65,
 
I TAPE97=659TAPEI=INPUT) 

TITLE-MAIN PROGRAM FOP THE PATTERN RECOGNITION SUB-COMPONENT 
OF SYSOPT
 

PURPOSE-INPUT OF VARIABLES FIXING SIZE OF SUB-COMPONENT
 
ARRAYS, EXTENDING BLANK Z04MON TO MAKE ROOM FOR THESE
ARRAYS AND TRANSFER OF PROGRAM EXECUTION TO THE SUBPR
 
SUBROUTINE
 

FUNCTIONS OR
 
SUBROUTINES CALLED-NEXT, SETFL, SUBPP 

CO4MON COM(W)

INPUT AND COMPUTE SIZLS OF PROBLEM DEPENDENT ARRAYS
 

PRINT 	999
 
READ 899,NTS

PRINT 	998
 
READ 899 NOP
 
PRINT 	99f
 
READ 899,NVAR

PRINT 	996
 
READ 899,MOUrS
 
NIND=4*NVAF,+i 
NTD=NTS*NOP
 
NTD2=2*NTO
 
NTW=NTS+MOUTS
 

COMPUTE SIZE )F EXTENOEO COMMON BY UPDATING LAST WITH CALLS
 
TO NEXT
 

LAST=l
 
LA=NEXT (LAST,NVAR)
LB=NEXT (LAST,NVA.)

LC=NEXT (LASTNTW)
LD=NEXT (LAST,MOUTS)

LE=NEXT (LASTNTW)

LF=NEXT (LAST.,MOUTS)
 
LG=NEXT (LAST,NTOJ

LH=NEXT (LASTNTO)
LI-NEXT (LAS (,NDP)

LJ=NEXT (LAST, NDP)
LK=NE XT (LAST, NINO)
LL=NEXT (LASTNT02)
LM=NE XT (LAST,Zi. )
LN=NE XT (LAST, NTS)
LO=NEXT (LASTNTS)

SETFL 	(A COG kOUTINE) EXTENDS BLANK COMMON TO $LAST( WOPDS.
IN EFFECT CALL SETFL (COM(LASTH) HAS THF SAME RESULT
 
AS REPLACING
 
COMMON COI(i)


BY 
COMMION COM (LAST)

CALL SETFL (GOM (LASr))
TRANSFER CONTkOL OF Pi;OGRA EXECUTION TO SUBROUTINE SUBPR,


PASSING COM ELEMENTS TO ASSOCIATE WITH FIRST ELEMENTS
 
OF SUB-COIPONENT ARRAYS IN SUBOR


CALL SUBPR(COM(LA),COM(LB),COM(LC),COM(LJ),COM(LE),COM(LF),COM(LG)
I,COM (LH) ,COM(LI) ,COM (LJ) ,COM (LK) ,,CM (LL), COM (LM), COM (LN), 3OM (LO) 
2NTS , NTWNDPNVAR,MJUTSNIN,)
PRINT 	995
 

899 	 FORMAT(I3)

999 	 FORMAT(* TYPE IN THE NUMBEF OF TIME SERIES-NTS (I3)4

998 	 FORMAT(* TYPE IN TIE MAXIMUM NUMBER CF 3ATA POINTS-NOP (I3)*)
997 	 FORMAT(* TYPE IN THE NUMBEF OF INPUT VARIABLES-NVAP (I3)*)

996 	 FORMAT(* TYPE IN T-HE NUMBE OF 40)EL OUTUTS-MOUTS (I3))
995 	 FORMAT(* .oo..END OF PROGRAM.,...' 

END 
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Subroutine SUBPR
 

This subroutine handles all the necessary input of simulation model
 

parameters, decisions based on interactive variable values, and logic
 

execution of the sub-component. Calls to subroutines that smooth the
 

real world time series, print and/or plot time series, and calculate
 

model outputs are all made from SUBPR.
 

The flow chart of the pattern recognition sub-componen in the
 

"Subroutine Control Flow Chart" is essentially of the structure and
 

logic of this subroutine.
 

Through input of variables to SUBPR, there are many data manipula

tion and plot/print options available to the user. 
 For example, in the
 

sub-component it is possible to compare in either a 
graphical or tabular
 

manner real world data, model outputs, and smoothed time series. Thus,
 

decisions can be made as to whether or not to use the actual 
or smoothed
 

time series for further investigation with the optimization sub-component.
 

In either a parameter estimation or policy decision problem the graphical
 

and tabular output can 
be used to examine the behavior of the model to
 

determine whether the model exhibits reasonable behavior and also to
 

isolate feasible regions of input variable values for further study.
 

Included in SUBPR is the option of writing on a permanent file in
 

the computer, system variables such as 
input and output variable names,
 

and real world and smoothed time series. 
 This file can then be stored
 

for later use with the optimization sub-component, thus minimizing the
 

input of duplicate information to the different sections. 
 For further
 

information on this capability see the section "SYSOPT Use of Input-


Output Tapes" in a later section of this guide.
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There are six major sub-component functions that are either exe

cuted or directed from SUBPR. These are: (1) Input of variable and
 

problem description parameters, (2)Smoothing of real world time series
 

(ifdesired) by an appropriate linear or quadratic polynomial filter,
 

(3)Generation of model outputs for either comparison with the smoothed
 

real world time series or for model behavioral studies, (4)Execution of
 

the simulation SIM in a normal mode, (5)Generation of the local computer
 

file for information transfer between the pattern recognition and opti

mization sub-components, and (6)Plotting and/or a printing of real
 

world time series, smoothed real world time series, and model outputs.
 

These functions are performed in the order implied by the "System
 

Interaction/Output Flow Chart" found in the User's section of this
 

guide. Upon completion of the execution of SUBPR, control is returned
 

to MAINPR.
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Subroutine Argument List
 

NAME(J) contains the name of the Jth input parameter or 
control variable (maximum of six characters). 
J = 1,NVAR. 

XIN(J) contains the current value of the Jth input variable. 
J = 1,NVAR. 

XOUT(J) contains the current value of the Jth output variable. 
XOUT is updated every DT time step in the simulation 
SIM. 
J = 1,MOUTS. 
In addition XOUT is used for temporary storage in the 
subroutine PLOT. 
J = 1,MOUTS+NTS. 

ONAMES(J) contains the name of the Jth output variable. 
J = 1,MOUTS. 

PNAMES(J) contains the name of the Jth variable that is to be 
printed/plotted with the PLOT subroutine. 
J = 1,NTS+MOUTS. 
Variable names A, B, C, D, ...correspond to the 
smoothed time series corresponding to XIN(1), XIN(2), 
XIN(3), XIN(4), ... 

NTSMO(J) containstAhe number of the model output corresponding 
to the J time series. This array is used for selecting 
subsets of model outputs and time series for printing/ 
plotting. 
J = 1,MOUTS. 

TTS(J,JJ) contains the JJth element of the Jth time series for 
a parameter estimation problem. 
J = 1,NTS. 
JJ = 1,NDPTS(J). 

TSAVE(J,JJ) contains the model gIM) output corresponding to the 
JJ point of the J time series. 
J = 1,NTS. 
JJ = 1,NDPTS(J). 

STS(J) contains the Jth point of a real world time series 
that is to be smoothed by the polynomial filter 
subroutine SMOOTH (temporary storage). 

ETS(J) contains the Jth point of a smoothed real world time 
series obtained by smoothing STS in SMOOTH (temporary 
storage). 
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INDVAR 	 contains the subscripts of output variables that are
 
to be printed/plotted with subroutine PLOT. In
 
particular
 
INDVAR(1) = m
 
INDVAR(2) ="I
 
INDVAR(3) = m
 
INDVAR(4) =
 

INDVAR(2J-1) m
 
INDVAR(2J) = -m
 
INDVAR(2J+I) =
 
causes the variables corresponding to the m1 , m2 , .. ,
 
subscripts to be printed and/or plotted.
 
Dimensioned to 4*NVAR+l.
 

TS(1,J,JJ) 	 contains the jjth element of the Jth time series (smoothed 
real world or actual real world) that is to be input into 
the optimization sub-component for solving a parameter 
estimation problem. 
J = 1,NTS. 
JJ = 1,NDPTS(J). 

IS 	 is an integer array containing component control variables
 
affecting execution paths of the pattern recognition
 
sub-component.
 

TIP(J) 	 contains the initial point (ifknown) of the Jth time
 
series in a parameter estimation problem.
 
J = 1,NTS.
 

NDPTS(J) 	 contains the number of data points in the Jth time
 
series for a parameter estimation problem.
 
J = 1,NTS.
 

NTS 	 defined in MAINPR variable lists
 

NTW 	 contains MOUTS+NTS
 

NDP 	 defined in MAINPR variable lists
 

NVAR 	 defined inMAINPR variable lists
 

MOUTS 	 defined in MAINPR variable lists
 

NIND 	 contains 4*NVAR+1
 

Additional Significant Component Variables 

KEY = 0 if there was no smoothing of the real world time 

series 

0 if there was any smoothing, linear or quadratic 
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IPLOT = 0 for normal objective function evaluation (see
 
optimization sub-component subroutine FUNC)
 

0 for writinq model outputs on a computer tape for 
plotting 

ISWITCH I if the simulation model is to be used for objective
 
function evaluation or plotting
 

1 for normal execution of the simulation model
 
(print, interaction, etc.)
 

INT 	 contains the number of DT time steps corresponding to
 
the real world data sampling interval in a parameter
 
estimation problem or the desired sampling interval in
 
a behavioral study of the model
 

ITT 	 contains a line printer parameter that causes blank
 
lines to be printed so as to match time scaies between
 
a real world data study and a behavioral study of the
 
model SIM. ITT = n causes the printer to skip n lines
 
between plot points when plotting the real world or
 
smoothed real world time series
 

DT 	 contains the basic time step size of the simulation
 
model SIM
 

DUR 	 contains the length of the time horizon of the model
 
SIM
 

IS(1) 	 = 0 for a parameter estimation problem and 

= 1 for an optimal control problem
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SU3ROUTINE SUBPR(NAMEXINXOUT,ONAMESPNA4ESNTSMO,TTSTSAVESTS,
C1ETStIND ARTIS,Tl P,NOPT NTS,NTW,NOP9,NVARqMOUTS,INDI 

C TITLE-SUBPR IS THE MAIN SUBROUTINE IN THE PATTERN RECOGNITION
C SU'3-COMFONENT OF SYSOPT 
CC PURPOSE-INPUT OF VAFIABL7 AN) PROBLEM DESCRIPTION PARAMETEPS,C CONTROL SMOOTHING OF TIME SERIES CONTROL SIMULATIONC EXEUTION, DIRECT PLOT/PRINT OUT UT OPTIONS, AN)C GENERATE 'OMPUTER FIL- FOR INFOPMATION TPANSFER FROM THE
C PATTERN RECOGNITICN SUB-COMPONENT TO THE OPTIMIZATION

C SUB-COMPO4ENT 
C
C FUNCTIONS OR SUBROUTINES CALLED-SMOOTH, PLEDGE, SI1, PLOT
C 

OIMENSION NAME(NVAk),XIN(NVAI.9XOUT(NTW 
 ),ONAMES(MOUTS),
IPNAMES(NTW),NTSMO(OUTS),TS(,NTS,NDP),STS(N,P),.ETS(NDP)
eIN)VAR(NIND),IS( E),TIP(NTSJ;,NOPTS(NTS),TNAMES(20)
DIMENJION TT (NTS, 'OP) 6TSAVE(NTS,N0P)
DATA TNAMES/IHA,1H3,1HC,iH 
IHE,iHF, IHG,lHHIHIIHJHKiHL91HM,


1 iHN,1HO,.HPZHQ,1HR, 1HS, HT 

C INITIALIZE KEY, IPLOT, AND ISWITCH TO INDICATE NO SMOOTHING
C OF REAL WJRLO TIML 3ERIES, WRITING MODEL (SIM) OUTPUT
C ON A LOCAL COJPUTER FILE FOc PLOTTING, AND
C SIMULATION MODEL EXECUTION 
IS TO 3E USED FOR EITHERC OBJECTIVE FUNCTION EVALUATION OR PLOTTING
C
 

KEY:Q

IPLOT=
 
ISWITCH=l
 

C
C I14PUT VARIABLE AND PROBLEM DESCRIPTION PARAMETERS IN ANC INTERACTI;E
 
C MODE
 
C -INPUT VARIABLE NAMES-


PRINT 998
 
READ 898,(NA'E(J•J=., NVAR)


C -INPUT VARIABLE DEFAULT VALUES-

PRINT 997
 
READ 897,(XIN(J),J:1,NVAR)
C -INSTRUCTION ELEMENT IS(1) 
= C FOR A PARAMETEQ ESTIMATIONC PRO.3LEM AND IS(i) t 0 FOR AN OPTIMAL CONTPOL PROBLEM-

PRINT 996
 
READ 896,IS(l)


C 
 -OUTPUT VARIA.3LE NAMES-

PRINT 994
 
READ 894, (ONAMES(J) ,J=1,MOUTS)
C -SIMULATION A4 PLOTTING PARAMETERS
 
PRINT 991
 
READ 891,INToITT,DT,DUR
 

C

C TEST FOR PARAMETER ESTIMATION OR OPTIMAL CONTROL PROBLEM
 
C IF(IS(;).NEJ) GO TO 16
 
C 
 INPUT REAL WORLO TIME SERIES FROM TAPE97 

PRINT 10L 7
 
READ 2LGANS
 
IF(ANSEQ2,HNO) GO TO lOv
C READ TIME SER-ES FROM TAPE97 
O0 LUl J=1,NTS
 
NOPTS (J)=NOP
 

1i0 NTSMO(J)=J

DO I.L2 JJ=1,NOP


1O READ(97) (TTS(J,JJJJ=1,NTS)

GO TO 103
 

100 CONTINUE
C INPUT REAL WORLD TIME SERIES IN AN INTERACTIVE MODE
00 1 J=1,NTS
 
PRINT 993,J
 
READ 893,NOPTS(J)

PRINT 9951
 
READ 8931,NTSMO(J) 
JJ:NDPTS (J)

PRINT 992


I READ 892,(TTS(JJJ),JJJ=JJ) 
103 CONTINUE 
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C TIME SEPIES
C SMOOTH REAL WJRLD 

PRINT 99C
 
READ 89G,NS
 
IF(ANS.EQ 2HNO GO TO 2
 
KE¥=1
 

TIME SERIES
SMOOTH WITH INITIAL VALUES OF
C 

PRINT 	989
 
READ d89,ANS
 
IF(ANS.EQ.2HNO) GO TO 3
 
ITIP:J
 

C INPUT INITIAL VALUES OF TIME SERIES
 
PRINT 988
 
READ 888,(TIP(J),J=i,NTSl
 
GO TO
 

3 	 CONTINUE
 
ITIP=L
 

4. 	 CONTINUE SMOOTHING
 
C SELECT NO SMOOTHING, LINEAR SMOOTHING, OR QUAfIRATIC 


FOR EACH INDIVIDUAL TIME SERIES
C 

PRINT lulU
 
00 8 1=i NTS
 
IOIM=NDPS (I)
 
PRINT 108gONAMES(I)
 
READ ILg9,M
 
00 9 J=zjIOIM
 = T S (I ,J)
IF(M.EQ.I ETS (J)

STS(J)=TTS(I,J)
9 	 IF(ITIPoEQ.Z) TI-TIP(I)
 

IF(MEQo.J) GO TO 6: THE TIME
PERFORM TIE SMOOTHING OF 
C CALL SU3ROUTINE SMOOTH TO 

SERIES
C 	

STS IS THE TIM- SERIES TI BE SMOOTHED

C 


ETS IS THE SMOOTHED TIME SERIES OM RETURN
 
C 	

IDIM IS THE LENGTH OF STS (OR ETS)

c 	 IS USED FOR SMOOTHING
ITI:' = IF NO INITIAL VALUEC 
 CC OTHERWISE
C 	

TI IS THE IN;ITIAL VALUE OF STS (IF KNOWNI
 
C 

M IS THE DEGREE OF THE POLYNOMIAL FILTER M=l OF. 2
 
C 

CALL SMOCTH(STSETSIDIMITIP,TI ,)
 

6U 00 lu J=I.,IOIM
 
TS(1 I,J)=ETS(J)
 

8 CONTINUE
 
£1 CONTINUE
 
C	 

PRINT/PLOT OF TIME SEFIES
C 

PRINT 986
 
READ 886 ANS
 
IF(ANS.E.2HNO) GO TO 12
 

ARRAYS FOR FLOTTING
C 	 CONSTRUCT 

DO 15 J=IMOUTS
 

15 PNAMES(J)=ONAMES(J)

DO 25 J=1,NTS
 
NTSJ=MOUTS+J
 

25 	 PNAMES(NTSJ)=TNAME3(J)

NTW=NTS MOUTS
 

TO PRINT HEA)ER INFORMATION ON TAPE99
 C 	 CALL SU3ROUTIlE PLEDG= 

FOR PLOT/PRINT,
C 	 THE NAMES OF ALL POSSIBLE PLOT
PNAIES CONTAINS
C 


VARIABLES
C 
 A DUMMY ARGUMENT
C 
PLEDGE(39,NTW, PNAMESXOUTI
 

XOUT IS 

CALL 


C 
TO GENERATE MODEL OUTPUTS CORRESPONDING TO XIN
 

C CALL SIM 

I=INT*ITT
 
IPLOT=2	 MOUTS,

CALL SIM(XIN,XOUT,T,DT,PP,I,IPLOT,TTSNTSNSET'ISWITCHwNVAP' 

.L 1,PZ,NTIMES,IS)
 

C PRINT HEADER INFORMAT:ON ON J
PLOT OUTPUT FILE-TAPE6
 
=	 3
 

WRITE (6,IALI) (J,NA M E(J) " XIN(JJ !qNVA-'


WRI TE (6, IOL4)
 
(J,T:NAMES(J),OrNAMES(NTSMO(J)),J=i,NTS)
WRITE(6,1'6J 


SELECT OUTPUT VAFIAILES TO BE
 
C 	 CONSTRUCT INDVAR ARFAY TO 

C 	 I1=1 PRINT/PLOT
 

http:IF(ANS.EQ


00 35 J=..NTS 
IN)VAR(II)=NTSMO(J)
 
II=II+i
 
INIVAR(II)=-NTSMO(J)

II:II+1 

35 CONTINUE
 
O0 45 J-itNTS 

INIVARII)=MOUTS+J

II=II+i
 
INDVAR(II) =-MOUTS-J
 
II=II+1
 

45 CONTINUE
 
INDVAR(II) =U 

.PRINT 984
 
C SLLECT PRINT AN3/OR PLOT OPTIONS
 

READ 884,NTYPE

C CALL SULIROUTI4E PLOT TO PLOT ANO/OR
C PRINT ACTUAL SEAL WORLD TIME SERIES

CALL PLOT(99,XOUT,1NOVARNTIM_-:StNTYPE, INT)
R-WIND. 99 

I IKEY.EQo.) GO TO 16C IF SMOOTHING OF TIME SERIFS WAS DONE, PRINT/PLOT SMOOTHED
C TIME SE, I-S

00 5 M= 1 
O0 55 J=1,NTS

JJ:NUPTS (J)
DO 55 JJJ=l,JJ 

55 TSAVE(JjJJJ)=TS(1, JJJJ)
CALL PLtOGE(39gNTW,PNAMESXOUT)WRI T t (6vI&, 51 M 

CC 
 CALL SIM TO GENERATE MODEL OUTPUTS FOR COMPARISON WITH
C SMOOTHEO TIME SERIESCALL SIM(XIN, XOUTTOTPPIIPLOTtTSAVE, NTS,NSETISWITCHNVAR,
I MOUTS, , P2,NTIMESISJ

CALL PLOT(99, XOUT, 
REWINO 99
 

56 CONTINUE
 
2 CONTINUE
 
16 CONTINUE
 
12 CONTINUE

C PLOT/PRINT OF 

C USER
 

INI=1 
PRINT 8LoL 
READ 7LG,ANS

INDVAR, NTIMES,NTYPEINTI 

MOOFL OUTPUTS -R VALUES OF XIN AS INPUT BY 

IF(ANS.EQo.2HNO) GO TO 90
C PRINT INPUT V4RIABLE NAM-S AND PRESENT 9EFAULT VALU-S-
C ALLOWING JSER TO MAK-- CHANGES IF 
DESIRED

PRINT 799, (JNAME(J),XIN(J),J=1,NVAR)

PRINT 798
 
READ 698 NCHG

IF(NCHG.EQ.u) GO TO 23 
00 21 J=,NCIG
 
PRINT 797
 
READ 697,JJXIN(JJ)


21 CONTINUE 
23 CONTINUE
C SELECT OUTPUT VARIABLES DESIRED 

C APPROPRIATE INDVAk ARRAY


PRINT 796, (J,ONAMES(J),J=:,MOUTS)

PRINT 795
 
READ 695,NOS

JJJ=$
 
00 22 J=1,NOS

PRINT 794
 
READ 694 ,JJ
INDVAR(JJJ)=JJ
JJJ=JJJ+l 
IN3hAR(JJJ)=-JJ

JJJ=JJJ+1
 

22 CONTINUE
 
INDVAR(JJJ)=l
PRINT 984
 
READ 693,NTYPE

PRINT 792
 
READ b92,ITT
 

FOR PFINT/PLOT AND CONSTRUCT
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NTIMES=DUR/(OT#ITT) +o061 
C PRINT HEADER INFORMATION FOR INPUT TO PLOT SUBROUTINE


CALL PLEDGE (99,MOUTS, ONAMES, XOUT)

C
C 	 CALL SIM TO GENERATE MODEL OUTPUTS CORRESPONDING TO XIN

IPLOT=l 
ISWITCH=z

CALL SIM(XINXOUTTOTPPITTtIPLOI, TSAVENTStNSETtISWITCHtNVARt 

£ MOUTSfl±PfNTIMEStIS)

C PRINT OUTPUT INFORMATION ON TAPE6-PLOT 
OUTPUT FILE
WRITE( 6,100) (JNAME(JlXIN(J)tJ=1tNVAR) 
C CALL PLOT SUBROUTINE TO OUTPJT PLOT/PQINT ON TAPE6
CALL PLOT(99,XOUTINOVARtNTIMEStNTYPEINT)
 

REWIND 99
 
90 	 CONTINUE
 
CC 
 NORMAL EXECUTION OF SIM SUBRJJTINE (SIMEX STUDY)


PRINT 791
 
READ 691,ANS

IF(ANS.EQ.2HNOI GO TO 98


C 	 NORMAL SIM EXECUTION 
91 	 ISWITCH=u


CALL SIM(XINv XOUT,1,OTPP, ITT, IPLOT, TSAVE, NTSNSETISWITCHNVAR,
I MOUTS, ,P2,NTIMESIS)
 
ISWITCH=i
 

CC 	 CONTINUE NORMAL SIM EXECUTION STUDY
PRINT 790
 
READ 69G,ANS
 
IF(ANS.EQ.3HYES) GO TO 91


98 	 CONTINUE
 
CC CONTINUE PATTERN RECOGNITION 


PRINT 789
 
READ 689,ANS

IF(ANS.EQ.3HYES) GO TO 12 

C 
 WRITE 	TAPE98 FOR INFOPMATION 

C 	 SUB-COMPONENT 

PRINT 10 2
 
READ IL03,ANS

IF(ANS.EO.EHNO) GO TO 99 

19 	 CONTINUE

WRITE (98) IS(l)

WRITE (98) NVAR
 
WRITE(98) (NAME(J),J=i,NVAR)

WRITE (98)MOUTS

WRITE (98) (ONAMES(J) ,J=1,MOUTSI
IF(IS(1) NEo) GO TO 18WRITE(98) (NOPTS(JJ=&,NTS)
WRITE (98)KEY

00 17 	J=1,NTS

JJ=NDPTS (J)
WRITE(98)TTS(J, JJJ)JJJ=, JJ)

17 CONTINUE 
IF(KEYoEQ,O) GO TO 15 
00 ±Ta M=Ii, 
00 17; J=iNTS

JJ=NOPTS (J)

WRITE(98)(TS(MJ,JJJ),JJJ=1,JJ) 

L72 CONTINUE
 
171 CONTINUE
 
18 COTINUE
 
99 CONTINUE
 

RETURN
1000 


STUDY
 

TRANSFER TO THE OPTIMIZATION
 

FORMAT(*eTHE NUMdER, NAME, 
AND DEFAULT VALUES OF THE INPUT VARIA3L
IES FOR THIS PRINT/3LOT ARE.../(* *,I3,3XqA6,3X,FB.3)p
±0O 	 FORMAT(*iTHIS PLOT/PRINT CONTAINS THE REAL WORLD TIME SEDIES (XI,ITHE SMOOTHEO TIME SERIES M=. (XX)v AND 11=2 (XXX)-)
,02 	FORMAT(* TYPE YES TO WRITE TAPE93 (A6)*)
3 FORMAT(A6)1004 FORMAT(iHG, * THIS PLOT/PRINT CJNTAINS THE REAL WORLD DATA AND THEi CORRESPONDING 
MODEL 	OUTPUTS'I 
 THE VARIABLE3 CORRESPOND AS fOLLOW

2S...*/)1005 	 FO;MAT(IH1,. THIS PLOT CONTAINS THE MODEL 
OUTPUTS AND THE SMOOTHED
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I (M-4,129*)TIME SERIES WITH VARIABLES CORRESPONDING AS IN THE LAST

I PRINT/PLOT*/)
L.JLO FORMAT(IH ,I93XgAbX A0
 

7 FOIMAT(* TYPE YES TO RA 
TIM:' SERIES FROM TAPF97 (A6)')

7 FORMAT(A6)


1008 FORMAT(* TYPE IN M FOR THE TIME SERIES 4, P6,' (I1)0

1009 FORMAT(I3)

±Mg0 FORMAT(* FOR THE SMOOTHING M=U=REAL WORLD To Se, M=1=LINEAR FILIT,


i AND M=2=QUADRATIC FILT. 4)9931 FORMAT(* TYPE THE 4UMBER OF THE MOJEL OUTPUT CORRESPONDING TO THE 
ITIME SERIES (I3)')

8931 FORMAT(I3)
999 FORMAT(* TYPE IN NUMBER OF INPUT VARIAr3LES (131'*

899 FORMAT(I3)

998 FORMAT(* TYPE IN THE INPUT VARIABLE NAMES (10A614)

898 FORMAT(IuA6)

997 FORMAT(* TYPE 
IN TIE DEFAULT VALUES FOR THE VAPIABLES (7FI0.3)')

897 FORMAT(7F10.3)

996 FORMATt. TYPE k IF P E PROaLEM AND L IF NOT (Ii)*l

896 FORMAT(I1)

995 FORMAT(* TYPE NUMB-"R OF MOCEL OUTPUTS (13)*l

895 FORMAT(I3)

99. FORMAT(* TYPE OUTPUT VARIAELE NA4ES (iCA614)

894 FORMAT(ILA6)

993 FORMAT(* TYPE 
THE NUMBER OF UATA POINTS IN THE TIME SERIES',I3, C
 

113)')

893 FORMAT(13)

992 FORMAT(* TYPE IN THE TIME SERIES POINT 3Y 
POINT (7Fi0.3)')

892 FORMAT(7FIC,3)991 FORMAT(* TYPE IN INTITT,OT,DUR FOP. SIMULATION, (214,2F8.3) )

891 FORMAT( I4v2F8*3)

990 FORMAT(i TYPE YES TO OBTAIt' SMOOTIING OF TIME SERIES (A6)*)
890 FORMAT(Ab)

989 FORMAT(* TYPE YES FOR SMOOTHING WITH INITIAL VALUES (A6)')

889 FORMAT(A6)

988 FORMAT(* TYPE IN INITIAL VALUES FOR SMOOTHING (7F13.3)4)

888 FORMAT(7FL.3)

986 FORMAT(* TYPE YES :OR PRINT/PLOT OF TIME SERIES (A6)* )
 
886 FORMAT(A6)

985 FORMAT(* TYPE NO FOR SEPARATe. OUTPUT OF TIME SERIES (A6)')

885 FORMAT(A6)

984 FORMAT(* TYPE IN N1YPE FOR PLOT OR PRINT OP BOTHI'* NTYPE=w FO;


1USER SpPECIFIED SCALING OF PLOT-/* 
 =i FOR RANGE OF SCALES S
2ET BY ACTUAL MAX, MIN'/* =2 FOR TIME SERIES AND USER SPECI
3FIED SCALES*/* =3 FOR TIME SERIES AN9 CALCULATED SCALES*/*
4 =4 FOR TIME SERIES ONLY*/ * (I1)')

88. FORMAT(I1)

800 FORMAT(* TYPE YES FOR PLOT/Pf<INT OF MODEL OUTPUTS (A6)*I

700 FORMAT(A6)

799 FORMAT(* THE NUMf3Ek, NAME, AND DEFAULT VALUE FOR THE INPUT VARIABL 

lES ARE,..'/(* #,I393XA6,3XF8*3)l798 FORMAT(* TYPE IN THE NUMBEF OF VALUES TO BE CHANGEO (13))

698 FORMAT(13).

797 FORMAT(* TYPE IN THE NUMBEF AND VALUE FOR A VARIABLE (I3,FBo3)*J

697 FORMAT(I39F8.7)

796 FORMAT(* THE NUMBER AND NAME OF THE OUTPJT VARIABLES ARE, */(* at
 

lI3,3XA6))
795 FORMAT(* TYPE IN TIE NUMBEF OF OUTPUTS TO RE PLOT/PRINT (I31)

695 FORMAT(I3)

794 FORMAT(* TYPE IN A NUMBER CF AN OUTPUT VARIABLE FOR P/P (13)-)

694 FORMAT(Q3)

693 FORMAT(Il)

792 FORMATA* TYP- IN THE INTERVAL OF 3T UNITS FOR OUTPUT (I4)- ) 

692 FORMAT(I4)
791 FORMAT(* TYPE YES zOR SIMEX STUDY OF MODEL (A6)*J

691 FORMAT(A6)

790 FORMAT(* TYPE YES FOR MORE SIMEX STUDY (A6)41

691 FORMAT(A6)

789 FORMAT(* TYPE YES TO CONTINUE PATTERN PECOGNITION STUDY (A6)0)

689 FORMAT(A6)
 

END
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Subroutine SMOOTH
 

Smoothing of the real world time series is accomplished in the
 

pattern recognition sub-component within the subroutine SMOOTH. 
 By
 

interaction with the SUBPR subroutine, a user may select either a linear
 

or quadratic moving polynomial filter. 
 In order to reduce the amount of
 

computation necessary to perform the smoothing the subroutine uses
 

Legendre orthogonal polynomials. The smoothing capability of SYSOPT
 

allows the user to filter an extraneous zero-mean noise component out of
 

the real world time series. Thus, (1)more accurate comparisons between
 

real world data and model outputs can be made, and (2) the smoothed time
 

series can provide a better basis for solving parameter estimation
 

problems with the optimization sub-component.
 

To explain how the subroutine performs smoothing of time series, it
 

is necessary to develop the mathematical techniques used in moving
 

polynomial filters [5]. First, defining
 

= 
(L+j+1(J+1)
C 
i (2j+I)L (j)
 

with L+1 equal 
to the number of data points used for smoothing,
 
I(j ) : 
(l-l)(l-2)...(l-j+l)
 

and
 

Wt(x) I be sjhon k +k L(k)
3 k=O k JLk 

then it can be shown that
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n n 1 i=j
 

J0 0 Wj(x)Wi(x) ={0ivj
 

If the L+1 data points to be smoothed by the filter are:
 

Yn-L' Yn-L+I' ...' Yn
 

and m is the order of the filter, then the smoothing polynomial is
 

defined to be (p*(x)) n-the polynomial of degree m that minimizes a sum
 

of squared errors criterion kn' where
 

L
 
9n =x 0(Y"n-L+x - (p(x))n)2
 

m
 
and (p(x))n = j=OZ (bj)nWj(x)
 

Inorder to find the (p*(x))n that minimizes 2n one sets
 

dnen
 

den = 0 for j 
= 0,1,...,m
 

obtaining
 

m
 
(P*(x))n Zo(b.)nWj (x)
 

j=O
 

b*L 
where(b* n X~nL Yn.+ W.(x) for j = 0,1 ... m= 0 n-LxX 
 ''
 

The subroutine SMOOTH has the capability of smoothing with m equal
 

to one or two depending on whether the user wishes to have a linear or
 

quadratic filter. The value of m that should be used ina given application
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depends on the form of the real world time series, the amount of informa

tion it contains, and the type of noise corrupting it.
 

A value of L+1=4 or L=3 was chosen for the smoothing subroutine so
 

that the least number of data points consistent with smoothing would be
 

used. Thus, the smoothing process, performed with a minimum loss of
 

information, does not degenerate into curve fitting through data points.
 

The subroutine has the additional capability of smoothing with or
 

without initial values of time series. In other words if a time series
 

is known to have started at a particular value, then this information is
 

weighted heavily in the construction of the initial portion of the
 

smoothed time series. The value of the integer switch ITIP determines
 

if this capability is incorporated into the smoothing.
 

In the subroutine PONE(x) and PTWO(x) are the first and second
 

degree Legendre orthogonal polynomials that are used in the smoothing
 

process. Similarly C(I) corresponds to C. defined earlier. There is
 

additional programming logic in the subroutine to handle the case in
 

which IDIM is odd and the case inwhich IDIM iseven, where IDIM is the
 

number of points in the time series. Finally the smoothed time series
 

is begun and ended with points of the original time series as there are
 

not sufficient data for smoothing.
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Subroutine Argument List
 

TS(J) 	 contains the Jth element of the time series to be smoothed
 
by a linear or quadratic polynomial filter.
 
J = 1,IDIM.
 

ETS(J) 	 on return from SMOOTH, contains the jth element of the
 
smoothed time series.
 
J = 1,IDIM.
 

IDIM 	 contains the length of the real world time series TS
 

ITIP 1 	if an initial value of the time series TS is known
 
with confidence
 

1 if no initial value of the time series TS can be
 
relied upon as accurate
 

TIP if ITIP = 1, then TIP contains the initial value of the
 

time series TS
 

if ITIP 1, then TIP is not used
 

M 	 contains the desired degree of the polynomial filter,
 
M = 1 or 2.
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SU3ROUTIhE SIOOTH(TSETSI)IM,ITIPTIPM)
 
C 	 TITLE-S4OOTH IS A SUBROUTINE FOR S4OOTHING REAL 
WORLD 	TIME
C 
 SERIES
 
C
C 	 PURPOSE-FILTER 
ZERO-MEAN CORRUPTING NOISE FROM TIME SERIES
C 	 TO# 

C 	

(1) ALLOW MOrE ACCURATE COMPARISONS BETWEEN TIME
SERIES AND MODEL OUTPUTS, AND (2) PROVIDE A BETTER
 
BASIS
C 	 FOR SOLVING PARAMETER ESTIMATION PROBLEMS WITH THE
.C 	 OPTIMIZATION SUB-COMPONENT
 

CC FUNCTIONS OR SUBROUTINES CALLED-PO(DEFINED INTERNAL TO
C 	 SUBROUTIN ), PONE(OEFINED INTERNAL TO SUBROUTINEI,
C 	 AND PO(DEFINED INTEK14AL TO SUBROUTINE)

C
 

DIMENSION TS(lJ ,ETS (i),Y(4),C(3)

REAL L'
C 	 CONSTRUCT ZERO, FIRST, 
AND 
SECOND DEGREE LEGEN.RE ORTHOGONAL
C 
 POLYNOMIALS
PO(X)=,00
 

,
PONE( X)=1,0"29*X/3

PTWO (X l ,2, X X( X-i )
 

C 	 L=3 CALCULATE C(J) -
LEGENORE POLYNOMIAL WEIGHTING COEFFICIENTS
 
Ct)
C(2) =L+i=(L 2)* (L I)/(3** L)

C(3) = (L 31 *(L+2)-*(L 1! / (5,4'L*= (L- 1)J 
IOIV= (IDIM-i)/2
C 	 CALCULATE ITEST-SWITCh THAT DETERMINES 
WHETHER II0 IS ODD OR
C 
 EVEN


C 	 ITEST = L IF IDIM IS E7VE4C 	 ITEST 0 IF IOIM IS 
OJO

ITEST=IOIM-2. (IDIM/2)


C
C 
 GO THROUGH ACTUAL SMOOTHING LOOP IJIV (GRFA'TEST INTEGER <
C 
 IDIM/2) TIMES EACH PASS THROUGH LO00 
 COMPUTE TWO
C 	 SMOOTHED ELEMENTS OF ETS
C 	 FROM FOUPETS(J) AND ETS(J4I) 	 DATA POINTS OF TS.
ARE -04PUTEJ FROM TS(J-i),TS(J),
C 	 TS(J+l),T:(J+2), EXCEPT FORC 	 THE END POINTS ETS(1),ETS(2),LT(IDIM1-i), AlD ETS(IDIN; WHICH M1AY BE SETC 	 EQUAL
C 	

TO THE END FOI1TS OF TS. (DIFFEPENT PROCEDURES
FOR IOIM ODD AND EVEN.) NOTE A-SO THAT IF AN 	INITIAL
C 
 VALUE 	I KNOWN (ITIP = 1),C 	 SMOOTHING PROCESS.
00 1 I=1,I0Iq
J=(I-1) *2 
IF(ITIP.EQ9) Y(1)=TIP

IF(ITIP.EQ.I) 
GO TO 	3
 
J= (I-I) 2+1
 

3 	 CONTINUE
 
JJ=J4.
 
ETS(JJ)=O.&

JJJ=JJ 1
 
ETS(JJJ)=j.,

JONE=1
 
JTWO=2

IF(I.NE. .OR.ITIP.EQ.0l Y(I)=TS(J)

Y(?)=TS(J+I)
 
Y(3) =TS (J+21

IF( I.EQ. IDIVe.AND.ITIP. EQ.O .AND.I TEST.NE9L) 


THEN TIP IS USED IN THE
 

Y(4)=Y(3)
IF(I.EQ.IDIVANDITIP.EQ.(.ANI).ITEST.N. r )GO TO 4Y('#)=TS (J 3)

4 	 CONTINUE
 

DO 2 K=1,4
 

C A= K COMFUTE OPTIMAL WEIGHTING COEFFICIENTS FOP DATA POINTS
C (1) Y(2) Y(3), Y0 )
SUMO=PO (AY1)*bO (JO4E)/C (I *PON4E(A- £) PONE (JONE)/C (2)
 
IF(M.EQ.2)SUMO=SUM+PTWO(A- )
1PTWO(JONE)/C(
3 )
SUMT=PO (A-I*PO(JTWO)/C(1)+PPNE(A-I)*PONE(JTWOI/C(2)

IF(M.EQ.2 ) SUMT=SU1T+PTWO (A-. *PTWO (JTWO)/C (3)
ETS (JJ) =ETS (JJ) SUMO*Y (K)

ETS (JJJ)=ETS(JJJ)+SUMT 4Y(K)


2 CONTINUE
 
1 CONTINUE
C 	 ASSIGN END POINTS 
OF 'SMOOTHED TIME SECIES


IMONE=IDIM-1
 

http:OR.ITIP.EQ
http:LEGEN.RE
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IF(IrIP*EQ.J) ETS(i)=TS(i)
IFITESr.EM)a ETS(IIIONE)=TSIMONE)

ETS(IDIM)=TS(IDIM) 
RETURN

END
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Subroutine PLOT
 

Subroutine PLOT, a modified version of the plotting subroutine in
 

FORDYN [4], has the capability of printing in tabular form or plotting in
 

graphical form up to twenty variables as functions of time. As the PLOT
 

subroutine writes all of its output on a local file, TAPE6, in the
 

computer, any output can be disposed to a convenient printer on request
 

from the user. This subroutine has been incorporated into the pattern
 

recognition sub-component to plot and/or print model, real world, or
 

smoothed time series.
 

At present, inSYSOPT the user may choose one of three output
 

options through selection of the value of the variable NTYPE. IfNTYPE
 

is set equal to 1, a plot, with scaling automatically set by reference
 

to the maximum and minimum values of the data, of the desired output
 

variables will be made on TAPE6. On the other hand if the user selects
 

NTYPE = 3, then both a plot with automatic scaling and a tabular print
 

of the output will be made. Finally, if the user wishes only to have
 

the tabular output data, then NTYPE = 4 should be selected.
 

Inthe subroutine, LUNIT represents the local file containing the
 

maximum number of data values, a list of the output variable names, and
 

the output data records.
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Subroutine Argument List*
 

LUNIT contains the unit input/output number on which the
 
output names, and output data values were printed.
 
(InSYSOPT LUNIT = 99).
 

VECTOR contains temporary storage for values of the output
 
variables
 

INDVAR defined in SUBPR variable lists
 

NTIME contains the number of data points for printing/
 
plotting from PLOT 

NTYPE = 1 for range of scales of plots set by actual 
MAXIMUM and MINIMUM values of the output variables 

= 3 for printing of time series and for calculated 
scales of the plots from maximum and minimum values 
of the output variables 

= 4 for printing only of the output variables 

INT defined as ITT in SUBPR variable lists 

*See Reference [4] for further explanations and definitions of
 
variables in PLOT.
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SU3ROUTINE PLOT(LUNITtVECTCR,1NDVARNTIME,NTYPEINT)
 
C
 
C TITLE-PLOT 1S A SUBROUTINE THAT PRINTS AND/OP PLOTS
 
C VARIABLES IN SYSOPT
 
C
 
C PURPOSE-PRINTING AND/CR PLOTTING OF ACTUAL REAL WORLD TIME
 
C SERIES, SOOTHED HEAL WORLD 7IME SERIES AND MODEL
 
C OUTPUTS A3 FUNCTIUNS OF TIME, UP TO TWENTY VARIABLE
 
C PRINT/PLOTS CAN BE OUTPUT FROM ONE CALL TO THE SUBROUTINE
 
C
 
C FUNCTIONS OR 3UBROUTINES CALLED-NONE
 
C
 

DIMENSION ALPHA(25)
 
INTEGER OUT,PLUSBLANKDUPALPHA
 
DIMENSION OLJT(AI),OUP(20)
 
DIMENSION VECTOR(1)
 
DIMENSION INOVAR(l)

DIMENSION VALUES(26)

DIMENSION GREAT(2Z)
 
DIMENSION SMALL(26)

DIMENSION NAMES(2S)
 

C
 
DATA ALPHA /iHALHBIHCiHO,IHEHF,1HG, HH, HIiHJIHK,iHL,.IHM,
 
+ 	 IHN,1HO,1'P, 1HQEHRIHSiHTtHU ,HVIHW,1HX,1HYIHZ/
 
DATA PLUS /I.Ht/
 
DATA BLANK/lH /

OATA LUOUT /6/
 
REWIND LUNIT
 

C RECORD NUMBER i M -- MAXIMUM NUIBER OF DATA VALUES - I R;C 
C RECORD NJMBE. NAMES -- VARIABLE NAMES 
C RECORD NUMBER GREAT -- VECTOR OF MAXIMUM VALUES 
C RECORD NUMBE 4 SMALL -- VECTOR OF MINIMUM VALUES 
C kECORO NJMBE' 5*NTIME TIME VECTOR -- PLOT DATA 
C INPUT THE INITIAL RECORD OF CONTROL INFORMATION 

REAO(LUNIT) M 
C INPUT THE VECTOR OF VARIABLE NAMES
 

READ (LUNIT) (VECTOR(K)vK=!,M)
 
CALL PLY (VECTORINOVARNAMESM,N)
C
 

IF (NTYPE) 2J~i,5LU,2000

C 	 A PLOT WITH THE SCALES SET BY THE RANGE
C OF NUMBERS IS DESIRED. 
C THIS SHOU.D NOT BL DONE OFTEN, AS IT 
C. 	 INVOLVES A DOUBLE SCAN OF THE FILE. 

2000 CONTINUE 
C THE FOLLOWING BEGINS A INVOLVED SET
 
C OF If CHECKING TO GIVE THE VERSATILITY
 
C 	 OF SEVERAL ItPUT TYDES. 
C 
C 	 - US[. SPECIFIED SCALING OF PLOT 
C 
C I - RANGE OF SCALES SET 3Y ACTUAL MAX,MIN 
C 
C 	 2 - TIVE SERIES AND USER SPECIFIED SCALES 
C 
C 3 - TIME SERIES AND CALCULATED SCALES
 
C
 
C 4 - TIME SERIES, BUT NO PLOT 
C 

READ (LUNIT)

.READ (LUNIT)

IF (NTYPE-1) 261G,2030,201


,2L2'
 
2026 WRITE (LUOUTIC05)
 

WRITE(LUOUT,1C6) NAMES(I),I=I,N)
 
IF(NTYPE-3)2u5L ,2Q3a,2C5t
 

2016 IF (NTYPE-21 20o5. , 0'J 


2030 DO 2LL 1=1,N 
GREAT(I) = -9,E2

SMALL(I) = 3.E2u
 

20'.0 CONTINUE
 
205J DO 2 LCJ I=1,NTIME
 

RjAO (LUNIT) TIM-(VECTOR(K),K=1,)

ALL PLY (VECTO,. 9ARVALUESMqN)
 

IF (NTYPE-Z)2) 7u,2L 6,2j5
 
206t WRITE (LUOUTljC7) TIME,(VALUES(K),K=i,NI

207u IF(NTYPE-3) 2C3C,2.90,2080
 
2080 IF(NTYPE-1) 220.Q,2C90,22QI.
 



2090 	00 Z.AJ J=1,N
 
GR-'AT(J)= AMAX1(GR-AT(J)tVALUES(J))

SHALL(J)= A N1(SAMiLL(JlVALUESfJfl 
CONTINUE
 

iiss 	CONT I1UE
 
IFINTYPE-4122IL,9999,2213
 

221@ CONTINUE
 
REWIN] LUNIT
 

2220 	CONTINUE
 
IF INTYPE-1) 222,E2409225
 

2225 CONTINUE
 
IF(NTYPE-3) 230,22+0,2230
 

23U CONTINUE 
00 2235 J=1.3
 
READ(LUNIT)


2235 	CONTINUE
 
GO TO 30(0
 

2240 00 225 J=i,4
 
225U READ (LUNIT)


GO TO4Q00
 
300 	 CONTINUE
 

C INPUT THE VECTOP OF MAXIMUM SCALINGS
 
READ (LUNIT) (VECTOR(K), K-1 MI
 
CALL PLY (VECTOR, INVAR,GrATM No
 

C INPUT THE VECTOR Op MINIMUM SCALINGS
 
READ (LUNIT) (VECTOR(K), K=1tM)
 
CALL PLY (VECTOR,INDVAR,SMALL,M,NI


'4000 CONTINUE
 
C NOW 3EGIN BY PRINTING THE SCALE VALUES OF
 

THE 3LOT FOR EACH DATA GROUP,
C 

IF(NTYPEGE,2) WRITE(LUOUT,ICGI)
 
IF(NTYPELT,2) WRITE(LUOUTtI39)

DO IC I = LN 
A=(GREAT(Il-SMALL(I)).925SMALL(I)
 
8=(GREAT (I)-SMALLII ) )'.54SMALL (I)
 
C=(GREAT(I)-SMALL(lI)),75GSMALLII)

WRITE (LUOUTi002) SMALL(I),A,B,C, REAT(I),NAMES(I),ALPHA(I)
 

I CONTINUE
 
C PRINT THE PERCENT POINTS ON THE BASELINE
 
C 	 BEFORE BEGINNING THE PLOT 

WRITE(LUOUTOU31 ( I,I=il .) 
C BEGIN MAJOR PLOT LOOP TO PUT POIN.TS ONTO THE PRINTER 

DO OijO ITIME = LNTIME 
READ (LUNIT) TIMEt(VECTOR(K) K-,MI 
CALL 	PLY (VECTORINDVARVALUESMNI

00 26 I=i,1i
 

20 OUT(I) = L
 
00 3c I=1,20
 

30 OUP(I) = 0
 
N = MIND (N,26)
NOUP = 0 
DO 2U2u I = 1 N 

C 6ALCULATE PLFCENT (ROUNDED UP). 
IF((GREAT(I)-SMALL(I)) ,LT, ,oOll GO TO 20LIPT= (VALUES |I);-SMALL{ I ! / (GREAT( II-SMALL (I !) iO@, +,5 

IF (IPT) 4J,74,55
 
43 IPT = 0
 

GO TO 7G
 
50 IF (IPT-iH) 70,7C,60
 
60 IPT = loc
 
70 IPT = IPT +1
 

C CHLC< TO SEE IF DUPLICATION OCCUPS 
IF (OUT(IPT)) 8U,450,a8 

C BEGIN A FLAGGING PROCESS FOR DUPLICATE 
80 	 NOUP = NOUP .
 

OUP(NDUP) = 3LANK 
DO 9u J= INDUP
IF(OUT (IPTI-OUP(J)) 9610 lL L, 9.:
 

90 CONTINUE
 
GO TO 14t 

C OU1LI ATE WAS FOUND IN STRING 
C FIND THE END OF THAT GROUP AND 
C ADD THE NEW VALUE 
i&L 00 .L.K =_J,NDUP 

IF (DUP(K)-BLANK) 1i0,12C,1IZ
 
LI CONTINUE
 

GO TO 141 
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120 IDUP=NDUP-K+i
 
00 13L L-1tIOUP 
JOUP = NOUP- L + . 
DUP(JDUP41) = OUP(JOUP)

130 CONTINUE
 
C VALUE ADDED TO DUPLICATE STRING 

DUP(K) = ALPHA(I)
GO TO 16C 

C NEW )UPLICATF, ADD TO END OF ARRAY 
14C NOUP = NOUP + 1 

DUP(NOUP) = JUT(IPF)
NDUP = NOUP + I
 
DUP(NOUP) = ALPHA(I)
GO TO 16L
 

C NO DJPLICATE, SET OUTPUT ARRAY POSITION
 
15L OUT(IPT) = ALPHA(I) 
160 CONTINUE
 
200 CONTINUE'
 

C 
C ALL THE NON-3LANK PTS ARE SET 
C SO PROCEED TO FILL IN SPECIAL POINTS 

00 22I0 I = 1,10l,1j 
IF (OUT(I)) 220,21 ,22C

2JQ OUT(I) =PLUS
 
CONTINUE
 
00 24C I = 1,Ii.1 
IF (OUT(I)) 24u,23',24U
 

230 OUT(I) = BLANK
 
240 CONTINUE
 

00 26u I = i,2S 
IF(DUP (I)) 26 , 25d,- 6.D
 

250 DUP(I)=BLANK

260 CONTINUE
 

C THE OUTI-UT VECTOR IS NOW FINISHED 
C AND kEADY TO BE PRINTED 

NINT=INr-1
 
IF(NINT.EQ.U) GO T) 262 
DO 261 I=.,NINT 

261 WRITE (LUOUTiOiJ8
262 CONTINUE 

WRITE (LUOUT,100) TIMEOUT,JUP
 
iOOu CONTINUE
 

WRITE (LUOUT ,1LJ)(I,I= ,'.)
 
9999 RETURN
 
i001 FORMAT (IH1,5GX,:1HSCALES CF PLOT)
1002 FORMAT (SX ,4(Gi.i,,15X),Gtj*4, 2X,A10,2X,Ai)
1003 FOR.MAT (H ,iLX,1O(1HO,7X,1-),iHG,5X,OHUPLICATES) 
1004 FORMAT (!H ,F993,'X, £01A4JAI) 

1305 FORMAT(1iH ,5JX,iHTIME SERIES OUTPUT)
106 FORMAT(1HD*16X,14(AIO ,2X)/(IIX,1O(AI0,2X))) 
0O07 FORMAT(IH ,F9. 3, (T.6,,1Gi2o4)l

IU08 FORMATU(H )

£009 FORMAT(IHO,5jX,I.HSCALES OF PLUT)


END
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Subroutine PLY
 

Subroutine PLY performs two functions necessary for the proper
 

execution of PLOT. These are: (1)transfcrring data from the VECTOR
 

array, which contains output variable information, to the OUT array,
 

which is used for constructing the plots, and (2)verifying that the
 

indices specified in the INDVAR array are within proper bounds. In
 

short, PLY acts as an interface between simulation outputs, sub-component
 

inputs, and the PLOT subroutine.
 

Subroutine Argument List
 

VECTOR defined in PLOT variable lists 

INDEX defined as INDVAR in SUBPR variable lists 

OUT(J) contains the value of the m th output variable 
= VECTOR(mj) on return from OLY 

M contains the number of output variables 

N contains the number of output variables to be 
print/plot in PLOT 
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SUBROUTINE PLY (VIECTORqINCEXOUTMN)C 
C TITLE-PLY IS A SUBROUTINE THAT FOR4S OUTPUT VECTORS FOR 
C USE IN PLOT 
C
 
C PURPOSE-CHECK THAT INDICES OF OUTPUT VARIABLES FOR PRINTING/ 
C PLOTTING ARE WITHIN PROPEF BOUNDS AND CONSTRUCT AN ARRAY, 
c OUT THAT CONTAINS THE SPECIFIC OUTPUT VARIABLE VALUES 
C THAT ARE TO BE PLOTTEO/.PRINTED@
C 
C FUNCTIONS OR SUBROUTINES CALLED-NONE 
C 

DIMENSION 4ECTOR(j) ,INDEX(i,OUT(I)
 
DATA LUOUT /6/

IP= 
N =
 
IF(INDEX(i)) 5,5,l
 

5 ILO = I 
IHI=M
 
GO TO 40
 

i0 IP = IP+i
 
ILO= INDEXIIP)

IF (ILO) 999,6U,9I 

20 IP = IP i
 
IHI= -INDEX(IP)
 
IF (IHI) 30,3C,4u
 

30 IP = IP-.
 
IHI= ILO 

40 DO 50 J = ILO,IHI
N = Ni
 
OUT(N) = VECTOR(J)


50 CONTINUE
GO TO IU 
60 RETURN 
999 WRITE (LUOUTtiOi) IP ,INOEX(IP)

GO TO 10 
160 FORMAT (6HJ*****,iOX,1SHWARNINGl INDEX(,I2,23H) IS IN ERROR. VALU 

E = .15,1X, 6H(PLY) I 
END
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PLEDGE
 

Another simple subroutine that is needed to insure the proper
 

execution of PLOT is PLEDGE. PLEDGE writes, on a local input file for
 

PLOT, variable information consisting of the maximum number of data
 

values, and a list of the output variable names.
 

Subroutine Argument List
 

LU contains the input/output unit number on which the 
following information is to be written 
1. Size of variable set to be plotted 
2. Output variable names to be plotted 

N contains the size of the variable set to be plotted 

NAMES(J) contains the Jth 
J = 1,N 

name of the output variables 

XOUT defined in SUBPR variable lists (inPLEDGE, XOUT is 
used as a dummy argument 
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SUBROUTINE PLEOGE(LUNNAMESXOUT)
C 
C TITLE-PLEDGE IS A SUBFOUTINE THAT PRINTS OUTPUT VARIABLE

C INFORMATION ON THE BEGINNING OF A LOCAL FILE

C 
C PURPOSE-WRITE THE SIZE OF THE OUTPUT VARIABLE SET AND THE

C CORRESPONDING OUTPUT VARIABLE NAMES ON 
C DEFINED BY UNIT NUMBER LU 
C 
C FUNCTIONS OR SUBROUTINES CALLED-NONE
 
C 

OI,ENSION XOUT(iINAMES(1)
 
WRITE (LUIN

WRlTE(LU) (NAMES (J),J=,N)

WRITE(LU) (XOUT(J),J=i,N)

WRITE(LU3 (XOUT(J) J=I,N) 
RETURN
 
END
 

A LOCAL FILE
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Optimization Sub-Component
 

Program MAINOPT
 

The main program in the optimization sub-component of SYSOPT has
 

four functions. The first is the input of component variables that
 

remain constant throughout the problem investigation. This includes
 

the size of the input and output variable sets, the number of parameters
 

in the objective function, and the size and number of the real world
 

time series if a parameter estimation problem is being studied. Cal

culation of the amount of core necessary to store component arrays,
 

whose sizes depend upon these constants, is another function performed
 

in this main program. Third, the length of BLANK COMMON is extended
 

(see section on Variable Dimensioning) to accommodate these size
 

invariant arrays. Finally, to complete execution of the program,
 

control is transferred to the subroutine SUBOPT.
 

MAINOPT executes in a manner similar to MAINPR of the pattern
 

recognition sub-component. In both routines the main objective is
 

to properly assign elements of the COM array with elements of particular
 

arrays in the remainder of the program. In addition, as in MAINPR,
 

a message:
 

.... END OF 	PROGRAM.....
 

is printed at completion of execution of the optimization sub-component.
 

Significant Component Variables
 

NTS 	 contains the number of variables represented by the
 
time series TTS (see DATAI subroutine) in a parameter

estimation problem. In an optimal control problem.

NTS = 1.
 

NDP 	 contains the maximum number of data points in the NTS
 
time series.
 

NVAR 	 contains the number of input parameters or control
 
variables XIN(1), XIN(2), ..., XIN(NVAR) in the simula
tion.
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NPOBJ 
 contains the number of parameters specifying the form
 
of the objective function in
an optimal control problem.
 

NTD contains the maximum number of data points in all 
the

NTS time series (primarily used for the variable
 
dimensioning capability).
 

L(J) contains the reference location in the COM array

(see the section on the Variable Rmensioning Capability)
for storing the elements of the J component array

in the following list:
 

J Component Array Name
 
1 NAME
 
2 XVAR
 
3 X 
4 S 
5 Y 
6 NSUB
 
7 TTS
 
8 TSAVE
 
9 NDPTS
 

10 Is
 
11 ONAMES
 
12 XOUT
 
13 P
 
14 W
 
15 XIN
 

LAST contains the current size of the COM array
 

COM is
an array in blank common containing all the program's

arrays whose sizes depend on the values of the input
 
variables.
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PROGRAM MAINOPT(TAPE98=65,OUTPUT=655INPUT=65)

C 	 A 
C 	 TITLE - MAIN PROGRAM FOR THE OPTIMIZATION SUB-COMPONENT OF
 
8SYSOPT
C PURPOSE - INPUT OF VAPIA3LES FIXING SIZE OF SUB-COMPONENTC 	 ARRAYSt EXTENDING BLANK ^OMMON TO MAKE ROOM FOR THESE
 
C APRAYS9 AND TRANSFER OF PROGRAM EXECUTION TO THE SUqOPT 
C 	 SUBROUTINE
C 
C 	 FUNCTIONS 
Or' SUBROUTINES CALLED -NEXTSETFLSUBOPT
 
C 

OIMENSION L(15)
COMMON COM(l)


C 	 INPUT AND COMDUTE 
C 	 VALUES = I
 

PRINT 999
 
READ 899,NTS

IF(NTS.EQ*C) NTS=
 
PRINT 998
 
READ 899,NDP

IF(NOPEQ,e)NDP=l
PRINT 	997
 
READ d99 NVARIF(NVAREQ9U) NVAR=l 
PRINT 	996
 
READ 899,MOUTS 
IF(MOUTSEOj) MOUTS=i
 
PRINT 995
 
READ dY9,NPO3J

IF(NPOBJEOJ) NPOBJ=l 
NTD=NTS*NDP
 

C

SIZES OF PROBLEM DEPENDENT ARPAYS - DEFAULT 

C 	 COMPUTE SIZE OF EXTENDED COMMON BY UPDATING LAST WITH CALLS
C 	 TO NEXT 
LAST=. 
0O 1 J-i 6


1 	 LQJ=NEX LAST,NVAR)

L(7 =NEXT(LAST,NTDl

L(8) =NEXT(LAST ,NT0)
L(9) =NEXT(LAST, NTS)
L (10) =NEXT (LAST ,26 )
L(1 1) 	NEXT (LASTMOUTS)

L(12) =NEXT (LAST,tIOJTS)
L (1 J =NEXT (LAST,NPOBJ)
L ( 4)=NEXT (LASTNTJ) 
S
L(L5) =NEXT (LAST,NVAR) 

C. SETFL(A CDC ROUTINE) FXTENDS BLANK COMMON TO *LAST* WORDS*
C IN EFFECT CALL SETFL(COM(LAST)) HAS THE SA'IE RESULT AS
C 	 REPLACING
 
C 	 COMMON COM(i)
C 
 BY
C COMMON COM(LAST)


CALL SETFL(COM(LASTI)

C
C 	 TRANSFER CONTROL OF PPOG.A4 EXECUTION TO SUBROUTINE SUBOPT,C 	 PASSING COM ELEtMEtTS TO ASSOCIATE WITH FIRST ELEMENTS
C OF SUB-COMPONENT ARPAYS IN SUf3OPT
CALL SUBOPT(cOOM(L(£), COM(L(2)) COM(L(3)) COM(L(4)),COM(L(5)),
1 COM(L(b)),COM(L(7)),uOM(L(3))t6OM(L(9)1,6OM(L(I±)I,C)MH(L(ill),

2 COM(L(a)),&iOM(L(13, ,COM(L(14)),:OM(L(15,),COM(LASTJNTS,NDP,
3 NVARMOUTSNTD,tJPJBJ) 
PRINT 994
 

899 FORMAT(I3)
999 	 FORMAT(* TYPE_ 
IN T-E NUM3EP OF TIJE SERIES-NTS (I3)*)
998 	 FORMAT(* TYPE IN THE MAXIMUM NUMBER OF OATA POINTS-NDP (13)*)997 	 FORMAT(* TYPE IN THE NUMBE; OF 
INPUT 	VARIABLES-NVAR (I3)*)
996 	 FORMAT(* TYPE 
IN TIE NUMBEt OF MOEL OUTDUTS-MOUTS (13)*)
995 FORMAT(* TYPE IN THE NUMBEF 0' PARAMETFRs .IN T-HE OBJECTIVE FUNCTIO
 
IN-NPOJ (I31)
994 	 FORMAT(* ,,,,,ENO IF PROGRAM,,,,,,)

END
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Subroutine SUBOPF 

Subroutine SUBOPT functions as an executive routine in the optimiza

tion sub-component. Virtually all the basic logic and interactive
 

capability of the program occurs in this subroutine. In addition,
 

arrays whose sizes depend upon the size of the search variable set,
 

those that are problem dependent, are properly dimensioned by core
 

storage allocations performed in SUBOPT.
 

The execution paths of this subroutine are principally determined
 

from the instruction array IS which is input in the DATA subroutine
 

hierarchy. This integer array contains switches that influence which
 

algorithms or subroutines are called from SUBOPT, the extent of printing
 

in the program, and also the extent of interaction with the sub-component.
 

Output from this subroutine consists of local and global optimum informa

tion, sensitivity analysis results, interactive questions, and running
 

totals of program execution costs. Much of the output can be used to
 

determine how to most efficiently utilize the capabilities of the sub

component in solving parameter estimation and optimal control problems.
 

As can be seen from either the subroutine listing or optimization
 

sub-component flow charts, SUBOPT has three main functions which are
 

executed through calls to various subroutines in the component. The
 

first of these, input of data, is controlled through calls to the
 

DATA subroutine hierarchy: DATAI, DATA2, DATA3, JATA4, and VAR. On
 

the first execution of SUBOPT all these subroutines are executed in
 

order to properly load data into the program. However, on subsequent
 

executions of SUBOPT and iterative loops within SUBOPT, these data
 

input subroutines can be bypassed upon interactive command from the
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user. 
Thus input of duplicate information to the component is minimized.
 

Sensitivity study is the second primary function performed in SUBOPT.
 

Through interaction, the user can choose which input variable sensitivities
 

of the objective function should be calculated by the component. This
 

sensitivity calculation may be performed at each global optimum and at
 

an arbitrary number of points in the input variable space. 
 This
 

capability aids the user in selecting proper search variable sets,
 

validating the simulation model, and, in parameter estimation problems,
 

determining what data are critical. Finally, the last primary function
 

of SUBOPT is the numerical optimization of arbitrary objective functions.
 

The optimizations may be executed in either a global or local 
manner
 

with local searches conducted using a two-level method or algorithm. 

While initial points of local searches are input by the user or cal

culated from a uniform probability distribution over the input variable 

space in order to form a global search algorithm, local searches are 

formed of a coarse search algorithm, examining broad areas of the 

input variable space, the Complex Method, and a fine, search algorithm, 

examining local areas of the output variable space, Powell's Method.
 

Upon completion of execution of SUBOPT the message:
 

..... END OF SUBOPT ...... 

is printed and control of execution is returned to MAINOPT. 

SUBOPT
 

Subroutine Argument List
 

NAME(J) 
 contains the name of the Jth input parameter or control 
variable (maximum of six characters). J = 1,NVAR. 

XVAR(J) contains the default value of the Jth input variable.
 
J = 1,NVAR.
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X(J) 	 contains the value of the Jth search variable for
 
function evaluation. J = 1,N.
 

S(J) 	 contains the sensitivity oft he objective function
 
with respect to the NSUB(J) input variable.
 
J = 1,NSENS.
 

Y(J) 	 contains temporary results of calculations.
 

NSUB(J) 	 contains the number of the input variable for which
 
sensitivity testing is desired. J = 1,NSENS. If
 
NSUB(1) = 0, then the sensitivities of all the input
 
variables will be calculated.
 

TTS(J,JJ) 	 contains the jjth element of the Jth time series for
 
a parameter estimation problem. J = 1,NTS and
 
JJ = 1,NDPTS(JJ).
 

TSAVE(J,JJ) 	 contains the model ?Htput corresponding to the jjth
 
data point of the J time series, J = 1,NTS and
 
JJ = 1,NDPTS(J).
 

NDPTS(J) 	 contains the number of data points in the Jth time
 
series for a parameter estimation problem. J = 1,NTS.
 

IS 	 is an integer array containing component control
 
variables affecting the paths of the optimization
 
algorithm execution. Individual elements are defined
 
in appropriate subroutine variable lists.
 

ONAMES(J) 	 contains the name of the Jth output variable. J = 1,MOUTS.
 

XOUT(J) 	 contains the value for the jth output variable of the
 
simulation. XOUT is updated every DT time step of the
 
simulation. J = 1,MOUTS.
 

P(J) 	 contains the parameter value for the jth parameter of
 
the objective function in an optimal control problem.
 
J = 1,NPOBJ.
 

W(J,JJ) 	 contaIns the weighting factor for the jjth element of
 
the J time series for the least squares objective
 
function in a parameter estimation problem. By default
 
W(J,JJ) = 1.0. J = 1,NTS and Jj = 1,NDPTS(J).
 

XIN(J) 	 contains the value for the jth input variable of the
 
simulation. J = 1,NVAR.
 

COM 	 see variable dimensioning section.
 

NTS 	 defined in MAINOPT variable lists.
 

NDP 	 defined in MAINOPT variable lists.
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NVAR defined in MAINOPT variable lists. 

MOUTS defined in MAINOPT variable list. 

NTD defined inMAINOPT variable list. 

NPOBJ defined in MAINOPT variable list. 

Additional Significant Component Variable
 

BEGTIME 	 contains the beginning CPU execution time of the
 

SYSOPT program.
 

IS(13) 	 = 0 for solving the first problem with the component 

4 0 otherwise.
 

L(J) 	 contains the reference location in the COM array (see
 
the section on the variable dimenjioning capability)
 
for storing the elements of the J component array
 
in the following ist:
 

J Component Array
 
1 NAMV
 
2 XZ
 
3 CONS
 
4 CONSTL
 
5 CONSTU
 
6 BOUNDSL (G)
 
7 BOUNDSU (H)
 
8 IVAR
 
9 E
 

10 not used
 
11 not used
 
12 XC
 
13 W
 
14 U
 
15 not used
 
16 AOLD
 
17 ANEW
 
18 UU
 
19 POLD
 
20 PNEW
 
21 X
 
22 XXX
 
23 F
 
24 global optimum variable values
 

(no separate array name)
 



136
 

NGLOBE 	 contains the number of global searches that have been
 
completed by the component
 

BEGGOTM 	 contains the CPU time when the current global search
 
was initiated
 

COM(L(J)+I-1) 	contains the Ith element in the jth array (see table
 
under definition of LMJ))
 

ENDLOTM 	 contains the CPU time of the end of the current local
 
search
 

BEGLOTM 	 contains the CPU time when the current local search
 
was initiated
 

FMIN 	 contains the current global minimum of the problem
 
under investigation
 

EF 	 contains the current local minimum of the problem
 
under investigation
 

ENDGOTM 	 contains the CPU time of the end of the current global
 
search
 

FXG 	 contains the function value of the global optimum of
 
the problem under investigation (at the end of a
 
global s2arch FXG = FMIN)
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SUBROUTIKE SUBOPT(NAMEXVAFtXgSgYtNSUBTTSTSAVENDPTSiISONAMES
INXOUTiP6WvXINION COMANTSNOP,NVA99NOUTS NTD NPOJIDIMEN NAMM(VAR)tXVAR(NVARIX(NVAR)t (NVAR),Y(NVARIgNSUB(NVAF ) 

i ,TTS(NTS NDP)rTSAVE(NTSNOP) NDPTS(NTS) IS(20) ONAMES(MOUTS),

£ XOUT(MOUTSJP(NPO3JlW(NTS,N P),XIN(NVAU,COM()


C
 
C TITLE - MAIN SUBROUTINE IN THE OPTIMIZATION SUB-COMFONENT 
c
 
C PURPOSE - SUBOPT CONTPOLS THE BASIC LOGIC EXECUTION FLOW IN

C THE SUB-COMPONENT IN ADDITION TO INTERACTION AND OUTPUT

C
C FUNCTIONS OR SUROUTINES GALLED - SECOND, DATAi, DATA2,

C DATA3, SENS, SETFL, NEXT, DATA4, VAR SEOSW

C RANSET, B3X, SWITCH, B0TM, CONV, COMA, SPEED 
C 

DIMENSION L(30)

C 
C FOR FIRST ITERATION THROUGH SUBOPT SET IS(13) 0
 

IS(.3)=O

C SET BEGTIME TO CPU TIME
 

BE$TIME=SECOND (A)

C INITIALIZE COST PARAMETERS
 

COSTMP=.oi.
 
PRINT 1040
 
READ 204URG
 

I CONTINUE
 
C CALL DATAI IN THE DATA INPUT SUBROUTINE HIERARCHY - INPUT OF 
C LEAST FREQUENTLY CHANGED VARIABLE VALUES

CALL DATAI(NOPTS,TTSNAMEXVAP.ONAMESISNTSNVARMOUTSNDP)
 
PRINT 999
 
READ 1999,INT
 

2 CONTINUE
 
C CALL OATA2 TO INPUT OPTIMIZATION ALGOPITHM PARAMETERS
 
C (COPLLX ,ETHOD + POWELLS METHOD)


CALL OATA2 (SALPHA,ITMAXIPRINTI,ALPHABETA,GAMMA, IPRINT2 ,MAXIT,
1 ESCALE, ERST, I SAODEV, DELTA) 

3 CONTINUE

C CALL DATA3 TO INPUT OBJECTIVE FUNCTION PARAMETERS (PARAMETER
C ESTIMATION OR OPTIMAL CONTROL PROBLEM)


CALL DATA3(ISNDPTS,WPtPEtIALTYNTS,NDP, NPOBJ)
IF(IS(13).EQ.G) GO TO 31
 

C INPUT YES TO RETAIN VARIABLE SEARCH SET ANb.SKIP SENS.
 
C TESTING
 

PRINT lu0
 
READ 200,ANS
 
IF(ANS.EQ.3HYES) GO TO 9
 

31 CONTINUE
 
C INPUT YES TO 5KIP SENSITIVITY TESTING
 

PRINT 1U45
 
READ e641,ANS
 
IF(ANS.EQ.3HYES) GO TO 810
 

C INPUT NUMBER IF VARIABLES AND VARIA3LE VALUES TO BE CHANGED
C (FROM DEFAULT VALUES) FOR SENSITIVITY TESTING
 
4 CONTINUE
 

PRINT .OL2
 
READ 2 L2 NCHG
 
IF(NCHG.EQ.0) GO TO 5
DO 6 J1 NCHG 
PRINT 1Q
 

6 READ 2L03,JJXVAR(JJ)

5 CONTINUE

C IF IS(71 = ALCULATL OBJECTIVE FUNCTION SENSITIVITIES FOR
C ALL INPUT VARIABLES 

IF(IS(7).EQ.j) GO TO 7 
C INPUT OESIREO INPUT VARIABLE SUBSET FOR SENSITIVITY TESTING

PRINT 1GL4
 
READ 2C40 NSENS 
PRINT 1005
 
READ UG05,(NSUB(J),J=1,NSENS)
 
GO TO 8
 

7 CONTINUE'
 
NSENS=NVAR
 
NSUB (1)=G
 

8 CONTINUE
 
C CALL SENS TO 'OMPUTE SENSITIVITIES


CALL SENS(XVARNSENS,S,Y DFV NSUBNVAR IVARgXINjXOUTIS NTSI NOPTSNOP,1,WI4Ta,0,C 6 N-,6 ONSTL,CONSTJP.NALTY,P,NP0.J,TiS,,
 

http:COSTMP=.oi
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2 TSAVEAOLOANEWUUtPOLDPNEWtMOUTS 1)
PRINT 10{6

00 81 J=,NSENS
 
NJ=NSUB(J)


81 PRINT 1b06,NJtNAME(NJ)tXVAR(J),S(J)

C INPUT YES TO REPEAT SENSITIVITY TESTING
 

PRINT 1007
 

IF(ANS*E:3HYES) GJ TO 4

C 	 INPUT YES TO EXIT FRO.I P.OGRAM 

PRINT 108
 
READ 2u&8,ANS

IF(ANS.EQ.3HYES) GO TO 99
 

810 CONTINUE
 
C INPUT SIZE OF SEARCH VARIABLE SET


PRINT 1.09
 
READ 26099N


C REDUCE EXTENSION OF BLANK COMMON TO SIZE NEEDED FOR ARRAYS

C DIMENSIONED IN MAINOPT
 

LAST=2
 
CALL SETFL(COM(LAST))


C COMPUTE SIZE OF EXTENDEj BLANK
C 
 COMMON FOR ARRAYS WHOSE SIZES DEPEND ON N
 

00 91 	J=1,i2

91 	 L(J)=NEXT(LASTN)
 

NW=N (N+3)

L (13) =NEXT (LAST 9NW)
NSQ=N*N

L (14)=NEXT (LASTNSQ)

L(15)=NEXT (LASTNSQ)

NREG=*N+Z+N* (N-1 ) t2
 
NREGSQ=NREG*NREG

IF(IS(9).EQO) NREG=NREGSQ=i
 
L(16) =NEXT (LAST,NR-G)

L(17) =NEXT(LASTNREG)

L(18) =NEXT (LAST,NP- G)

L(19) NEXT (LAST,NREGSQ)

L (20) =NEXT (LASTNR:.GSQ)
NONE=N'i
 
NXX=NONE*N
 
L (21) =NEXT (LAST,NXX)

L(22) =NEXT (LASTNVAR)
L (23) =NEXT (LASTNONE)
L(24) =NEXT (LAST,N)C 	 EXTEND BLANK ;OMMON (ABOVE THE 
SIZE REQUIRED RY THE EXTENSION
C IN MAINOPT) TO THE SIZE NEESSAP.Y TO STOFE THOSE ARPAYS
 

C WHOSE SIZLS DEPEND ON N
 
CALL SETFL (COM (LAST) IC 	 CALL DATA'. TO INPUT SEAqCH VARIABLE INFORMATION - NOTE
C 
 ELEMENTS OF COM ARRAY BEING ASSOCIATED WITH SUB-COMPONENT
 

C 	 ARRAYS

CALL OATA4(IS,COM(L(i)),GOM(L(2)),COML(3) ,COM(L(4)),COM(L(i,)),

1 COM(L(6)),COM(L(7)),NNCONST,COM(L( 9)))
C 	 CALL VAR TO 
VERIFY THAT THE SEARCH VARIABLE NAMES CORRESPONO

C 	 TO ACTUAL INPUT VARIALE NAMES


CALL VAR(NAMECOML() ,COM(L(8)),NVAR,Nl
 
9 CONTINUE

C 	 SET IS(13) = I FOR SUBSEQUENT ITERATIONS THROUGH SUPOPT

IS(23)=.
 
NGLOdE=0


C IF A GLOBAL POLYNOMIAL APPROXIMATION OF THE OBJECTIVE

C FUNCTION IS TO BE MADE, INITIALIZE SEQSW VARIABLES
 

IF(IS9g),NE.2) GO To 97
 
ISET=1
 
CALL SEQSW(X,N,F,ISETNREGCOM(L(i6)),COM(L(17)),COM(L(ic)),

i COM(L(20)),COM(L(Ili) ))
97 CONTINUE 
C SET JGL TO UESIRED NUMBER OF LOCAL SEARCHES TO BE MADE FORC 	 THE GLOBAL SEARCHJGL=IS (3) 

IF{IS(3),EQQ) JGL=i
 
c BEGGOTM IS THE CPU TIME AT THE BEGINNING OF THE GLOBAL SEARCH
BEGGOTM=SECOND (A) 

DO li IGL=lJGL 
C BEGLOTM IS THE CPU TIME AT THE BEGINNING OF THE LOCAL
C 	 SEARCHES 

BEGLOTM=SECONO (A)
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C 	 IS THE INITIAL POINT FOP THE LOCAL SEARCH TO BE RANDOMLY
 
C 	 GENERATED WITHIN THE INPUT VARIABLE SPACE 

IF(IS(8),EQoJ) GO TO 121
 
PRINT' 1i0
 
READ 2ulbANS
 
IF(ANSEQ,2HNO) GO TO 121
 

C 	 INPUT INITIAL POINT FOR THE LOCAL SEAFCH
 
PRINT 	1010i
 
READ Zi 1,(COM(L(.)#J-i),J=1,N) 
GO TO 12
 

C RANDOMLY GENERATE INITIAL POINT IN INPUT VARIABLE SPACE
 
121 CALL GLOBE(COM(L(6)),COM(L(7)),X,N,NVAR)


00 122 J=,N 
122 COM(L (2) +J-1)=X(J) 
C IF A LOCAL PO.YNOMIAL APPROXIMATION OF THE OBJECTIVE FUNCTION 
C 	 IS TO BE MADE, INITIALIZE SEQSW VARIABLES
 
12 	 IF(IS(9),NEol)GO TJ 10
 

ISET:1
 
CALL SEQSW(X,N,F,ISET,NREG,COM(L(i6) ),CON(L(17)|,COM(L(i9)), 

£ COM(L(201)),COM(L(i8)))
±0 	 CONTINUE
 
C SET SIMULATION INPUT VARIABLES TO INPUT VARIABLE DEFAULT
 
C VALUES
 

00 Lu J=.NVAR
 
101 	 XIN(J)=XVAR(J) 

K=N l
 
IC=o 
M=N
 
CALL RANSET(1oU)
 

C CALL COARSE OPTIMIZATION ALGORITHM
 
CALL BOX(COM(L(21)),COM(L(Z),NM,K,ITMAX,ICLPRINTL,ALPHA,


I BETA,GAMMA, DELT4 SALPHA,COM(L(5)biCOM(L(7)),COM(L(22))

2 COM(L(23)|,EFCOM(L(12) ),COM(L(3)),XIN,XOUT,IS,NTS,NDPTS,NOP,
3 NREG,W,INT,NCONSTCOM(L(3)),COM(L(4)),COM(L(5)),PENALTY,P,
4 NPOBJTTSTSAVECOM(L(l i),COM(L(17)),COM(L(18)),COM(L(19)),
5 COM (L (2C ) ) , NVAR, MOUTS, NONE)

C 	 OUTPUT NUMBER OF FUNCTIOk EVALUATIO4S COMPLETED IN BOX 
PRINT 	1043,IS(2f)


C DOES USER WISH TO EXElCISc_ DATA INPUT (CHANGE) OF EXIT
 
C OPTIONS
 

PRINT 1L41
 
READ 2G1,ANS

IF(ANS.EQ.3HYES) GJ TO 1923
 
IAX=5
 

C IS CONJUGATL SWITCHING BETWEEN THE COMPLEX METHOD AND POWELLS
 
C METHOD DESIRED
 

IF(IS(l6),EQ.eOR.IS(9),NE.£) GO TO 13
 
IAX=l
 

C IF A LOCAL POLYNOMIAL APPROXIMATION TO THE OBJECTIVE FUNCTION
 
C WAS MADE AND INITIALIZATION OF POWELLS METHOD WITH
 
C CONJUGATE SEARCH GIRECTIONS IS DESIRED CALL SWITCH
 

CALL SWITCH(COM(L(16) !,N,NREG,COM(L(i4)4,COM(LIL21),COM(L(15)))
 
13 CONTINUE
 
C CALL FINE OPTIMIZATION ALGORITHM 

CALL BOTM(COM(L(22)),COM(L(9)),NEFESCALEIPRINTiMAXIT,
I COM (L (14) ),COM(L (l3 ) ), IAX,COH (L(8 1 ),XIN XOUT,IS,NTS, NDPTS 
2 NDP,NREG,dINT,NCONSTCOM(L(3)),COM(L(f i),COM(L(5)) PENALfY,

3 P,NPOBJ,TTS,TSAIE,COM (L (16) ),COM(L(i7)),COM(L(IIS),EOM(L (19)),
3 COM(L(2L)), NVAR,MOUTSNW) 
00 135 J=i N 

135 X(J)=COM(LI22)+J-l)
 
C IF DESIRED OUTPUT POL0NOMIAL APPROXIMATION COEFFICIENTS
 

PRINT 	10102
 
IF(IS(9).EQ*L.AND.IS()EO.,u)PRINT 1011, (COMtL(U6)J-l),J=£,NREG)

C OUTPUT LOCAL OPTIMUM INFORMATION 
DO 131 JJ= N
 
CALL CONV(CMi(L(8)e-JJ-1),IIl

131 	 PRINT I12.JJ NAME(II) X(JJ)

IF(NCONST.EQ.1) GO TO 132 
PRINT 	1D13
 
00 133J=1 NCONST 
CALL CONVICOM(L(3)f J-i,II)

CALL CONV (COM(L (d) II-i), JJl
 

133 PRINT 10131,NAME(JJ),COM(L(4)fJ-i),COM(L(5)J-1)
 
132 CONTINUE


PRINT !C14 EF 
C ENOLOTM IS THE CPU TIME AT THE END OF THE LOCAL SEARCH 
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ENJLOTII=SECOND (A)

TM=ENDLOTM-3EGLOTM
 
PRINT 	1015,TM


C 	 CALL COMP TO CALCLULATF ACCUMULATED CPU, MEMORY, CORE STORAGE,
C AND TELETYPE COSTS AND USAGE
CALL COMP(COST,CPCGST, PPCOST,GMCOSTCTCOSTCPTIME,PPTIME,CTTIME,G

2.RGOSTMP)

PRINT 1016,COST CP OST PPCOSTCMCOST CTCOST


C ONLY IF THIS IS FIRST LOCAL OPTIMUM SEARCH 00 NOT UPDATE
 
C CURRENT GLOBAL OPTIMUM
 

IF(IGL.NE.I) GO TO 14

FfIN=EF 
00 15 J=,N
 

15 COM (L (24) +J-1) =X(J)

GO TO 161
 

64 IF(EF.GT.FMIN) GO TO 161

UPDATE CURRENT GLOBAL OPTIMUM WITH THIS LOCAL OPTIMUM
 

FMIN=EF 
00 £6 J=,N
 

16 COM (L (24)+J-1) =X (J)

161 	 CONTINUE

C 
 OUTPUT CURRENT GLOBAL OPTIMUM INFORMATION


PRINT 	10171
 
00 162 JJ=l N 
CALL CONV(COM(L(b)fJJ-1),II)


162 	 PRINT 1017,JJNAME(II),COM(L(241 I-JJ-1)

PRINT I18,Fr1IN
 

C END GLOBAL SEARCH LOOF
 
11 CONTINUE
C INCREASE NUMBER OF GLOBAL SEARCHES CONDUCTED BY ONE
 

NGL OBE=N GLOBE+1 
C 	 X CONTAINS CURRENT GLOAL OPTIMUM
 

DO 11iJ=1,N
ill X(J) =COM (L (24) +J-1)
C IF IS(5).NE.O POWELLS SPEED UP METHOD FOR IMPROVING GLOBAL

C OPTIMUM APPROXIMATIONS IS DESIREO AND IS EXECUTED BY

C 	 A CALL TO SPEED


IF(IS (5).EQ.) GO TO 17 
CALL SPEED(X,N FMIN,ERST,CC'1(L(12)),FXG,ADD,COM(L(9))FESALE,


2 IPRINT2 MAXIT COM(L(14)),COM(L(13)),COM(L(8)),XIN XOUT,IS NTS,2 NOPTS NP, NRE6,WINTNCCNSTCOM(L( 3)fCOM(L(4)),6OM(L(5)i3 PENALTY,P,NPO3JTTSTSAVE,COM(L(16)),COM(L(17)),COM(L(i)),

4 COMtCL (19)) , COM (L (20 ) ,NVAR, MOUTSNW ,S,Y,DEV,NSUB,COM (L (1))
GO TO 18
 

17 J0 19 J=1,N

19 	 COM(L(12)J-1)=COM(L(24)4 J-1)

FXG=FMIN
 
L8 CONTINUE
 
C 	 OUTPUT GLOBAL OPTIMUM INFORMATION
 

PRINT 	10181
 
C 	 ENOGOTM IS THE 
uPU TIME AT T4E END JF THE GLOBAL SEARCH
 

ENDGOTM= SECONO (A)

TM=ENOGOTM-SEGGOTM
 

C IF DE'SIRED OUTPUT GLOHAL POLYNOMIAL APPROXIMATION
 
C 	 COEFFICIENTS
 ,
IF(IS(9).EQ.2.AND.IS(2) EQ.o)PRINT 1019, (COM(L(16)+J-),J=iNREG)


DO 191 JJ=1,'J

CALL CONV(COM(L(8)JJ-1),I.)


191 PRINT 1020,JJ,NAME(II),COM(L (12)+JJ-1)

IF(NCONST.EQ.G) GO TO 196

PRINT 	1013
 
DO 191w J=1,NCONST
GALL CONV(COM(L(3)+ J-1),II)

CALL CONV(CO%(L (6)fII-1),JJ)


1910 	 PRINT 1J131,NAME(JJ),GOM(L(4)-J-l) ,COM(L(5)fJ-iI
£96 	 CONTINUE
 

PRINT 	1022,FXG

C 	 COMPUTE ACCUMJLATED CPU, PP, "M, TTY COSTS AND USAGE
CALL COMP (COSTCPCOST, PPCOS T,CMCOSTC TCOST, CPTIME PPTIME, CTTIME,PG 

I ,COSTMPh

PRINT 	1023,TM

PRINT 1O16,COST,CPSOSTPPCOST,CMCOST,CTCOS*T
 
IGL=IGL-1
 
PRINT LU25,IGL,NGLJBE
 
00 1911 J=I,NVAR
 

1911 	 COM(L(22)+J-I)=XVAR.(J)
DO 1912 J=I,N 
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LALL CONV(COl(LUJ).J-1},II)
 .IO:)1{ L( 2 | i -iI =CO~i(L 12 ) 4" 1-

C IS SENSITIVITY ANALYS:S TO BE PERFORMED ON THE GLOBAL OPTIMUM 
PkINT ib45 

lF(ANS.EQo3HYES) Gj TO 1927
 
C PERFO.4 SENrJITIVITY CIPJTATIGNS ON ALL INPUT VARIABLES
NSJ.3 (:1)=. 

GAL SE'NS(CO4(L(c:'2)),.'ISE.'S',S ,Y,DEV,NISU ,NVAR,COM(L(B)),XIN, XOUT,TS
N N S,
 

.t4DiTSN4DP, Nr G,W,I' T,,,COM(L( 3)),COM(L(4)),0OM(L{5)),Pr.NALTY, 
2 P,NPOtJ,TTS,TSAVE,.CI(L(Z6)),GOM(L(L7)),COM(L(l8i),COM(L(Ag)),
J COM(L(E, |),MOUT3,N) 

0 OUTPUT SENSITIVITY ANALYSIS RSULTS
 
PRINT !C,6
 
LID 192 J=1,N:.,ENS 
NJ= NSUB (J)
 

192 PRINT Li.b,NJ,NA1E(NJ),COM(L(22)+J-i1 t-S(J()
 
1 -3 CONTINUE
 
C 
C EXIT FROM P",.OSRAM 

PRINT !27 
READ ZL77,'NS 
IF(ANS.EQ.3HfEs) G) TO 99 

C 
C CHANGL JEFAULT VALUES OF INPUT VARIABLES 

PRINT i1OZ8
 
READ .1.28,ANS
 
IF(ANS.EH.EHNO) GO TO 19'
 

4INPUT NtW VARIAr3LE VALUES
 
PRINT L.29
 
kEA) 2629,NHG
 
DO 19, J=I,tCHG 
P. INT 14 3,. 

193 RE4D 2L,3L,JJ,XVA' (JJ) 
.1'4 CONTINUE 
C 
0 .=TURN TO DATAi INPUT S'JrROUTINE 

PINT ,.u 3 i 
READ 2L31,ANS
 
IF(AN.EO.3HYES)GO TO 1
 

C k.ETURN TO DATA2 INPUT SU'3ROUTINE 
PdINT 10 32
 
i.EaD LL32,A'N3

lF(ANS.EC.3rYE:S) GO TO 2 

C KETUPts TO OAT,3 INPUT SUJROUTINE 
P :NT iZ 3 
kEAO : 33, 4N
 
IF(ANS.L:J.-'HYES) GO TO 3
C 

C RETU6N; TO SzNSITIVITY TESTINS
 
PqNT IL34
 
k.AD 2",. 34, AN3 
1V(ANS.EO.3HYES) G3 TOG 

G VETUKN TO DATA4 INPUT SUBOUTINE
PF NT 16 51 
.E4O .41,AWS 
IF(ANS, Qo3HYES) GO TO 1.L 

C BY DEFAJLT - -TAIN SEA-r-H 4ARIABLE SET AND RETURN TO GLOBAL 
C SEARCH 

GO TO 9
 
99 CONT:NUE
 

PRINT (.35, NGL Uti
 
PkINT eL36

FETURN 

1L.O FO"'.MAT(* TYR- YES TO RETAII: qARIABLE ScARCH 3ET AND SKID SENS. TES. 
1TING (Ab)*)


utiLu FO.AT(A6)

1(J2 FON;AT(* TYP-' IN T-lE NUM3r; OF DEFAULT VALUES TO EE CHANGED (I3) ) 
2, 2 FOVMAT(I,)
1J i 3 FO:.MAT(* TYPE rN THF NUIBEF, AN) OEFAULT VALUE FOR A VARIABLE (13,F. 

3 FO ,.A T 13, FA. . o 
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±004 FORMAT(* TYPE IN TIE NUMBE OF VARIABLES FOR SENS TESTING (I3141
 
2OU4 FORMAT(13)

1005 FORMAT(* TYPE IN THE VARIABLE NUM9ERS FOR.SENS TESTING (1j13)*l

2005 FORMAT(±IO3)

1006 FORMAT(* ***SENSITIVITY TESTING OUTPUT,.,'/" NO* NAME DEF, VAL 

LUE SENSIrIVITY #)
10061 FORMAT (14i3XA8,2F12,5)

1187 FORMAT(* TYPE YES TO REPEAl SENS TESTING (A6)4)

200? 	 FORMAT(A6)

1008 FORMAT(* TYPE YES TO EXIT FROM PROGRAM (A6)*)

2008 FORMAT(A6)

1009 FORMAT(* TYPE IN THE NUMBE. OF VARIABLES TO BE SEARCHED-N (13)*)

2009 FORMAT(13)

999 FORMAT(* TYPE IN THE NUMBEF OF OT UNITS FOP OUTPUT SPACING (15)1)

1999 FORMAT(I5)

10 FORMAT(* TYPE YES ro INPUT INITIAL POINT FOR THIS GLOBAL SEARCH (A
16J)
 

20£Q FORMAT(A6)

±0101 FORMAT( TYPE IN INITIAL PC'INT FOR GLOEAL SEARCH (7Fi0,5)4)
 
20101 FORMAT(7F.C,5)

£011 FORMAT( o,.,POLYNOMIAL COEF, FOR THE LOCAL APPROX* ARE.,,'/(iX,5Ei,.
 

1 5))
 
,)
 1012 FORMAT(3XI5t2XtA6,2XF±U,.o


L0102 FORMAT(* ,,,,,LOCA.. OPTIMUM OUTPUT,,,,,,)

1013 FORMAT(* o,.THE CONSTRAINTS APE,..,)

±0±31 FORMAT(2X,A6,2X,Fl0 ,5 2X F1O,5)

1014 FORMAT(*,° THE LOCAL 6 PTIMUM FUNCTION VALUE=#,E15S5)
 
±015 FORMAT(* ,,ELAPSED TIME FOP THIS LOCAL OPT. CALC.=',FIt,5)

1016 FORMAT(* THE PRESENT COSTS ARE (DOLLARS) TOTAL,CP,PPCM,CT*/(2X,5F


ll~e5))

£0171 FORMAT(* **THE PmESENT MINIMUM OF LOCAL OPT. IS,,')

.1017 FORMAT (2X,15,ZX!A6,2XFlC ,s)

±018 FORMAT(* THE PRESENT MINIMUM VALUE =*,E15.5)

±0181 FORMAT(* ,,,,,GLOBAL OPTIMUM OUTPUT,,,,,-)

±019 FORMAT(* ,,POLYNOMIAL COEF. FOR THE GLCBAL APPROX. ARE, ,/(iX,5E4


± .5))

1020 FORMAT(3X,I5,2X,A6,2X Fr{,.E)

1021 FORMAT(* ***THE CONSTRAINTS Ar.E,,,*/(2X,A6,2X,F10,5,2XFiO.5))

1022 FORMAT(* THE GLOBA. OPTIMU FUNCTION VALUE=*,E15.5)


*
1023 	 FORMAT( THE ELAPSED TIME FOR THIS GLOBAL SEARCH-*,FiG.5)

1025 FORMAT(* THE NO. OF LOCAL SEARCHES CONCU-TED FOR THIS GLOBAL SEAZC 

IH=4,I4/* THE NO* 0- PROBLEMS INVESTIGATED SO FAR=*,14)
1921 FORMAT(* ,,SENS.DATA AT GLOBAL OPTIMUMARE VARIABLE NO.,NAMEVALUE,

1 AND SENSITIVITY*)
 
£826 FORMAT (2XI4,2X,A6,2XFl, E5,2X,FD.5)

±J27 FORMAT(* TYPE YES TO EXIT FROM OPT PROGRAM (A6)*I

2027 FORMAT(A6)

1028 FORMAT(* TYPE YES TO CHANGE DEFAULT VARIABLE VALUES (A6)

2028 FORMAT(A6)

1029 FORMAT(* TYPE IN THE NUMBEF OF DEFAULT VALUES TO BE CHANGED (13)*)

2029 FORMAT(I3)

L436 FORMAT(* TYPE IN A VARIABLE NO. AN) NEW DEFAULT VALUE (I4,FiC,r)*l

2030 	 FORMAT(I4,FU.,5)

1031 FORMAT(* TYPE YES TO RETURN TO DATAi (AA)')
 
2931 FORMAT(A6)

1032 FORMAT(* TYPE YES TO RETURK TO JATA2 CA6)*)

2032 FORMAT(A6)

1033 FORMAT(* TYPE YES TO RETURN TO DATA3 (A611

2033 FORMAT(A6)

1034 FORMAT(* TYPE YES TO RETURN TO SENS, TESTING (Ab)')

2034 FORMAT(A6)

2035 FORMAT(2X,II,' PRr3BLEMS INVESTIGATED*)
 
2036 FORMAT(* ,,,,,..ENJ OF SUBCPT.,,,,,,')

104C 	 FORMAT(* TYPE IN THE RATE GROUP F3R THIS EXECUTION (F1,O)')
204C 	 FORMAT(FiC)

1041 FORMAT(* TYPE YES TO OBTAIN DATA RETURN AND EXIT OPTIONS (A6)*)

2641 FORMAT(A6)

1LC43 	 FORMAT(* FUNCTION EVALUATICNS IN BOX=', I )
1045 	FORMAT(* TYPE YES TO SKIP SENS TESTING (A6)4)

£051 	 FORMAT(* TYPE YES TO RETUPN TO DATA (A6)')
 

END
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Subroutines DATAI, DATA2, DATA3, and DATA4
 

The four subroutines DATAl, DATA2, DATA3, and DATA4 form a data input
 

hierarchy within the optimization sub-component. Different sets of
 

data necessary to execute the component are read in each subroutine.
 

With this hierarchical subroutine structure, it is possible to
 

investigate different problems of interest to the user, to build
 

optimization methods for the most efficient solution convergence, and
 

to perform a wide variety of useful computational system analysis
 

functions during the execution of the component. Interactions with
 

the component, through the DATA subroutines, is accomplished with a
 

teletype terminal having a high priority of entrance into the computer.
 

This subroutine hierarchy provides for a flexible and convenient, but
 

powerful, format for changing variable values in the component.
 

At various points during the execution of the optimization sub

component of SYSOPT, the user is given opportunity to return to any
 

of the DATA input subroutines. All interaction with the component,
 

through a teletype terminal, is initiated in response to SYSOPT output
 

statements of the form:
 

TYPE variable description (input format)
 

In response to these statements, the user inputs, in the specified
 

format, the desired value of the described variable. Anytime a "TYPE"
 

statement appears in the output, it is necessary for the user to
 

respond so that execution of the component continues. In order to
 

facilitate interaction with the component, the user should have the
 

computer execute any data input designation programs. These programs
 

alert the user, by output of a fixed character on the teletype terminal,
 

that the computer is waiting for input data. On the CDC 6500 computer
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the data input 	designation program is PROMPT which isexecuted by the
 

control statement;
 

PROMPT,ON.
 

DATA1 isthe highest level of the data input structure for the
 

optimization sub-component. Input to this subroutine consists of the
 

variable sets that define the basic problem under investigation and
 

are least likely to change during program execution. These are
 

comprised of two variable sets: 
 (1)model variables, and (2)primary
 

interaction definition variables. 
 The model variables include any
 

input or output variables of the simulation being studied that are
 

necessary for calculation of the objective function. 
 Included in the
 

interactive variable set are those variables specifying the form,
 

type, and limits of optimizations performed with the component. 
All
 

input to this subroutine is performed through a teletype terminal.
 

Subroutine Argument List
 

NDPTS(J) 	 contains the number of data points inthe Jth time
 
series for a parameter estimation problem

J = 1,NTS (NTS defined later)
 

TTS(J,JJ) contains the jjth element of the Jth time series for
 
a parameter estimation problem
 
JJ = l,NTS
 
JJ = 1,NDPTS(JJ)
 

NAME(J) 
 contains the name of the jth input parameter or control
 
variable (maximum of six characters)

J = 1,NVAR (NVAR defined later)
 

XVAR(J) contains the default value of the jth input variable
 
J = INVAR
 

ONAMES(J) contains the 
name of the Jth output variable
 
J = l,MOUTS (MOUTS defined later)
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IS 	 is an integer array containing component control
 
variables which affect the path of optimization
 
algorithm execution. (Individual elements are
 
defined later.)
 

NTS 	 contains the number of variables represented by the
 
time series TTS in a parameter estimation problem.
 
In an optimal control problem, NTS is set equal to 1.
 

NVAR 	 contains the number of input, parameter or control,
 
variables XIN(1), XIN(2), ..., XIN(NVAR) in the
 
simulation model being studied (subroutine SIM)
 

MOUTS 	 contains the number of output variables XOUT(1),
 
XOUT(2), ..., XOUT(MOUTS) in the simulation being
 
studied (subroutiiie SIM)
 

NDP 	 contains the maximum number of data points in the
 
NTS time series
 

Additional Significant Component Variables
 

IS(l) 	 = 0 for a parameter estimation problem
 

= 1 for an optimal 	control problem 

KEY = 0 	if there was no smoothing of the real world time 
series in the pattern recognition sub-component 
of SYSOPT 

0 if there was 	smoothing of the time series
 

NTSDES = 0 if the original real world time series are to be
 
used for least squares error evaluation
 

= 1 	if the smoothed time series from the linear filter
 
is desired
 

= 2 if the smoothed time series from the quadratic
 
filter is desired
 

IS(3) 	 contains the maximum number of local searches to be
 
conducted for the global optimization search
 

IS(2) = 0 to print the coefficients of the polynomial
 
approximation to the objective function and
 

= 1 not to print the coefficients 
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IS(5) = 0 for no speed-up of Powells method along sharp 
ridges in the objective function and 

= 1 for execution of the speed-up method at any 
presumed global optima 

IS(7) = 0 if sensitivity testing of the objective function 
in the entire input variable set is desired and 

= 1 for sensitivity testing only on subsets of the 
input variable set 

IS(9) = 0 for no polynomial approximation to the objective 
function 

= 1 for local polynomial approximations (about local 
optima) 

= 2 for global polynomial approximations 

IS(8) = 0 for no interaction (selecting initial points for 
local searches) in global searches 

= 1 for optional interaction in global searches 

IS(1O) = 0 for regular switching between the Complex method
 
and Powell's method
 

= 1 	for switching with the construction of approximate
 
initial conjugate search directions for Powell's
 
method
 

IS(12) = 0 	for switching interaction between the Complex
 
method and Powell's method after every iteration
 
of the Complex method
 

= +n for switching interaction after every n iterations
 
of the Complex method
 

= -n for automatic switching after n iterations of the
 
Complex method
 

IS(11) = IS(5) 
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OATAi(NDPTS,TTS,NAME, XVAR1,ONAMEStIS,NTS,NVAR.MOUTS9NDP)bUISKUui1LNE 
OF DATA INPUT TO THE OPTIMIZATION SUBcC TITLE - FIRST LEVEL 

C 	 COMPONENT 

C 
PURPOSE - TO INPUT VAFIABLE SETS THAT DEFINE THE BASIC c 

ARE LEAST LIKELY
PROBLEM UNDER INVESTIGATION AND THAT
C 

TO CHANGE DURING PROGRAM EXECUTION
C 


c
 
C FUNCTIONS AND SUBROUTINES CALLED - NONE 

DIMENSION NDPTS(NTS),TTSNTSNDP),NAME(NVAR)'XVAR(NVARD 
i ONAMES(MOUTS),IS(2a) 

WAS GENERATED IN THE
C 	 READ INFORMATION STORED ON TAPE98 THAT 

PATTERN RECOGNITION SUB-COMPONENT
C 


PRINT i.oC
 
READ 2UGOtANS
 
IF(ANS.EQ,2HNO) GO TO I 

C READ DATA ON TAPE98 
READ(98)IS(i) 
READ(98)
READ(98) (NAME(J), J=1,NVAR)
 
READ(98) 
REA(98)(ONAES(J),J=itMOUTS)
IF(IS(l).NE. ) GO TO 5 
READ (98) (NOPS (J) ,J=i NTS) 
READ(98) KEY
 
!F(KEY.NE~u) GO TO 2
 
NTSDES=G
 
GO TO 3
 

2 CONTINUE
 
C 	 INPUT 3 FOR USE OF ACTUAL REAL WORLD TIME SERIES AND i FOR 
C USE OF SMOOTHED REAL WORLD TIME SERIES
 

PRINT '&ULS
 
READ 2uA3,NTSDES
 

3 	 NTSOES=NTSDES-
DO 4 J=INTSDES 
00 4 JJ=l,NTS 
ND=NDPTS (JJ) 

4REAO(9b) (TTS(JJJJJ),JJJ=iND)
 
5 	 CONTINUE
 
C INPUT DEFAULT VARIABLE VALUES
 

PRINT lQC3
 
READ 20,G3,(XVAR(J),J=.,NVAF)
GO TO IL 

£ CONTINUE 
FOR A 	PARAMETER ESTIMATION PRO3LEM AND
C 	 INPUT FLAG = ' 

C = : FOR AN OPTIMAL CONTROL PROBLEM 
PRINT 999 
READ 899,IS(l) 
IF(IS(;.).NE.j) GO TO 6 

C INPUT TIME SERIES FOP PAPAMETER ESTIMATION PFOBLEM 
DO 7 J=1 NTS 
PRINT 	997.,J
 
READ 897,NGPTS(J) 
PRINT 996 
ND=NOPTS (J)
 

7 	 READ 896,(TTS(J,JJ),JJ=i,ND) 
6 	 CONTINUE
 
C ENPUT INPUT VARIABLE NAMES 

DO 3 J=1,NVAR 
PRINT 99uvJ 

8 READ 89C,NAME(J),X4A;Z(J) 
C INPUT OUTPUT VARIABLE NAMES 

PR-INT 987 
kLAD 6d7,(ONAMES(J),J=1,MOUTS) 

C 
C 
10 

!NPUT INSTRUCTION 
SOLUTION 

PRINT 92 

ARRAY ELEMENTS TO STRUCTURE PROBLEM 

READ d92,IS(3) 
PRINT 993 
READ 693,IS(2)
PRINT 1O4 
READ 26U4,IS(5) 
PRINT 10%5 
READ 2CuS,IS( 7 ) 
PRINT lu>6 
REAL Z,. 6,I3(9) 

http:IF(IS(l).NE
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PRINT .,7 
READ 2Lu7,IS(8)

PRINT 	1Ou8
 
READ 2,08t1S(
 
PRINT tLL9
 
READ 2v9,IS(12)

IS(li)=IS(5)
 
REWIND 98
 
RETURN


i000 FORMAT(* TYPE YES TO READ INFORMATION FROM TAPE98 CA6)'

2i0, FORMAT(A6)

±00 FORMAT(* TYPE " FOR- WEAL WORLO TIME SERIES, OR I FOR SMOOTHEO TIME

I SERIES (I))
2UGI FORMAT(Ill

IJ03 FORMAT( TYPE IN TIE DEFAULT VALUES FOP THE VAFIABLES (7FIC.S)


1 (14,X A61)

2003 	 FORMAT(IFIt5)

10 4 FORMAT(* TYPE 6 FOk NO SPE..-UP OF POWELLS METHOD (Ii)*)

2ijQ4 FORMAT(I.)

1 05 	 FORMAT(* TYPE r FO DEFAULT SENS. TESTING ON WHOL, VARIA3LE SET (I11)')
 
2Q05 	 FORMAT(Il)

1006 FORMAT(* TYPE C FOR NO POLY APPROX., I FOP LOCAL APPROX., AND 2 F 

.OR GLOBAL APPROX. (III*)
2L46 	 FO MAT(I1)

1607 	 FORMAT(* TYPE U FO;. NO INTERACTION IN GLOBAL SFARCH (Ii)*)

200? FORMAT(I1)

1008 FORMAT(' TYPE 0 FOR REGULA SWITCHING (I1)*)

2£08 FORMAT(I±)

iu09 FORMAT(* TYPE ;, FO MANUAL TRANS N FOR INTEPACTIVE TRANS AFTEP N
 

I ITERATIONS OF BOX,*I* -N FOR AUiOMATIC SWITCHING AFTER N ITEPATIO 
INS (13) 4 )

2u09 FORMAT(I3)
999 	 FORMAT(* TYPE 0 FO- A P E PROBLEM AND I IF 0 C PROILEM (Ili)*
899 	 FORMAT(Ii)

997 	 FORMAT(* TYPE THE NUMBER OF JATA POINTS IN THE *,14, TIME SEPIES
 

l(I3)')
897 FORMAT(I3)
 
996 FORMAT(* TYPE IN TIE DATA POINTS ONE BY ONE (7FiC,5) )
, 

896 FORMAT(7FiC,5l
99u FORMAT('.- THE',I3,* VARIABLC_ NAMEIS(A6)AAD DEFAULT VALUE(F±U.5)*)

890 FORMAT(A6,FiJ.5)

9d7 FORMAT(* TYPE I:4 OLJTPUT NAtAES (IA )#)

887 FORMAT(( A6)

992 FORMAT(* TYPE MAX. NUMBER CF GLO9AL ITERATIONS (I2)* )
 
892 	 FORMAT(I2)

993 	 FORMAT(* TYPE tiTO PRINT PCLY. APPPOX, 3O.-F (i)')

893 	 FORMAT(II)
 

END
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DATA2, the second level of data subroutines in the optimization
 

sub-component, inputs variable values that fix the specific optimiza

tion algorithm parameters. These variables critically affect the
 

convergence properties of the complex-Powell, and Powell's speed-up
 

methods. With this subroutine the user can "tune" the optimization
 

sub-component to most efficiently solve the class of problems under
 

investigation.
 

Subroutine Argument List
 

SALPHA contains a scaling factor (>1) that determines the 
size of the initial complex in the complex method 
with vertices randomly generated around an initial 
point 

ITMAX contains the maximum number of iterations allowed 
in the complex method 

IPRINT1 is a parameter controlling the printing of intermediate 
iteration results in the complex method 

= 1 for intermediate values to print on each iteration 

= 0 for suppression of printing until the final solution 
is obtained 

ALPHA is a reflection factor of the complex 

BETA is a convergence parameter between successive iterations 
of the complex method 

GAMMA contains a complex convergence parameter for variables 
along constraint boundaries 

IPRINT2 contains a parameter controlling printing inPowell's 
method 

= 2 for printing of intermediate values after every 
linear search 

= 1 for printing of intermediate values after every 
iteration 

= 0 suppresses printing until the final solution is 
obtained 
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MAXIT contains the maximum number of iterations in Powell's 
method 

ESCALE contains a scaling parameter controlling the search 
step size 

ERST contains a parameter that determines whether the 
speed-up procedure of Powell's method will be used 
to attempt to improve the global optimum approximation 

IS defined in DATAI variable lists 

ADD contains the basic interval for stepping along the most 
sensitive variable values along a sharp valley in the 
input variable space 

DEV contains a parameter controlling the percent change in 
the independent variables for the sensitivity testing 

DELTA contains the explicit constraint violation correction 
in the complex method 

Additional Significant Component Variables
 

IS(5) defined in DATAl variable lists
 

IS(15) = +n for an output interval (printing) of n
 
iterations in the complex method
 

IS(16) = 0 for no interaction in Powell's method
 

= 1 for interaction (to exit) after every iteration
 

= 2 for interaction after every linear search
 

= 3 for interaction after every function evaluation
 

IS(17) = +n for an exit from the complex method after a 
vertex remains a minimum for n function evaluations 

IS(13) = 0 for the execution of the optimization sub-component
during the first numerical optimization 

0 afterwards 
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SU3ROUTINE OATA2(SALPHAtITMAX, IPRINT1,ALPHAtiETAGAMMAlPIN12, 
I MAXT,ESGALEERSTIS,ADDrEV,DELTA)
 

TITLE - DATA2 IS THE SECOND LLEEL IN THE DATA INPUT
 
SU'3ROUTiNE HIERARCHY IN THE OPTIMIZATION SUB-COMPONENT 

PURPOSE - TO INPUT OPTiMIZATION METHOD (POWELLS, COMPLEX,

POWELL SPEED-UPI PARAMETERS 

FUNCTIONS OP 3UBROUTI ES CALLED - NONE 

DIMENSION IS(±)
IF THIS IS FIRST PASS THROUGH SUPOPT - SKIP INTERROGATIVE TO 

RETAIN UE-AULT PAFAMETER VALUES 

IF(IS(i3).EQ.C) GO TO 4
 
PRINT 999
 
READ 899,ANS

IF(ANS,EO.3HYES) GO TO I 
CONTINUE . 

INPUT COMPLEX METHOD PAPAMETEP.S 
PRINT 998 
READ 898,SALPHA ,ITMAX, IPRINTI,ALPHA , BETA, 
CONTINUE 
IF(IS(13).EQ.L) GO TO 5

RETAIN DEFAULT 
PRINT 997 
READ 897 ANS
IF(ANSo .3HYES) GO 
CONTINUE


INPUT PARAMETER 
PRINT 996
 

SENSITIVIiY ANALYSIS
 
PRINT 992
 
READ 892,OEV


INPUT INSTUCTION ARRAY ELEMENTS TO 

ALGJRITHMS
 

PRINT IG 40 
READ LL4L, IS '5 
PRINT i04 "
 
READ 264,1,IS(16)
PRINT IL42
 
READ E£L429,IS(17)
 
RETURN
 
FORMAT4 TYPE 

FORMAT(I3)

FORMAT(* TYPE 

FORMAT (Ii)
 
FORMAT(* TYPE 

FORMAT(IZ)
 

FORMAT(F8,51

FORMAT(' TYPE AO)

FORMAT(F8,5)

FORMAT(* TYPE DEV 

FORMAT(F8.5)
 
END
 

PARAMETERS IN POWELLS 

TO 2 

(COMPLEX METHOD)
 

GAMMA, DELTA 

METHOD 

VALUES FOR POWELLS METHOD
 

READ 896,IPRINT2,M4aXITESCALE

CONTINUE
 
IF(IS(5).EQ.iJ) GO TO 3 

INPUT PARAMETER VALUES FOR POWELLS SPEED-UP
 
PRINT 994
 
READ 894,ERST

PRINT 993 
READ 693,ADD 
CONTINUE 

INPUT DEV - PERCENT CHANGE IN INDEPENDENT VAPIABLES - FOR 

THE 3UTPUT ITERATION INTERVAL FOR CCMPLEX (13) )
 

Q, 1, 2, OR 3 FOR INTERACTION IN POWELL (Il)l"
 

IN CJMPLEX MAX. NO. LOW PEPEATER (IE)&)
 

STRUCTUPE OPTIMIZATION
 

'
 

FORMAT(* TYPE YES FOR DEFAULT PARAMETERS IN COMPLEX METHOO(A6),' 
FORMAT(A6)
FORMAT(* TYPE SALPHA(F8.o), ITMAX14), IPRINT..12), ALPHA, BETA,
 
LAMMA,OELTA ('F8.5)') 
FORMAT(F8.5 14,I-F8.5)
*
FORMAT( TYPE YES OR DEFAULT PARAMETERS IN POWELLS METHOD(A6)#)
 
FORIIAT(AE)

FORM4AT ( TYPE IP*.iNT2(I2), MAXIT(IL1, ESCALE(F8.5)"l

FORMAT(Ii,I , Fd..)

FORMAT(* rYPE CONVERGENCE LI;.IIT FO: SPFED UP(F3.5)*)
 

(F35) FOR SPE:ED UP OF POWELLS METHOD*)
 

(F8.5) FOR SE'SITIVITY TESTING *)
 

http:IF(IS(5).EQ.iJ
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Parameter values that specify the objective function are input
 

in the subroutine DATA3. This includes weighting factors of residuals
 

in least squares minimization problems and weighting components of an
 

optimal control performance index. In many problems of interest,
 

there are multiple performance indices; however, either by constructing
 

a goal programming problem or by combining the multiple indices into
 

a single function through a set of weights, optimal system performance
 

can be examined with the component. Both small changes in objective
 

function parameters and changes of entire objective functions can be
 

accomplished with DATA2 during SYSOPT execution.
 

Subroutine Argument List
 

IS 
 defined in DATAI variable lists
 

NDPTS 
 defined in DATAl variable lists
 

W(J,JJ) 	 contas the weighting factor for the jjth element of
 
the J time series for the least squares objective

function in a parameter estimation problem. By
 
default:
 

W(JJj) = 1.0 

J = 1,NTS
 
JJ = 1,NDPTS(J)
 

P() 	 contains the parameter value for the Jth parameter of
 
the objective function in an optimal control problem
 
J = 1,NPOBJ (defined later)
 

PENALTY 	 contains a parameter that is added to the objective

function each time a constraint is violated by a
 
search variable value
 

NTS 
 defined in DATAI variable lists
 

NDP 
 defined in DATA1 variable lists
 

NPOBJ 
 contains the number of parameters specifying the form
 
of the objective function in an optimal control problem
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Additional Significant Component Variables
 

IS(18) = 0 	for a least squares error criterion in a
 
parameter estimation problem
 

= 1 	for a normalized least squares error criterion 
ina parameter estimation problem 
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SU3ROUTINE OATAS (1S9 NOPTS, W, P, PENALTY,NTS ,NDP9 NPOBJ)C 
C TITLE - DATA3 IS THE THIRJ LEVEL OF DATA INPUT SUBROUTINES IN 
C 	 THE OPTIMIZATION SU3-COMPUNENT
 
C 
C PURPOSE - TU INPUT PAkAMETERS OF THE OBJECTIVE FUNCTION 
C EITHER IN A PARAMET. P ESTIMATION PROBLEM OR AN OPTIMAL
 
C CONTROL P.OBLEM
 
C 
C 	 FUNCTIONS OR SU3ROUTINE3 CALLED. - NONE 

DIMENSION NOPTS(1),W(NTSi),P(') ,IS(20)
 
IF(IS(13),EQ,6) GO TO 5
 

C 	 RETAIN OBJECTIVE PARAPE'_TER DEFAULT /ALUES
PRINT 1OaLb
 
READ 24U ,ANS
 
IF(ANSEQ,3HYES) GO TO 9q


5 	 CONTINUE
 
C 	 INPUT INSTRUCTION ARRf.Y ELEMENr TO DETERMINE WEIGHTED OR 
C NORIALIZE) LEAST SQUARES ERROP ZRITERION IN A PARAMETER
 
C ESTIMATION PROBLEM
 

IF(IS(i),EQJ) PRINT 1L0iF(ISzI.E .J}PEA] 2J~iplS(15) 

C INPUT CONSTRAINT PENALTY
 
PRINT 995
 
READ 895,PENALTY
 
IF(IS(l).NEJ) GO TO 1
 

C USE DEFAULT WEIGHTS FCR LEAST SQUARES ERROR CRITERION
 
PRINT 999
 
READ 899,ANS

IF(ANSEQ.2HNO) GO TO 2
 
O0 3 K=LNTS
 
KK=NUPTS (K)

00 3 J=1,KK
 

3 	 W(K,J)=1.
 
RETURN
 

2 	 CONTINUE
 
C INPUT WEIGHTS FOR LEAST SQUARES ERROR CRITERION 

00 4 K--, ,NTS 
PRINT 998,K
 
KK=NDPTS (K)

READ 898,(W(KJ),J=1,KK) 

4 	 CONTINUE
 
RETURN
 

I CONTINUE
 
C 	 INPUT PARAMETERS OF OPTIMAL CONTROL PERFORMANCE INDEX 

PRINT 	 997 
READ 697,NP
IF(NPEQ.u) GO TO 99 
PRINT 996
 
READ 896,(P(K),K=/,NP)
 

99 CONTINUE
 
RETURN
 

iQi0 	 FORMAT(* TYPE u FO LS ODJ FUJNC AN3 i FOP WLS OBJ FUNC (Il)*
2JOi 	 FORMAT(Ii3
1.O FORMAT(* TYPE YES TO SKIP PATA3-READING JBJ. FUNC. PAR. (Ab) ) 
243O FORMAT(Ab)
999 FORMAT(* TYPE YES OR NO FO JEFAULT WEIGHTING ON TIME SERIES(A6)*W 
899 FORMAT(A6)
998 FORMAT(* FOR THE#,I3,* TIME S:t.IES TYPE a-7IGHTING COEFFICIENTS OE 

IR TIME (lGF3.5)4)

898 	 FORMAT(I±F8,5)

997 FORMAT(* TYPE NUMBE-R OF PARAIETERS IN OqJECTIVE FUNCTION (I3)*) 
897 FORMAT(13)
996 FORMAT(* TYPE PA.-:AMETERS OF O3JECTIVE FjNCTICN (lCF3.5)*!

896 FORMAT(ICF8,5)

995 FORMAT(* TYPE PENA.-TY PAKA';ETEt- FO- CONSTRA.INT VIOLATION (F8,5)4)
 
895 FORMAT(F8.5)


EN)
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Subroutine DATA4, which is generally executed more often than
 

the higher level DATA subroutines, inputs search variable names, search
 

variable limits, and search variable initial values. In addition,
 

convergence parameters of Powell's method, specific for each search
 

variable set, are input in DATA4. Any subset of the input variable
 

set can be used to construct a search variable set. With this sub

routine, the user can change the variable set over which the objective
 

function is being optimized without halting the execution of the
 

component for reprogramming. This flexibility represents one of the
 

more powerful capabilities of the component.
 

Subroutine Argument List
 

IS defined in DATA1 variable lists 

NAMV(J) contains the name of the jth search variable J = 1,N 
(where N is the number of variables in the current 
search variable set under investigation 

XZ(J) contains the initial value of the jth search 
variable J = 1,N 

CONS(J) contains the number of the yHriable in the search 
variable set to which the J constraint corresponds 
J = I,N 

CONSTL(J) contains the lower constraint value of the X(CONS(J)) 
variable 
J = 1,NCONST (NCONST defined later) 

CONSTU(J) contains the upper constraint value of the X(CONS(J)) 
variable 
J = 1,NCONST 

BOUNDSL(J) contains the lower boundary value for the Jth search 

variable in the complex method 
J = 1,N 

BOUNDSU(J) contains the upper boundary value for the Jth search 

variable in the complex method 
J = 1,N 
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N contains the number of variables in the current 
search variable set 

NCONST contains the number of variables that are con
strained to lie within specified limits in Powell's 
method 

E(J) contains the successive iteration convergence limit 
for Powell's method 
J = 1,N 
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SU3ROUTINE OATA(IS, NAMV, XZ 9CONS,3ONSTL,ONSTU,BOUNDSLo BOUNDSUiN, 
i N:ONSTE) 

C 
C TITLE-OATA4 IS THE LOhEST LEVEL OF )ATA INPUT SUBROUTINES It!
 
C THE OPTIMIZATION SUB-COMPONENT
 
C
 
C PURPOSE-TO iNPUT VARIABLE VALUES THAT CHANGE MOST FRkUUzNTLY
 
C DURING PROGRAM EXECUTION PARTICJLARLY SEARCH VARIABLE
 
C INFORMATION
 
C
 
C FUNCTIONS OR SUBROUTINES CALLED-NONE
 
C
 

INrEGEF CONS
 
DIMENS'ION IS(2; ),NAMV(N),XZ(N),CONS(N),CONSTL(N),CONSTU(N),
 

i BOUNOSL(N}),3OUNDSU(N)9E(N)
 
C READ SEARCH VARIABLE NAMES, INITIAL VALUES AND CONVERGENCE
 
C PARAMETERS FO. POWELLtS METHOD
 

00 1 J=iN
 
PRINT 998
 
READ 898,NAMV(J),XZ(J),E(J)
 

I CONTINUE
 
c READ ANY CONSTRAINTS CN 


PRINT 997
 
READ d97 NCONST
 
IF(NCONSfEQ,&) GO TO 3
 
00 2 J=iNCONST
 
PRINT 9-95
 
READ 895,CONS(J)

PRINT 996
 
READ 896,CONSTL(J),CONSTU(J)
 

2 CONTINUE
 
3 CONTINUE
 

THE SEARCH VAFIABLES
 

C READ BOUNDING VALUES OF SEARCH VARIABLES FOR 30TH GLOBAL
 
C SEARCHES AND THE COMPLEX METHOO
 

DO . J=1,N
 
PRINT 999 NAIV(J)

REA 0899, B6UNc)SL (J), BOUNDSU (J)
 
RETURN
 

999 FORMAT(* TYPE IN THE LOWER AIt) UPPER BOUNDS FOR ,A3, (2F. ,5)*)
 
899 FORMAT(2F10.5)
 
998 FORMAT(* TYPE IN A VARIABLE SLARCH NAMF,INITIAL VALUE, AND CONV, L
 

lIMIT FOR BOTM*/* (46,2FiG.cIS)

997 FORMAT(* TYPE IN THE NUMBEF. OF CONSTRAINTS (12)AI
 
996 FORMAT(* TYPE IN THE LOWEk AND UPPER CONSTRAINTS (2F±l.5['I
 
995 FORMAT(* TYPE IN THE VARIABLE NUM3ER THE CONSTRAINT CORRESPONDS TO
 

1 (12)4)
 
898 FORMAT(A6,EFLC,5)

8,)7 FORMAT(IZ)
 
896 FOkMAT(2F4&,5)
 
895 FORMAT(IZ)
 

END
 



158
 

Subroutine VAR
 

Subroutine VAR is an important part of the data input hierarchy
 

of subroutines. The sub,'rutine verifies that the search variables
 

that are input to DATA4 are proper elements of the input variable set.
 

Executed immediately after DATA4, VAR searches through the entire input
 

variable set once for each search variable. If a match is not found,
 

then an error message is printed on the teletype and the input of
 

another variable name is permitted. After three unsuccessful attempts,
 

an additional error message is printed and the program halts execution.
 

However, once a match is found, the array IVAR provides a link between
 

the search variable set and the input variable set. The use of VAR
 

facilitates the user's input of search variable names into the optimiza

tion sub-component.
 

Subroutine Argument List
 

NAME(J) defined in DATAI variable lists. 

NAMV(J) defined in DATA4 variable lists. 

IVAR(J) c ntains the number of the input variable to which the 
J search variable corresponds. 
J = 1,N. 

NVAR defined in DATAl variable lists. 

N defined in DATA variable lists. 

Additional Significant Component Variables
 

IT 
 is a counter for the number of times an incorrect variable
 
name is input as a search variable. When IT is greater

than or equal to three, an exit from the component is made.
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SU3ROUTINE VAP(NAMENAM V,IVA., NVARN)
C 
C TITLE-3UBROUTIN;7 VAR VERIFIES THAT A 0ROPFR SEARCH VARIABLE 
c SET HAS BEEN INPUT IN OATA. 
C 
C PURPOSE-TO SEARCH THROUGH THE INPUT VARIABLE SET AND NOTE TO
 
C THE USEP 4NY DISCFEP-NCIES IN THE SEARCH VARIABLE SET 
C 
c FUNCTIONS Ot- SUG3R'UTINES CALLED-NONE 
C 

DIMENSION NAME(NVA ),NAMV('),IVAP(N) 
C SEARCH THROUGi THE INPUT VAPIABLE SET FOP EACH SEARCH 
C VARIABLE NAME 

O0 1 J=i,N
 
C IT IS THE CCUNTEQ FCR TH- NUMBER OF UNSUCCESSFUL ATTEMPTS AT 
C CURRECTIN5 AN INVALID SEARCH VARIABL.E NAME

I T=O 
C IVAM,(J) DENOTE.S THE NUMBk OP THE INPUT VARIA3LE
 
C CORRESPUNJING 

IVAR(J)=6
 
4 CONTINUE
 

DO 2 JJ:19NVAR
 
IF(NAMV(J).NENAME(JJ))

C PROPER MATCH HAS 
IVAR(J) =JJ 
GO TO 1
 

2 CONTINUE
 
C TEST FOR WHET4ER 


IF(IVAF'(J) °E'j) GO 
PRINT 999,NAmV (J) 
READ 899,NAMV(J)

IT=IT i 
IF(IIT.LT3) GO TO 
PRINT998
 
CALL EXIT
 

3 CONTINUE
 
I CONTINUE
 
899 FURMAT(A6)
 

TO 
 3
 

999 FORMAT(//1H ,,,VAkIABLE 

i/iA ,* TYPE IN 46 FORMAT 

998 FORMAT(///IH ,.,,°,,°NO 
RETURN 
END
 

TO THE SEARZH VARIABLE
 

GOTO 2 
BEEN FOUNO 

ANY MATCH HAS BEEN FOUND
 

NAME *,45,* NOT FOUND IN VARIABLE SET,,*/
 
CO,RECTED VAPIABLE NAME ')


VARIABLE FOUND WITH GIVEN NAME. .,,,,,//) 



c 
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Subroutine FUNC 

The subroutine FUNC performs the necessary calculations and subroutine
 

calls to evaluate the objective function for a given set of input (search)
 

variable values.
 

For an optimal control problem FUNC calculates an objective function
 

of the form:
 

0=N y(au T) 'J[a,u,T,p,cL- -- = M [-y(a,u,LAt),LDt, + At k 1 X= - I i ' u + 

Jtu NCONST 
u(itu), itu + + PPpenalty' Pmult,i 

where
 

a is the set of parameters of the model 

u is the set of control variables of the model 

[0,T] is the time horizon 

P_ is a set of variables capable of specifying the form 
of J desired by the user
 

is the set of constraints on the variables
 

c(x,u,T,y,a) > 0 

P	pis a penalty parameter added to the objective function
 
Ppenalty each time one of the constraints is violated
 

multi 1 if the ith constraint is violated
 
0 otherwise
 

m~ IdtU 
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u(t) 	 : for (k-1)tu<t kt
u
 

1<k<K with K=I{-.I + 1 

and y 	 is the set of outputs of the model
 

In the evaluation of J, M penalizes model behavior at the end of the
 

time horizon, N penalizes behavior of the models solution in the time
 

interval [OT], and the penalty term is added for constraint violation.
 

If the problem of interest is formulated as an parameter estimation
 

problem, then FUNC calculates a weighted sum of squares error criterion
 

between the model outputs and the real world time series. In this case,
 

- Y(iAt) 	 2MOUTS L yibt) 

J[a,w,y,T] = W
 

j=1 i=1 YIY(iA
 

where
 

Y. 	 is the jth real world (or smoothed real world) time series
 
data point
 

yj is the corresponding output of the simulation
 

MOUTS is the number of model outputs or time series
 

Wi is the set of weightings on the errors
 
and y = I for a normalized error criterion
 

= 0 for a 	unnormalized error criterion 

The subroutine FUNC calls the subroutines MMM and NNN to calculate
 

J, and also calls TRANSFE to insure proper compatability between the
 

search variable value array and the input variable value array. Finally,
 

it should be noted that constraints on the input variables can be handled
 

with constraint violation penalties added to the objective function.
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Thus, constrained optimization problems can be converted into unconstrainec
 

problems.
 

Subroutine Argument List
 

X(J) 	 contains the value of the Jth search variable for
 
function evaluation.
 
If IS(14) = 0 J = 1,N
 
If IS(14) / 0 J = 1,NVAR.
 

N defined in DATA4 variable lists.
 

F contains the objective function value on return from
 
FUNC.
 

IVAR defined in VAR variable lists.
 

XIN(J) contains the value for the Jth input variable of the
 
simulation.
 
J = I,NVAR.
 

XOUT(J) contains the value for the jth output variable of the
 
simulation. XOUT is updated every DT time step of the
 
simulation.
 
J = 1,MOUTS.
 

IS defined in DATAl variable lists.
 

NTS defined in DATAI variable lists.
 

NDPTS defined in DATAl variable lists.
 

NDP defined in DATAI variable lists.
 

NREG = 2*N+I+N*(N-1)/2 is the number of coefficients in a
 
quadratic approximation of a function in N independent
 
variables.
 

W defined in DATA3 variable lists.
 

INT contains the number of DT steps corresponding to the
 
real world data sampling interval in a parameter

estimation problem.
 

NCONST 	 defined in DATA4 variable lists.
 

CONS defined in DATA4 variable lists.
 

CONSTL defined in DATA4 variable lists.
 

CONSTU defined in DATA4 variable lists.
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defined in DATA3 variable lists.
PENALTY 


defined in DATA3 variable lists.
p 


defined in DATA3 variable lists.
NPOBJ 


TTS defined in DATA variable lists.
 

contains the model ?Htput corresponding 
to the jjth
 

TSAVE(J,JJ) 

data point of the J time series.
 
J = 1,NTS
 
JJ= 1,NDPTS(J)
 

contains the previous (from last update) jth coefficient
AOLD(J) 

of the quadratic approximation to the objective function.
 

J = 1,NREG.
 

contains the new (updated) jth coefficient of the quadratic
ANEW(J) 

approximation to the objective function.
 
J = 1,tNREG.
 

containsthe value of the quadratic term corresponding
UUJ) 

to the J coefficient.
 
J = 1,NREG.
 

POLD,PNEW 	 are arrays containing information necessary for the sequen
tial update of the polynomial approximation to the objec

tive function, both are dimensioned to (NRFG.NRFn).
 

defined in DATA variable lists.
NVAR 


defined in DATA1 variable lists.
MOUTS 


Additional Significant Component Variables
 

NSET = 0 to initialize the integral component of the optimal
 
control objective function
 

= 1 after initialization
 

called from the sensitivity testing
IS(14) = 1 if FUNC was 
subroutine SENS 

1 otherwise 

IS(l) defined in DATA variable lists 

ISWITCH = 1 if the simulation model is to be used for function 
evaluation or plotting only (pattern recognition sub
component)
 

1 for normal execution of the simulation model
 
(printout, interaction, etc.)
 



164
 

IPLOT = 0 for function evaluation 

0 for plotting of model outputs (see SUBPR) 

ISET 0 to allow updating of quadratic approximation 
coefficients 

= 1 to initialize the arrays AOLD, POLD for sequential 
regression calculations 

IS(18) defined in DATA3 variable lists 



165
 

SU3ROUTINE FUNC (XtNF,IVAF,X:I4,XOUTISNTS,NrQPTStNOPNREGsWINT,
P, NP03J, TT3,TSAVE,AOLD, ANEWtUU,INCONST,CONSvCONSTL, CONSrU,PENALTY, 

2POLO, PNEWNV P , MOUTS) 
C VALUESO3JECTIVE FUNCTIONC 	 TITLE-FUNC CALCULATES 
C
 

NO.MALIZED OR UNNORMALIZ., SUM OF
C PURPOSE-TO CALCULATE 

A PARAMTER ESTIMATION
SQUARES ERROR CRITERION FOR
C 

PRJ,3LEM O AN INTFGRAL-FINAL TIME CRITERION FOR AN
 

C 

OPTIMAL CONTROL P-'OBLEM
C 


C
 TkANSFFtSIoMMMSEOSWC 	 FUNCTIONS Ok SUBiROUTINES CALLED-NNN, 
3C	 ,),XOUT(MOUTS)IZ(2C)"NOPTS(NTSDIMENSION X(NVAR),IVAR(N),XIN(NA 

lW(NTS,NDP),CONS (N), CONSTL(N, k;ONSTU(N), P(NPOJ), TTS(NTSNDP)
,TSAVE
 

2 	(NTSNOP , AOLO (N,-.E), ANEW (tRFG), UU(NREG, POLF)(NI~cG,NREG) 9PNEW(NREr 

I 	,NREG)

INTEGER CONS
 
NSET = 

C IF AN OPTIMAL CONTROL PRO;ILEM IS BEING SOLVED-INITIALIZE TH'* 
INTEGRAL PART OF THE OBJECTIVE FUNCTIONC 	 XOUTPNVAR ,MOUTSNPOBJ N S2 T)

IFIIS(1) *NE.);CALLNNN(TtDTP2vXIN
CAPA;31 LITY VARIABLES
C ASSIGN SWITUHING AND 


NST=;.
 
ISWITCH=i
 
IPLOT=0
 
ISET=L
 

.3 FROM SENS ENTIRE INPUr VARIABLE SET
C 	 F=o IF FUNG 1S tEiNG CALL 

VALUES Ar.- TRANSFERRCD TO XIN
C 
C IF NOT ONLY TRANSFER SEA6CH VARIABLE VALUFS 

IF(IS(.4),EQ.i) CALL TRANSFE(XINX,NVA,IVAR,IS) 
IF(IS(14).N,.1) CALL TKANSFE(XIN,X,N,IVAR,IS)

MODEL 	OUTPUTS FOR OBJECTIVE
C 	 GALL SI4ULATION TO CO PUTE 
FUNCTION EVALUATIONC 
 iWITCHNVA-'
CALLS1M(XIN,XOUT,T,DTP,INT,IPLOTTSAVENTS,NSFT, 


iMOJTS,NPOBJ,P2,NTIlES, IS)
 
IF(IS(i).NE'J) GO TO 10
 

LFAST SQUARES EROR fRITE.IONC CALCULATE 
00 1 J=1,NTS 
NC=NOPTS (J)
 
DO I JJ=i,NO 
IF(IS(18).NE.G) GO TO 5 

C 	 CALCULATE WEISHTED-NOT NORMALIZEO-LEASr SQUARES EPOR 
C 	 CRITERION 

F=F+W (J, JJ) '(TTS(J,JJ) -TSAVE (J,JJ)) 2
 
GO TO i
 

5 	 CONTINUE 
GO TO 2
IF(ABS(TTS(J,JJfl.ST.1.E-iL) 


IF(ABS(TSAVE(JJJ))GT.I.E-l") GO TO 3
 
GO TO 1.
 

C CALCULATE W I3HTE0-NOFMALIZED WITH TSVE-LEAST SOUARES ER;OR 
C CRITERION 
3 	 F=F'W(JJJ)*( (TTS(J,JJ)-TSAVF(J,JJ))/TSAVE(JJJ))4*2
 

GO TO
 
C CALCULATE W:-IS4TO-NOFMALIZ_.) WITH TTS-LEAST SQUARES ERROR
 

C CRITERION
 
2 F=F+W(J,JJ) ((TTS(J,JJ)-TSAVE (J,JJ) )/TTS(J,JJ)I 'Z2 
i CONTINUE 

GO TO i1
 
10 CONTINUE
 FUNCTIONC 	 CALCULATE OPTIMAL CONT.OL J3JECTIVE 

C F:RST COMPUTE Pl-THE F INAL TIME BEHAVIOI , PENALTY 
CALLMMM(T OT Pl xIN xOUI,P,NVA, MOUTS, NPOBJ) 

P2 I- THIE NT:-AL BEHAVIO, PENALTY CALCULATE] IN SIM
C 

F=PIP2 

11 CONTINUE
 
IF(IS,4) .EQ.I.OR.13(9) .EO,)GO TO 14 

C UPDATE POLYNOMIAL APPFO)I9ATING COEFFICIENTS 
CALL SE Q SW (X, N, F, ISET ,NREG, AOLO, ANEW,POLD, PNEWUU) 

1. CONTINUE
 
C ADO ANY PENALlY CONSTFAI:ITS IF THER ARE VIOLATIONS 

IF (NCONST.-E*L) GO TO 13 
DO 1 J=I,NCONST
 
PMJLT=.
 

3 PMULT=Z.
IF(X(CONS(J)I.LT.eCNSTL(J) 0.X(CONS(J))°GTCOISTU(J)
F=F+PENALTY*PMULT 
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12 CONTINUE
 
13 CONTINUE
 

RETURN
 
ENa
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Subroutine GLOBE
 

Subroutine GLOBE contains an algorithm that generates initial points
 

in the search variable space for conducting local searches. For an n

dimensional optimization problem, the initial points are computed 
as
 

X(J) = BOUNDSL(J) + R(J)*(BOUNDSU(J) - BOUNDSL(J))
 

J = 1,N 

where
 

X = (X(l), X(2), ..., X(N))is the initial point in the search variable
 

space and BOUNDSL, BOUNDSU are arrays containing upper and lower
 

bounds for the search variables
 

random variable uniformly distributed on [0,11
R(J) is a 


On the other hand, with the appropriate selection of interactive variable
 

values, it ispossible to externally specify initial points for 
local
 

searches.
 

Subroutine Argument List
 

defined inDATA4 variable lists.
BOUNDSL 


defined inDATA4 variable lists.
BOUNDSU 


defined in FUNC variable lists.
X 


defined in DATA4 variable lists.
N 


NVAR defined in DATA variable lists.
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SU3ROUTINE GLOdE(BUNOSL,BC'JNSUX,NNVAP) 
C FOR GLO3AL SEARCH
C TITLE-SUBROUTINE TO GENERATE INITIAL POINTS 

C
 

S-APCH VARIABLEC PURPOSE-TO GENERATE RANDM POINTS IN THF 
C SPACE THAT ARE TO BE IJE3 AS INITIAL POINTS IN LOCAL 

C SEARCHES IN A GLOPAL SEARCH 
C 

FUNCTIONS OR 3UBROUTIN;_S CALLED-RANF
C 

C 

OIMENSION BOUNOSL(N),BOUNDSU(N),X(4VAR)
 
C
 

SEARCH VARIABLE GENERATE A VALUE
C FOR EACH COMPONENT OF THE 

RANOOMLY 4ITHIN THE INTERVAL T3OUNOSL(J),3OUNDSJ(J|l
C 


C 
0 S L ( I B OU ) )X|I BO D AN1F (I*) ( [OUNOS U ( I )-NSL( I ) 
O

RETURN
 
END
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Subroutine CONV
 

CONV is a type conversion subroutine used in the optimization sub

component because the variable dimensioning scheme used to extend or
 

reduce the amount of core storage needed for proper program execution
 

incorporates a real array COM, in BLOCK COMMON. As a result, integers
 

are stored as integer representations in real variables. Thus there
 

is a need for converting these real expressions into equivalent integer
 

expressions in integer variables. Subroutine CONV accomplishes this
 

by equating an integer variable in a subroutine argument list to a
 

real variable in a subroutine call.
 

Subroutine Argument List 

I is an integer variable that is equated to a real variable 
containing an integer expression. 

II contains the integer expression of the real variable, 
passed to I, on return from the subroutine. 
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SUBROUTINE CONV(I,II)
C 
C TITLE-C)NV IS USED TO CONVERT AN INTEGER £XPF.ESSION STORED :,N
c A REAL VA. IABLE TO AN INTEGER EXPRESSION STORED IN AN 
C INTEGER VARIABLE 

C PURPOSE-IF SU.3ROUTINE CONV IS CALLED WITH tCALL SU3 .OUTINE
C CO.'!V(AJh), THEN THE cXPRESSIDN IN A WILL 3E CO'IVERTEO 
o INTO AN INTEGER At.9 STORED IN J ON RETURN FROM C'Nq 

C FUNCTIONS OK CU3ROUTIt'EO CALLED-NONE 

C THE INTEGER STORED IN I 14UST BE ASSIGNED TO ANOTHER INTEGER 
C VARIABLL SO THAT THE ORIGINAL EXPRESSION IS NOT DESTFOYED 

RETURN
 
END 
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Subroutine TRANSFE
 

Matching of search variable values with proper input variable
 

values is accomplished with the use of subroutine TRANSFE. This subroutine
 

insures correlation betwen the two variable sets, input and search, by
 

usina the array IVAR which is calculated in subroutine VAR. The
 

input variable values to the simulation are set from both the base
 

(default) values of the input variables read in subroutine DATA] and
 

the search variable values passed from subroutine FUNC.
 

Subroutine Argument List
 

XIN defined in FUNC variable lists. 

X defined in FUNC variable lists. 

N defined in DATA4 variable lists. 

IVAR defined in VAR variable lists. 

IS defined in DATAI variable lists. 
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SU'3RUUTINE T-,ANSFE( XINX,N, IVAl,IS) 
C 

DATA VALUES FF09 ARRAY X To APRAY X'.N 
C TITLE-TRANSFE TRANSFER& 

LAT" SEAR>d VARlABLFS, INPUT 
PURPOSE-TO PFOPERLY CO-C VALUES, AND" 3MJLATION VARIABLF VALUES 

C VARIAL-:_ 

L CALLE-NONE 
c FUNCTIONS OR SU.3ROUTI 
c DIMENSION X(l), XIN(I), IVt'(UI),IS(20) 

C P.LL-J FRCM SEJ SITIVITY TESTING, ASSIGN 
C IF TRANSFE I BLING 

VALUES (AS SPECIFIEq IN SUHROUTIN-
ALL INP(Jl DEFAULTG 

C SENS) TO THE SIMULATION VARIAL. VALUFS 

IF(IS(:4).EQi) GO TO 2
 

.C TO APPROPUIAT 'r 3IULATION 
ASSIGN SLAPUH VARIABL- VALUESG ARR4Y IVARAS SPCIFIED .,Y TH.
VARIAdLES VALUES
C 

00 ! J=I,N 
1= I'IA(J)
 

I XIN(I)= X(J)
 
RE TU N
 

2 CONTINUE
 
DO 3 J=I1,i
 

3 XIN(J)=X(J)

RETURN 
END
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Subroutine SENS
 

Sensitivity testing on the objective function is performed in sub

routine SENS. If the objective function is given by J[a,u,T], then the
 

sensitivity of J with respect to an x c {a,u,T} is given by:
 

x
Sx % change in J due to a change in 

% change in x
 

AJ/J
 

In addition, if the sensitivity of J at x0 is desired and J(xo) = 0., then
 

Sx0 is calculated in SYSOPT AS AJ/Ax. For particular problems, a possible
 

improvement would be to approximate
 

Sx Axx by 

Ax2 )]J xA [J(Ax + Ax2 - J(Ax -
S T AX 2Ax 

_J(Ax +AX 2 ) J(AX - AX2
 

2J(AX)AX
 

when J(O) = 0, x = 0 and J(Ax) 0.
 

This approximation can easily be programmed into SYSOPT within the
 

subroutine SENS.
 

In the subroutine, the sensitivity of the objective function can
 

be calculated for all the input variables (requiring n+l simulation runs
 

with n input variables) or for user specified subsets of the input
 

variable set; thus, unnecessary simulation runs are eliminated. The
 

desired mode of execution can be specified by the input of an interactive
 

variable in DATA.
 

Sensitivity tests on the objective function identify those variables
 

that most strongly affect changes in the performance or behavior of a
 

model. As a result, these tests are important in the solution of parameter
 



174
 

estimation and policy decision problems for at least four reasons. 
 First,
 

the relative sensitivities of the variables may indicate search variable
 

subsets that could allow for rapid and large improvements in the objective
 

function. Second, the input variable sensitivities may indicate where a
 

good initial point for a search is located. Third, by evaluating the
 

sensitivities at different points near a base set of values, some 
inter

actions in the variables may be isolated. 
This would allow a reduction
 

in the size of the search variable sets necessary to find an optimum of
 

the objective function. As a result, a corresponding reduction would
 

occur in the number of simulation runs needed for the optimization.
 

Last, a sensitivity analysis at the optimum in a parameter estimation
 

problem can assist in determining whether the model being studied is 
a
 

valid representation of the real world.
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Subroutine Argument List
 

X defined in FUNC variable lists. 

NSENS contains the number of input variables for which 
sensitivity testing is to be performed. 

S(J) contains the sensitivity of the objective function with 
respect to the NSUB(J) 'th input variable 
J = 1,NSENS. 

Y is an array storing temporary calculations. 

DEV defined in DATA2 variable lists. 

NSUB(J) contains the number of the input variable for which 
sensitivity testing is desired 
J = 1,NSENS. 

In addition if NSUB(1) = 0, then the sensitivity of all 
the input variables will be calculated. 

NVAR defined in DATA variable lists. 

IVAR defined in VAR variable lists. 

XIN defined in FUNC variable lists. 

XOUT defined in FUNC variable lists. 

IS defined in DATA1 variable lists. 

NTS defined in DATA1 variable lists. 

NDPTS defined in DATA1 variable lists. 

NDP defined inDATA variable lists. 
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NREG defined in FUNC variable lists, 

W defined in DATA3 variable lists. 

INT defined in FUNC variable lists. 

NCONST defined in DATA4 variable lists. 

CONS defined in DATA4 variable lists. 

CONSTL defined in DATA4 variable lists. 

CONSTU defined in DATA4 variable lists. 

PENALTY defined in DATA3 variable lists. 

P defined in DATA3 variable lists. 

NPOBJ defined in DATA3 variable lists. 

TTS defined in DATA1 variable lists. 

TSAVE defined in FUNC variable li.sts. 

AOLD defined in FUNC variable lists. 

ANEW defined in FUNC variable lists. 

UU defined in FUNC variable lists. 

POLD defined in FUNC variable lists. 

PNEW defined in FUNC variable lists. 

MOUTS defined in DATA1 variable lists. 

N defined in DATA4 variable lists. 

IS(14) defined in FUNC variable lists. 

ZBASE contains the objective function value at the base point 
for which the sensitivities are desired. 

Z is a real variable containing the intermediate function 
values corresponding to deviations from the base point. 
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SU3ROUTINE 3ENS (X,ASENSSYOEV,NSJB NVAR, IVAP,XI :,XOUT ,IS, NTS,
 
1 NDPTS, NOF,NRLG, W,INT, NCONST,G)4S, CONSTL, CONSTUPcNALTY, P,
 
1 NPOi3Jp TTSTSAVr, AOLO,ANE W,UU, POLD, PNEWt MOUTS,N)
 

C FUNCTION SLNSITIVITIES TO INPUT

C TITLE-SENS COMPUTES Of)J-CTIVE 

C VARIABLE CHANGES
 
c PURPOSE-TO 10NTIFY It,PLT 4ARIABLES THAT MOST STPCNGLY AFFECT
 
C CHANGES IN THE PE FOPJPANCE OR 3-HAVIO OF A MODEL
 
C
 

C FUNCTIONS 0! SUBROUTIIJ% GALLtD-FUN6,ABS
 
C OI4ENSION X('4VAi£1,-(NVARIIVAk( l),XIN(NVAR),XOUT(MgOTS),IS(2.i,
 

I NOPT3(NTS),W(NTS,NP),COS(NhCOSTL(N),CONSTUG N) (rN POBJ I
 
D (NREGr) A N EW(N EC |,UU(NREG),
2 TTS(NTS,NOP),TrAVE(NTS,NCP),AOL


I POLO (NREG,NREG',PN=.W(NREC, HvG),Y(NVAR) ,t'S'JB(NVA R )
 
INIEGEF CONS
 

C
 
C SET SWITCH TO INDICATE CALLS TO FUNC MRE MADE FROM SENS
 

IS(i ")=$
 

C CALL FUNG TO "'OMPUTE Z3ASE-THE OBJEOTIVE FUNCT:ON VALUE
 
VARIA3Lt VAL'JES-XC COiRESPONJING TO TH7 BASE 

CAL.L FUNC(X,N,ZaASL IVAR,XlN,XOUT ISNTS,NOPTS NDF NREG,W,INT,
 
SNCOUSTCON3,COS[FL,CONSTU,PE1ALTY, P,NPO3J, TTSTSAVEAOL0,A-EW,
 
I UUPOLO,PJW,NVA, OUTSJ
 

C 
C TEST TO DET.RMINE IF ENTIRE VARIARLE SET IS TO BE USED 'OR 
C SENSITIVITY TESTING 

IF(NSUB(!iNE, ) GO TO I 
C 

NSU, ARRAY FOR TESTTNG ENTIRE INPUT VARIAILE 3ETC CONSTRUT 
00 2 J=I,NVAD 

2 NSJB(J)=J
C 
C ASSIGN X ARrlAY TO Y A RAY 
I 00 3 J=i.,NVAR 
3 Y(J)=X(J) 

c A33IGN TO THE Y ELLEMELT,THE 9ASE VARIABLE VALUE PLUS PE-CENT
 
C DEVIATIUN FOR SENSITIVITY TESTING 
C IF THE :3ASE VARIABLE VALUE IS NEAF ., USE ABSOLUTE DEVIATION 
C FOR SEN31TIVITY TUSTING 

O0 4 J=i,NSENS
 
NS=NSUB(J)

IF(ABS(X(NS)).LT.l.E-9) GO TO 5

Y (NS) =(I .L+DO-V X 4S) 

GO TO
 
5 Y(kNS)=X(NSJ)+EV
 
6 CONTINUE
 
C
 
O COMPUTE Z THE OBJECT.VE FUNZTION VALUE CORRESPONDING TO THF 
C DISPLACED VAPIAPLE VALUE 

CA.L FUNC(Y,;, Z ,IVARXI-A,XOUTISNTS,NJPTS,NOP,NZEG,W,INT,
 
I NCONST ,CO,43 C ONSTL,C ONSTUl, PL 4ALTY , P, NPO-3J, TTS, TE AVE, AOL 0, a 'E W,
 
1 JU,POLO,P4EW,N4AR MOUTS)
 

C COMPUTE SEN2.TVITY-IF THE; IASE VARIa:-3L VALUE IS AEAc
 
C COAPUTE A PMOXIMATIOrt TO LERIVATIVE AT BASE PON',T 

IF(ABS(X(NS)).LT((Z-ZBA'St. i.-E- ) GO TO iS(J) /ZAS--)I((Y(NS)-X(, z)/X(NS)) 

GO TO .
 
7 S(J):(7-ZBASE) /O. V
 
4 Y(NS =X (NS)

C F.SET SWAITCh flNICATIthG F.DOM WHICH SUBROUTINr PUNC WAS 6ALLF1 

I S(.' ) = L 
RETURN
 
LNO 

http:IF(ABS(X(NS)).LT
http:OBJECT.VE
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Subroutines BOX, CONSX, CENTR, CHECK, and CONST
 

The set of four subroutines BOX, CONSX, CENTR, and CHECK form an
 

integrated algorithm for performing the Complex optimization search
 

developed by G. Box[l]. This algorithm is primarily used to examine
 

broad areas of the search variable space. There are two primary reasons
 

why the Complex method was chosen for inclusion in SYSOPT: (1)in the
 

Complex method regions of the search variable space containing local
 

optima are rapidly isolated and (2)convergence of the Complex method
 

is relatively independent of objective function evaluation noise. Thus,
 

the use of this method provides a base for structuring an efficient two

level search algorithm that is effective both far from and in the vicinity
 

of local optima.
 

All of the subroutines, BOX, CONSX, CENTR, CHECK, and CONST, are
 

slightly modified versions of programs available from a commercial
 

optimization package [3]. Changes made to the commercial package consist
 

of additional print and interaction options, automatic generation of the
 

initial complex in the search variable space, scaling of the initial
 

complex and providing proper links between these subroutines and the
 

remainder of the component.
 

The four subroutines, BOX, CONSX, CENTR, and CHECK perform signifi

cantly different functions in the program. While BOX is called into
 

execution first, the primary subroutine for executing logic decisions
 

and numerical calculations is CONSX. BOX is mainly used to initialize
 

variables, print final results of the complex search procedure, and
 

print error messages. On the other hand, CONSX generates the initial
 

complex, calculates the coordinates of the new complexes, calls for
 

objective function evaluation, controls the paths of execution of the
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method, tests for variable convergence, and checks for cyclical behavior
 

of the complex. To assist CONSX in performing these functions, the
 

subroutine CHECK tests if explicit or implicit constraints of the
 

variables are violated; and if there are any vertex constraint violations,
 

then this subroutine creates a new feasible vertex to replace the
 

infeasible one. Inaddition,the subroutine CENTR calculates the centroid
 

of the current complex which is used in the generation of new complexes.
 

Finally, the subroutine CONST is needed to insure proper execution
 

of the component. This subroutine performs no functions in SYSOPT,
 

but must be included in programmed form as:
 

SUBROUTINE CONST(N,M,K,X,G,H,I,NONE)
 
DIMENSION X(NONE,N),G(N),H(N)
 
RETURN
 
END
 

If implicit constraints in the variables or explicit constraints with
 

upper and lower bounds dependent upon the search variable values are to
 

be included in the problem formulation, then this subroutine must be
 

programmed as detailed in reference [3].
 

For further information concerning the subroutines, including logic
 

flow charts, detailed variable descriptions, an example of use, and
 

programming considerations, see the commercial optimization package
 

literature.
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Subroutine BOX Argument List
 

X(I,J) contains the Jth coordinate of the Ith vertex in the 
current complex. 

XZ(J) 

N 

contains the Jth coordinate of the first vertex of the 
initial complex. 

contains the number of variables in the input variable 

search set. 

M contains the number of sets of constraints. 

K contains the number of vertices in the complex. 

ITMAX contains the maximum number of iterations of the complex 
method. 

IC contains the number of implicit variables 
( = 0 during SYSOPT execution) 

IPRINT contains a variable to control printing of intermediate 
results 

= 1 for print of intermediate results after each iteration 

= 0 for suppression of printing until 
obtained 

a final solution is 

( = IPRINTI in DATA2) 

ALPHA contains a reflection factor for the generation of new 
complexes in the search. 
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BETA contains a variable convergence parameter. 

GAMMA contains an iteration convergence parameter. 

DELTA contains an explicit constraint violation parameter. 

SALPHA contains a parameter for scaling the initial complex. 

G contains lower bounds for the search variables ( BOUNDSL). 

H contains upper bounds for the search variables ( = BOUNDSU). 

XXX contains intermediate results of calculations, and input 
variable values for objective function evaluation. 

F(J) contains the objective function value corresponding to the 
jth complex vertex. 

J = 1,K 

EF contains the minimum value of objective function when 
convergence is obtained. 

XC(J) contains the Jth coordinate of the centroid of the current 
complex. 
J = 1,N 

IVAR defined in VAR variable lists. 

XIN defined in FUNC variable lists. 

XOUT defined in FUNC variable lists. 

IS defined in DATA1 variable lists. 

NTS defined in DATA1 variable lists. 

NDPTS defined in DATAI variable lists. 

NDP defined in DATA1 variable lists. 

NREG defined in FUNC variable lists. 

W defined in DATA3 variable lists. 

INT defined in FUNC variable lists. 

NCONST defined in DATA4 variable lists. 

CONS defined in DATA4 variable lists. 
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CONSTL defined in DATA4 variable lists. 

CONSTU defined in DATA4 variable lists. 

PENALTY defined in DATA3 variable lists. 

P defined in DATA3 variable lists. 

NPOBJ defined in DATA3 variable lists. 

TTS defined in DATA variable lists. 

TSAVE defined in FUNC variable lists. 

AOLD defined in FUNC variable lists. 

ANEW defined in FUNC variable lists. 

UU defined in FUNC variable lists. 

POLD defined in FUNC variable lists. 

PNEW defined in FUNC variable lists. 

NVAR defined in DATA variable lists. 

MOUTS defined in DATA variable lists. 

NONE = N + 1, used for variable dimensioning capability. 

Additional Significant Component Variables
 

IS(20) 
 contains a variable to count objective function evaluations
 
for switching between the Complex method and Powell's
 
method.
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SUd ROUT INE 30X (ytX1LtN, MtKjTTAX, rCtIPRTNT,9ALPHABETAtGAMMlAOL LTA, 
£ 5JALPHA,GH,XXX,F,EF,XC,IVAR, XIN,XOUT,ISNTSNDPTS,*NDP,NIREGWI

rDtATt~N0JTTSAVE,AOLO,z~ ItTNOSU~,OSLCN
3 ANEW UUtP0,PtlE WN~fAR,MClJTSx.NONE) 
U14ENSION X(NONE,N) ,XXX(NVAR),r(NONE),X0(NIH(N),' G(N)ty.IN(N4/AFI 

i. XOUT (MOUT-3) qWN',DlOSN OSLNOSUN 
2 P(NPOBJ) T~j(NTS NOP ),TSA VE(11TS, NP) AOLD (NPIZG) qANEW (NREG) 
3 UJU(NREG) tPOL J(NR'G NREG) CNELWJEG,N?Er7) 
QIMcNSION XZ(N) ,IV"iARN) ,NO'S(:4rS)
 
INTEGc-F CONS
 
IS( 2u ) U 
IAMMA=GAMMA**L'. u.1 
00 1 J=1,N 

IF(ITMAX.GT.j) 60 TO 2
 
90 3 J=I,N
 

3 XXX(J)=X(itJ)
RET UfWf 

2 CONTINUE
 
PRINT ii-HOPF qCOREO ?X

It. FOkMATUIH , /t,:!it,L+CM~ QCDR F~ 
PFPINT i8 

*Ii FORMAT( X i HPA;AMETERS 
PRINT 1:!,N,MK, ITMLX,ICAL HAti-TA,IAMMA,0tLTA 

011 FOkMAT ( 2Xt4HIJ = 91293X94H1 912t3Xt4.HK =,12,'-,X,8HITIAX
 
l14s,2X,5H!tC = 12, /,2X,5HALPH"' = F5*2,5X7H3ETA = v~~~tX
 
28HGAMMA = I2,3X*8HlOELTA = Frj.5) , ,N,,,C 

5 CALL CONSX (NM,K,iTMAX,ALPFAIETtAIAMMA,X FITtIEV2 qGH s 
, XI N, XOUT #IS, NTSND Pf~t NCf,NFG-', WoINT,NLONST,I IPiINT,XX, LFIVAR 

,POL:,9CONSt,ONSTL ,C0NSTJ,PENALTY,P,NPOBJTTSTSAV'-,AOL9ANEW,UU2 SALPHA)3 PNEW NVAR, l0UUTS, NONEt DEL TA, 

IF (Il-ITMAXI 2',EZ,30


20 PRINT 149, F(IEV/2) 
C1' FO'9,MAT C /,2X,3wHFINAL 'JALULi OF THE FUN'CTjON ,E'2U*8)
 

PRINTr 15 
015 FORMAT ( 2X,14HFiNAL X VALUES~) 

DU0 3uL J=104
 
PRINT 16, J, X(IAL,;J)
 

016 FORMAT ( 2X,2HX(,12t'4H) =tC 4
 
M0 CONTINUE.
 

PRINT 9, IT
 
9 FORMAT (C THE N'Ul3E-R OF I1TU'ATIONS IS is, I -) 

GO TO 999 
3U PRINT 179 MJrAX 
017 FO\MAr 2X,36HFHE NUMfff7r JFIEAINSHSrZEED,&,. A XO D941XIEAIN£I8HPR.OGRAM TERM1INAT ED) 

9993 RETUPN 
EN)
 

http:912t3Xt4.HK
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Subroutine CONSX Argument List
 

N defined in DATA4 variable list.
 

M defined in BOX variable lists.
 

K defined in BOX variable lists.
 

ITMAX defined in BOX variable lists.
 

ALPHA defined in BOX variable lists.
 

BETA defined in BOX variable lists.
 

GAMMA defined in BOX variable lists,
 

X defined in BOX variable lists.
 

F defined in BOX variable lists.
 

IT contains a variable to count Complex iterations.
 

IEV2 contains the number of the complex vertex corresponding
 
to the current minimum value of the objective function.
 

NO not used.
 

G defined in BOX variable lists.
 

H defined in BOX variable lists.
 

XC defined in BOX variable lists.
 

IPRINT defined in BOX variable lists.
 

XXX defined in BOX variable lists.
 

EF defined in BOX variable lists.
 

IVAR defined in VAR variable lists.
 

XIN defined in FUNC variable lists.
 

XOUT defined in FUNC variable lists.
 

IS defined in DATAI variable lists.
 

NTS defined in DATAl variable lists.
 

NDPTS defined in DATAI variable lists.
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NDP defined in DATA variable lists. 

NREG defined in FUNC variable lists. 

W defined in DATA3 variable lists. 

INT defined in FUNC variable lists. 

NCONST defined in DATA4 variable lists. 

CONS defined in DATA4 variable lists. 

CONSTL defined in DATA4 variable lists. 

CONSTU defined in DATA4 variable lists. 

PENALTY defined in DATA3 variable lists. 

P defined in DATA3 variable lists. 

NPOBJ defined in DATA3 variable lists. 

TTS defined in DATA variable lists. 

TSAVE defined in FUNC variable lists. 

AOLD defined in FUNC variable lists. 

ANEW defined in FUNC variable lists. 

UU defined in FUNC variable lists. 

POLD defined in FUNC variable lists. 

PNEW defined in FUNC variable lists. 

NVAR defined in DATA variable lists. 

MOUTS defined in DATA variable lists. 

NONE defined in BOX variable lists. 

DELTA defined in BOX variable lists. 

SALPHA defined in BOX variable lists. 

Additional Significant Component Variables
 

KNTLOW 	 contains the number of times a single vertex repeats in
 
having the minimum value of the objective function.
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SU3RUUTINE ",ONSX(N, M, K, IT MAXALPHA, nETA,.- AMMA, IT,IEV2,NO GH, 
1 XL,iPRINT,XXX,EF ,I AR,XTNXOUTISNTRNDPTS,NOFNREGqWvIN 
2 NCONST,CONS,CONSTL,CONSTIJYEALTY ,P,NPOij,TTS, TSAVEAOLD, ANEW,

3 UU POLD,PNEW VAR,MCUTS NON- JELTA,SALPHA) 
OIMEN1ION X(NONElN,F(NONtJ,G(N),H(N),XG(N),XXX(NVAR|,IVAR(N, 
. XIN (NVAR),XOUT("iOUTS) ,IS >,NOPTS (TS) (NTS, NrJP) ,CONS(N)," 	 ,h 
2 GO1STL(Ii ,CON3TJ(N),P(NFOBJ),TTS(NT",NOP),TSAVE(NTSNDPI, 
3 AOLD(NREG1,AN _W(NRLGIUU(N.E'IPOLO (NREGNREG),PNEW(NPEGNREG) 
INTEGEi, CONS
 
INIELEP GAMMA
 
IT = 1
 
KODE = ,

IF (M-N) 2L,2u,lt 

i.LKODE = I 
2L CONTINUE
 

00 4u II=2,K
 
00 3i J=1,N


3 X(IIJ) = L,3

40 CONTINUE
 

00 b5 lIl=,K
 
00 50 J=:,N
1 = .II
 

CALL CONST (4,Mt, , ,r;H,I,NONE)

x(II J)=X(1{,J) *"(RANF(1.)-u,5)* (H(JI-G(J))/SALPHA
 

50 CONTINUE
 
KI = II 
CALL CHECK (N,M,K,X,G,H,I,KO9L,XC,9ELTA,Ki,NONP)
IF (11-2) 512_5i . 55 

5. IF 	 (iPr.INT) 72,6 ,52 
52 PRINT .8
 

018 FORMAT ( X,36HGJOr.DINATL3 OF INITIAL COMPLEX)
10 = L 
PRINT 	19, (IO, J, X(IO,J), J= ,N) 

U19 FORMAT ( e(2X,2HX( IZ,1H,,I2,4H) ,1Pz13,6))

55 IF (IPFINT) 5ec,65,,
 
56 PRINT 19, (II, J, X(II,J), J=I,N)

65 CONTINUE
 

K. = K
 
00 7,, I=I,K
 
00 651 J=I,N
 

651 	 XXX(J)=X(I,J)
IS(2 )=IS(r J) +1 
CALL FUNC(XXX,N,Z,IVAP,XIN, XOLUi,ISNTS,NPTS,NDP,NREGW,INT, 

i NCONST CONS,CONSrL,CONSTIJ,P"NALTY, P,NPIIIJ, TTSTSAVE,AOLO, ANEW,
2 UU,POL 9PNEWoNVARMOUrS) 
F(I)=-Z


7u CONTINUE 
KOUNT=1
IA=u 

IF(IPRINT) 7e,8b,7? 
72 PRINT 21 
21 	 FORMAT( 2X,_2HVALJES OF THE FUNCTION )

PRINT 2E , (JF(J), J=i,K)2'. FORMAT( 2(2X,2HF(,12,4H) = ,IPzl3@6)) 

8L IlVI=i00 161 ICM=2,K
 
IF(F(IEVI)-F(ICM)) 1u6,,IOL.,g
 

90 IE/I=ICM
 
iwo CONTINUE
 

IEV2=1 
DO 12L ICM=2,K
IF{F(IEV2)-F{ICM)J llk, EliL, 12j 

Liu iEV2=ICM
 
120 CONTINUE
IF(F(Ir-V-)-(F(IEV-| -]ETA)) 14. ,13 ,i3U 
130 KOUNT=I 

GO TO 152
 
140 KOUNT=KOUNT+.
 

IF(KOUNT-GAMMA) 15L , 24{G 
15U CALL CENTk{(N, M, K,IEVEI, X,,<1,NONE) 

00 1.6, JJ=1,N
160 X(IEV1,JJ)=(iu.4A-PHA) (XC (JJ)),-ALPHA'() X(IEVf, JJ))

I=IEVI 
GALL CHECK(N,M,K,X,G,H,KO']E, XC,D-LTA,K1,NONE) 
DO ll J=1,N
 

161 	 XXX(J)=X(I J)S±
IS(2LI+l
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CALL FUNC(XX(,NZIVARXINXOUTIS NTS ,N1PTS,NDPNREGWINT, 
I NCONSTtCONS, CONSTL, CONSTU9 0 ENALTY9 PvNP3BJvTTSqTSAVEvAOLDANEWi 
2 UUPOLOPNEW,NVARMOUTS)

F(I)=-Z
KNTL OW=6 
IIEV2=IEV2
 

170 IEV2=1
 
KNTLOW=KNTLOW+1
 
lF(KNTLOW.LT.IS(.7)) GO TO 171
 
IEV2=IIEV2
 
GO TO 24,
 

17l CONTINUE
 
0O I9 ICM=2 K
 
IF(F(IEV2)-F(ICM)l 19i96,18L
 

LBO IEV2=ICM
 
19u CONTINUE
 

IF(Ic.Z-IEVI) 22L,20G.22u
200 00 21 JJ=±,4


X(IEVI,JJ)=(X(I V;.,JJ) XC(JJ))/2,0 

210 CONTINUE
 
I=IEVI
 
CALL CHECK (NM ,KXG,H,IKODE, XC,DFLTA,KiNONE) 
00 E11 J=.,N 

211 XXX(J)=X(I J) £IS(2LJ=ISHJJ 


CALL FUNC (XXXN',ZIVARXIN,XOUTISNTSNDPTSN0 NREGWvINT, 
1 NCONSTCONSCONSTLCONSTU,PENALTYP,NPOBJ, TTS, TSA --,AOLOANEW, 
2 UUtPOLO,PNEW,NVARtOUTS)
F(I)=-Z

GO TO 17b 

220 CONTINUE
IITIS=IT/IS (15)* IS(15)
 

IF(IITISNEIT) GO TO Z28
 
IF(IPRINT) 230,228,23Q 

230 PRINT 93,IT
 
23 FORMAT( 2X,17HIT'RATION hUMl3ER ,15)


PRINT 2'4
 
24 FORMAT( ZX,3HCOO;'OINATES 6F CORRECTED POINT)


PRINT 19, (IEV1,JGX(IE#l,JC), JC=!,N)

PRINT !. 
PRINT 22, (IF(I),I=iK)
 
PRINT Z5
 

25 FORMAT( 2X,27HCOO;OINATES OF THE 'PENTROI01
 
PRINT 26, (JGXC(JZ),JCil N) 

26 FORMAT( 2(2X,2HX(,I2,6H,) = ,1PE.4,6,4X) 
228 Il=IT ±
 

IEV2=1
 
00 227 ICM=2,K 
IF(F(IEV2)-F(ICMJJ-2'3,229, 27
 

229 IEV2=ICM
 
227 CONTINUE
 

CALL TRANS(X,N,NONE ,EF,IPRINT,F, XCITIEV2,XWX,ITESTIS)
IF(ITESTeEQ-!)RETURN 
IF(IT-ITMAX, 8,.0,24G 

240 CONTINUEEF=F(IEV2) 
00 24.11 J=E,N
 

2411 XXX(J)=X(IE2,J)

RETURN
 
END 
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Subroutine CENTR Argument List
 

N defined in DATA4 variable lists. 

M defined in BOX variable lists. 

K defined in BOX variable lists. 

IEV1 contains the number of the complex vertex corresponding 
to the current maximum value of the objective function. 

I contains a point index to the vetrices of the complex. 

XC defined in BOX variable lists. 

X defined in BOX variable lists. 

KI contains a DO loop limit defined in CONSX. 

NONE defined in BOX variable lists. 
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SUBROUTINE GENTR (NqlKqIEI2.,iX~vXKiNQN;E) 
JIMENS ION XWONEqN) IXC (N) 
00 24, 19 
XC(J) =L.U 

IL XC(jJ = XC(J) + X(IL9J) 
RK=Kli
 

RET URtN
 
EN3
 



190
 

Subroutine CHECK Argument List
 

N defined in DATA4 variable lists.
 
M defined in BOX variable lists.
 
K defined in BOX variable lists.
 

X defined in BOX variable lists.
 
G defined in BOX variable lists.
 
H defined in BOX variable lists.
 
I defined in BOX variable lists.
 
KODE 
 contains a key used to determine if implicit constraints
 

are provided by the user.
 
XC defined in BOX variable lists.
 
DELTA 
 defined in BOX variable lists.
 
KI defined in CENTR variable lists.
 
NONE defined in BOX variable lists.
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SUB3ROUTINE CHECK (NMKXG9,1,KJ)EXCDELTAKiNCNE) 

1o KT=L 
CALL OONST (NMKXGHINONE)

DO 5C J=19N 

2u )(IoJ)= G(J)+OE-LrA
GO TO 5g,

30 IF(H(J)-X(IJ)l 4+.,4695J 

50 CONTINUE 

60 NN=N4~. 
00 1(6 J=NNM4 
CALL CONST(Nvt1,K,X: G,H IvNCNE) 

80 IEVIl 
KT~i 
CALL CtNTR CNvM,K,.-E~Ji9IvXCvXqK1,NOP4E)
D0 9t .JJ~iN 
X(IJJ). = (X(I,JJ) +XC (JJ))/Z.J 

90 CONTINUE 
100 CONTINUE 

IF (KT) iiv 11lC, 1.L 
ji6 RETURN 

END 
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Subroutine COMP
 

During the execution of the optimization sub-component of SYSOPT,
 

accured computer usage parameters are made available to the user through
 
the subroutine COMP. This subroutine utilizes the CDC 6500 library
 
function CPSTAT to obtain running totals of accumulated central processor
 
time, core storage usage, accumulated peripheral processor time, and
 
teletype connect time. 
 These data are then converted, with published
 
pricing factors, to computer processor costs, central money costs,
 
peripheral processor costs, and teletype connect time costs, which are
 
passed to SUBOPT and then output to the user. 
The operation of the CDC
 
function CPSTAT is detailed in the CDC computer manual reference [7].
 

Subroutine COMP Argument List
 
COST contains the total computer costs that have accumulated
 

at the time COMP is called into execution.
 
CPCOST 
 contains the accumulated central processor costs.
 

PPCOST 
 contains the accumulated peripheral processor costs.
 

CMCOST 
 contains the accumulated central 
 memory costs.
 

CPTIME 
 contains the accumulated central processor time.
 

CTTIME contains the accumulated connect time. 

RG contains the rate group of program execution. This is a 
CDC cost scaling factor for computer usage. 

COSTMP = 1.0 
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SU3RUUTINE i;JMP(C;rTlCOS7 tPPC0STqCMCO3T,%rTCOSTp3PTIME tPPTI4E, 
cI CTTIME,IRG,COSTMP)
 

C
 

o PURPOS7-TO COM1PUTE C~rTRAL PR"CESSO~t
C PLRIPHF*ML P'900ESSQR: , AN) TEL.:rYPF
C PA.RAMETP-
C 
C FUNGTIO,S Or jUB;OUTIt-::, CALLFID-CPSTAT 
o SU IOJT:NE-) , SHIFTI FLJAT 
C
 

INEiiSION X(lb)

C
 
C CPSTAT AS3IGN:' fCOMPUT. P USAGE
C STO'kAGE LOCATIONS IN X,
C BIlT 3Y 31T AS THE INTEGER 

tGhNTRAL MEMORY,
COSTS AND USAGE 

(A CDC 65CO 

C ACCUMULAT:O CENTRAL PQO ;ESSOR 4AD PFRIDHEC"AL PROCESSORC TIMc:S, AS A P'LAL VAPIA9LE FOR rrNTAL MEMO;RY USaGE, ANDc AS AN INTiEGER FOR TELETYPE CON':CT TIME IN SECONDS.
C
 

CALL C;PSTAT(X)
C
 
C FOR CENTRAL P<O-ESSOR AN) FOR PERIOI:EigL PROC SSOR
C ACCJMULATiO TIMES, rHEz INTEG(EF' AND DECIMAL PORTIONS MUST
G BIE EXTRACTED FROM wozw:os 9 AND la IN X.
 

JJ=SHIFT((X(I,.A.7777777777.J4,>3,L1l,
KK=SHIFT((X( 9).A.77777777 1. Z.3),* 8)
JJJ=X (iL )*A7777sj

KKK=X(9) .A*77773
 
CPTIME=FLOAK)+(FOAT(KK).E
 4 )

PPTIML=FLOAT(Jj)+(rL3AT (JJJ)*i.E-4)
 

C COSTS ARE CAL.ULATED FROM PUW3LISHE) M-ICING PATES
C
 
PP'OST=PPTIlE*±L.m/"6 , e
Gp&fOST=CPTIMt*1:e../3&,. 

c ;MOOS T=X ua)#b'. .*L j'2/ (3ELJ.ij. 
C TiLETYP: CONNEC~T TIME I, E--,T;ACTEO FROM WOFOD 7 OF X

LLL=X(7) *A.7P7767B
 
CTTIME=FLOAT(LLL)

CTrIME=0@0

CTTIME=CTTIM:*/Sb.,.
GT&OST=CTTIl:*.5
 

C-

C ALL COSTS A .E SCALED 
C 

RG;OST='G*CJSTMP/;.

PP&OST=PPCOST* GtO6ST
 

CMH5ST=GMCOST-RGC OS, 

PARA T -eZS 10 TH-- SIXKTEEN 
THE PA-Arl-TER V4LU;.S 4:z STOR-7-

PARTS AN3 OFCIMA -PART- F)F-

t'Y - [CST-7THr R.ATE GcFOtUP SCALING FACTO= 

CCOIrPUTE TOT4L A CUMULATEP OT 

COS T=PPCOSTtlCPCOS)T#CMGOST#(C TCCST
kt±TURN 
END 

C 
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Subroutine BOTM
 

BOTM is a modified version of a commercially available program
 
that executes Powell's unconstrained optimization algorithm [1,6,3]. 
 There
 
are three major modifications that have been made to the program: (1)
 
the program has been changed to properly interact with the remainder
 
of SYSOPT, (2)additional printing and human interaction options have
 
been included in the subroutine, and (3)BOTM has been programmed to
 
allow the input of arbitrary initial search directions. Because of
 
the efficiency of Powell's method in the vicinity of a local optimum and
 
because initial search directions can 
be computed from the data resulting
 
from the use of the Complex method that speeds convergence of Powell's
 
method, BOTM was incorporated into SYSOPT to complement the Complex method.
 
Thus a two-level search is employed in the component to efficiently
 
locate optima both for from and in the vicinity of local optima.
 

Within the component, interaction and printing of intermediate
 
results can 
be specified for after every function evaluation, after every
 
linear search, or at the end of each complete local search. 
 In addition,
 

constraints on 
the variables (search variables or output variables) can
 
be incorporated through the use of penalty functions added to the
 
objective function and accomplished by proper specification of component
 
interaction variables. 
Finally convergence parameters of BOTM can be
 
"tuned" during the execution of the program.
 

For further information concerning BOTM, including logic flow charts,
 
detailed variable descriptiors, an 
example of use, and programming con
siderations see 
[3] in the commercial optimization package literature.
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Subroutine Argument List
 

X 
 defined in FUNC variable lists.
 

E 	 contains the iteration convergence limit for the search
 
variables.
 

N 
 contains the number of search variables.
 

EF 	 contains the local minimum objective function value on
 
return from the subroutine.
 

ESCALE 
 contains a scaling factor that determines the maximum
 
step size multiplier in the linear variable searches.
 

IPRINT 	 contains a parameter that controls printing.
 

= 	1 for printing intermediate results after every single 
variable search. 

= 	2 for printing intermediate results only after every

iteration.
 

= 	3 for only printing the final search results.
 

( = IPRINT2 in DATA2).
 

MAXIT 
 contains the maximum number of iterations allowed in
 
Powell's method.
 

U(JJJ) contains the jjth coordinate of the Jth direction for
 
initializing the search vectors in Powell's method.
 
By default U(J,J) = 1.0 and U(J,JJ) = 0. if J JJ.
 

W contains intermediate values of computations internal 
to
 

the BOTM subroutine.
 

IAX 	 = 0 	for default values of the initial search directions.
 

0 for values of the initial search directions input to
 
the subroutine.
 

IVAR 
 defined in VAR 	variable lists.
 

XIN 
 defined in FUNC variable lists.
 

XOUT 
 defined in FUNC variable lists.
 

IX 	 ( = 
IS array in remainder of component) defined in DATA
 
variable lists.
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NTS defined in DATA variable lists. 

NDPTS defined in DATA variable lists. 

NDP defined in DATA variable lists. 

NREG defined in FUNC variable lists. 

WW defined in DATA3 variable lists as W. 

INT defined in FUNC variable lists. 

NCONST defined in DATA4 variable lists. 

CONS defined in DATA4 variable lists. 

CONSTL defined in DATA4 variable lists. 

CONSTU defined in DATA4 variable lists. 

PENALTY defined in DATA3 variable lists. 

P defined in DATA3 variable lists. 

NPOBJ defined in DATA3 variable lists. 

TTS defined in DATA variable lists. 

TSAVE defined in FUNC variable lists. 

AOLD defined in FUNC variable lists. 

ANEW defined in FUNC variable lists. 

UU defined in FUNC variable lists. 

POLD defined in FUNC variable lists. 

PNEW defined in FUNC variable listq. 

NVAR defined in DATA variable lists. 

MOUTS defined in DATA variable lists. 

NW contains the value of N*(N+3) for dimensioning W in BOTM. 



I. 
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SUBRUUT INE JOTM(X,: ,NEF,E'-0.1'1 1NT0tXIT U,W,IAx,IVAR XIN,XOU I9 1 J~;EG,WW IN ,Nc NST ,0 NSCONS TL,G01FTU PENALTYI,X 9NTS, NJ11TS9ND 
Z 
 ',tNPOBJTTS, TSA'V: ,AOLD,ANJEW, UU,POLtJ,PNEW, NVA~,MOJTS ,W)


DIMEN SIO0N X(14 VAP) ,(N) U(N, N , W(NW) IIVARN) ItXIN(NVAR) t XOUT(MOUT S), 

3 UU (NEG), OL (k
INTEGER CONS 

:G, rEG RE WW . G .Nq: 

PFUNI1)LQZ IPIT=' 
F0RMATlHi,9ljX,32HPOWELL BCTM OPTIbIIZATTON 

2 RN 2 4MXT ' L I,X(I),I=.L,Nl
2 FOMAT X~ JHPAR ME'TEF ,/t2X,4HN - 1I2,.,4X 

ROUTINE 

HMAXIT = I4, 4X,
2. 9HESCALE F7*2,1/,2X,2.SHINITIAL (iUESS/,2(2X92HX(qI2,4Hl= 

E 1PE1608)
 

FORMAT(2X,3jAACCU 
ACY REQUIRE) FOR VARIABLES ,/q2(2Xp2HE(qTZ,

1 4H) = IE6681)

0GMAG=L~* fS'ALE
 
SCER=L*0.5/ESuALE

JJ=N* (Nftl
JJJ=JJfN 

NF;C~l
 

INNIl 
00O 4 I1,N
!F( IA XEQ*L) U(I,I)=lo
W(I) =zSCALF
 
US3ALE=0*
 
00 4..4 J=1,14

1F(IAX9E0.L .ANO.I .NE*J) UI,)

USCALL=USALEU(IJ)0'2
USC'ALE=SORT (USCALE)
00 4 J1,vN 
W(K)=U(IvJ)*AbS(E(!))/USCALE
 

ITERG;=1 
iSGRAD=2
 
CALL FU)NC(X,N1,FtjVAZ, XIN, XCJTUIX,~.dSNDPT3,NDP,NREG,,WW,INT, NCONS-,i CONSCONS TL,COb3'-TU,PEN4ALTY,P,NPBJ ,T TS, TSAI/E,AOLJANEW, UUPOLO,

2 PNEW,NVAP,:'IOUTS) 

PI(INT 9989F
 
FKEE-P=e L*A'3S (F)
ITONE=±
 
FP= F
 
sum~j 0 
IxP=JJ 
0O 6 I1N 
IxP=I xP4.
 
W(iXP)=X(Ii

IiOIRN=Nhi.
 
ILINE~i
 
OMAX=W(ILINE)
 
DAOC= 1MAX*SC:.E,
OMAG=AMINI (5DMAG,,.l*DMAX)

OMAG=AMAXI (OMAG,Z,',,OACcp'

O09AX=!.. oIIAG
 
GO TO (7L973,7a.),ITONE
OL=O. 
0=) MA 6 
FPRE VF 
IS=5
 
FA=F PRF. 
OA=OL
 
00=0-OL
 
OL= 0 
K=IDiRN 
00 9 I1,N

X(I )x (I) +[)a* W(K)

K=K 1
CAA FUNC ( X , N F ,I V4 qX I N XC U T, 1X NT S NOP TSvNOP pN~RE WWI9NT NCQNS TI. ;ONS9 CONSFL CO14STU PaNAL TYPvNPO6J 9T T3, TSAVIE9AOL09ANEW~, UU9POLO,2 PNEWvNVAPMOUTS)
IF(IX(16)'.NE.3) GO TO 997
PRINT 999, (X(IIIl~qIIII=.,tr)
 



997 

999 

998 

M 

89 


14 

16 

17 

18
19 


15 


2'. 


21 

23 


83 


25 


26 


27 


1.3 

28 


29 


12 

31 


11 

32 

71 

IL 


3c 

33 


34 

198 

PRINT '998,F
 
PRINT '9g(

READ 89UANS

IF(ANSEo,3HYE 3) F.-TURN 
CONTINUE
 
FORMAT(* X=*,/,(-Ej5,5))

FORMAT( ' F=*,E5.51

FOI.MAT(* TYPz YES TO EXIT (A6)*"
FORMAT(A6)
 
NF;C=NFCCI-

GO TO (14 , 91,,93,14,96),IS

IF(F-FA)15 9,c.

IF(ABS(O)-IAX) 17917,18

O=0+[

GO TO 8 
PRINT 19
FORMAT(5X933HMAXIMJM CHANGE .30S N4T ALTER FUNCTION)
GO TO 2J 
FB=F
 

GO TO 21
 
Fd:FA
OB:DA
 

FA=F
 
JA=,)

GO TO (83.,23),!SGRAD
 
D=DB+OB-DA
IS=l 
GO TO 6

O=L e5'(DA0.,3-(FA-Fi)/(oDA.O ,))

IS=4 

IS=1 
IF(AdS(D-Di)-DDMAX) 8,8,2b
D=DB +SIGN( DYA X,5-OA
IS=l 
DOMAX=DDMAX DOMAX 
D0MAG=DMAGLJGMAG
 
IF(O)MAGGEL,..E+6.) DOMAG=ILE+60
 
IF(ODMAX-OMAX) 896927
 
ODMAX=DMAX
 
GO TO 3
 
IF(F-FA)28,23,23
 
FC=F6
 
OC=DB 
FB=F
 
OB=O
 
GO TO 30
 
IF(F-FB)28,28,31
 
FA=F
 
DA=D 
GO TO 60 
IF(F-FB)32,!..j,.!. 
FA=Fd 
DA=08
 
GO TO Z9
 

OL =1.s 
DOMAX=5,

FA=FP
 

DA=-IG 
FB:FHOLD 
OB=,.
 

FC=F
DC=o 
A= (00-DC) (FA-FC)
:(D-DA)* (F3-FC)lF{ (A B} *(DA-OC)13.3,33,34
 
FA=Ft3
 

DA= 03 
FB=FC
 
OB=DC
 
GO TO c6.
0=1 e 54 (A*= (0i30C)| 00 (DA +OC ) /(A +B)
OI=DB 
FI=Ft3 
IF(F6-FC .44, ,43 

http:F=*,E5.51
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4.3 	 OI=D(;
 
FI=FC
 

4 G0 TO (6686985),IiON.

85 ITONE=2
 

GO TO 4.5
 
86 IF(At3 (LJ-DII-OACC)4.:, '193
 

46 	 FA=F[3
 
OA=0f3
 
Ft3 FC
 
0BOu'"h 
GO TO 	25
 

47 	 IS=2
 

48 	 :S=3
 
GO TO 	i
 

41 F= FI
 
O=DI-OL
 

00 49 	I=1,N
 

49 	 IDIRN=IUIRN+l 
W(1ltatjI=W (ILINE) /Di

ILI NE= IL INE 4-1

IF( 1PRINT-1)595±, , 5 1


50 PRI NT 52 9ITE: C,9NFGCC7, (X ( 1 9N)
52 	 FORMAT( ILbH ITERbTlONvI5,I!.,16H FJN4CTIOJ VALUE"Stl X,3HF =9 58

+21b.8, X))
GO TO 	 (51 ,53) 9IP-:IrjT

51 	 IF xu6)NE.2) 50 TO 51L
 
PRiNT 9 9L
 
READ 89itANS
 
IF( ANS.oEQ3HYES) L7=
 
IF(ANZ.;Lu.3'HYES) q;TURN


510 CONTINUE
 
GO TO (55 931),1ITONE


5 IF(FPkLV-F-SUM) '4,9:,'95
95 U=PE-


JIL=ILINE
 
9'. IF(IDIPN-JJ)7,7934

84 GO TO (92,72),Inu!,

92 FHOLO=F
 

IS~b
 
IxP=JJ
D0 5-j 	 T=,rJ 

00= 1 
60 TO 	58
 

9b GO 	 TJ (112,37),IN-J
112 	 IF(FP-Fk37Z,j7,,j

91 	 0=2.u*(FP+F-2.J4FHjLI/(FP-F)**,


IF(04 (FP-FHOLD-Z_7JM) 62 -SUM) 9793 7937
87 J=JIL4.1
 
IF( JJJ)66vj6j,r6j
 

61 UO6 I=J,JJ

K=1 -14

62 	 W(K)=W(l) 
1)0 97 	I=JLgrf


97 	 WUI-1)=W(II

61 	 IDIRN=1JIRM!

1fJN-:=3
 
K=IDF~N
 
IXP=Jj
 

00 67 	1=.iN
 

W(K)=W (IXP)
 

b7 =K #-1. 

W(1)=L _)C ALE/A AA
 
ILINE2 = 14

GO TO 	 7 
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37 	 IXP=JJ
 
AAA=. * 
F=FHOLU
 
DO 9) ;1,N
 
IXO=IXP+4
 
X(I)=X(I)-W(IXPI

IF(AAAAS(E(I )-A6S(W(IXP))) 98,99,99


98 AAA-ABS (W(IXP)/E(I))

99 CONTINUE
 

GO TO 72
 
38 AAA=AAA (±. +OI)


GO TO (72,ljb) !ND
 
72 IF(IPRINT-2),3,,5j

53 GO TO i 9,38),IN)

L69 IF(AA.,-0o ) 9 9,,76
,2 

76 IF(F-FP)35,73,7

78 	 PRINT 30
 
8G 	 FORMAT(5X,3IHACGUPACY LIMITED BY ERRORS IN F)


GO TO 	2J
 
88 ID=1
 
35 	 OOMAG=jo4*SQ T(AbS(FP-F))


IF(DOMAGGE,1'E+6.) DOIAG= 

ISGRA0=1
 

1W8 	 ITER&=ITERCfI 
IFIIX(!6).NE.) O TO SIC
 
PRINT '9g
 
READ 89,ANS

IF(ANS.EQ.3HYES) GO TO 51
 

a10 CONTINUE
 
IF( ITEkC-MAXIT )5,5,81


81 PRINT 82 MAXIT
 
82 	 FORMAT(I ,2H ITERATIONS CC'IPLETED BY 30TM)


IF(F-FKEEP)2j, 2(,iO
 
110 F=FKEEP
 

DO ill I=i,N
JJJ=JJJ+1 
I11 X(I)=W(JJJ)
 

GO TO ej
 
101 JIL=1
 

FPzFKEEP
IF (F-FKEEP)14,5,7P,, IU4
 

104 JIL=2
 
FP-F
 
F=FKcEP
 

105 IXP=JJ
00 li3 I=19N
 
IXP=IXP+1
 
K=IXP+N
 
GO TO 	(114, 115),JIL


114 	 W(IXP)=W(K)
GO ro 113
 

115 W(IXP)=X(I)

X(I)=W(K)
 

113 CONTINUE
 
JIL=c
 
GO TO 92
 

16 IF(AAA-U.,) 

2J EF=F
 

RETURN 
107 I NN=1 

GO TO 	Z5
 
EN) 

2,26,107
 

,.]E+60
 

http:IFIIX(!6).NE
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Function NEXT
 

NEXT is a function in SYSOPT that simplifies the calculation of the
 

amount of core storage needed for component arrays which have variable
 

dimensions. In the program,NEXT is called from MAINPR, MAINOPT, and
 

SUBOPT to update a storage requirement variable, LAST, each time that
 

core locations are needed for an array (of arbitrary size N). While NEXT
 

is not necessary for component operation, this function appreciably
 

simplified programming of the sub-components.
 

Function Argument List*
 

LAST contains an integer pointer to core locations in BLANK 
COMMON for storing component arrays. 

NEXT contains, on return from the function NEXT, the reference 
location for storing the array of size N in the array 
COM of BLANK COMMON. 

contains the size of an array that is to be stored as part 
of the COM array in BLANK COMMON. 

See the section of the variable dimensioning capability for further
 
explanations of these variables.
 



202 

FUNCTION NEXT(LAST,N)
C 
C TITLE-NEXT CACULATES THE BLANK COMMON LOCATION OF COMPONENT 
C ARRAYS 
C PURPOSE-TO AL.OCATE A FIRST ELEMENT OF BLANK COMMON TO ANC INIrIAL ELE.ENT OF AN ARRAY AN3 TO RESERVE A SECTION OFC BLANK COMMON FOF STORAGE OF THE REMAINDER OF AN ARRAY
C 
C FUNCTIONS Om SUBROUTINES CALLEO-NONE 
C
 
C SET NEXT TQUA, TO THE LAST RESERVI ELEMENT OF THE 3ORE
C LOCATIOt. IN BLANK COMMON

C THE LOCATIONS OF BLANK COMMON THAT ARE F*ES'RVEO FOP, THE ARPAY

C CORRESPONbING TO THIS CALL ARE LAST+i, LAST2, ... ,

C LAST+N.
 
C
 

NEXT=LAST
 

C
C

SET LAST EQUA. TO THE LAST POSITION (CORE LOCATION REFERENCCIC THAT WILL BE FILLF O 3Y THE ARPAY CORRESPONDING TO THIS
 
C CALL

C THE FOLLOWING CALL TO NEXT WILL 
POINT TO CORE LOCATIONS IN
 
C BLANK COMION LAST*N-i, LAST N+2, se*
 
C
 

LAS LAST+N
 
RETURN
 
END
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Subroutine TRANS
 

The determination of when to transfer from the Complex method to
 

Powell's method in the two-level optimization search algorithm in SYSOPT
 

is made with subroutine TRANS. 
As specified by IS instruction element
 

IS(12) input in the data subroutine hierarchy, TRANS either calls for a
 

human decision of whether to switch or not after a fixed number of Complex
 

iterations, or automatically causes switching from the Complex method to
 

Powell's method after a preset number of Complex iterations. Proper
 

transfer of the coordinates and function value of the vertex with minimum
 

function value, as obtained from the Complex method, into SUBOPT is also
 

performed in TRANS.
 

More complex, or structured, switching algorithms can easily be
 

programming into TRANS, if desired by the user. 
Switching from the
 

Complex search algorithm to Powell's search algorithm at the proper time
 

can yield large potential savings of computer usage as 
the number of ob

jective function evaluations can be reduced significantly by proper
 

switching.
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Subroutine Argument List
 

X 
 defined in FUNC variable lists.
 

N 
 defined inDATA4 variable lists.
 

NONE ( = N 
+ 1)defined inBOX variable lists.
 

EF 	 contains the minimum value of the objective function as
 
obtained from the Complex method.
 

IPRINT 	 ( = 
IPRINTI) defined in BOX variable lists.
 

F 
 defined in BOX variable lists.
 

XC 
 defined inBOX variable lists.
 

IT 
 defined inBOX variable lists
 

IEV2 
 defined inBOX variable lists.
 

XXX 
 contains the search variable coordinate values corresponding

to EF on return from TRANS.
 

ITEST 	 contains a variable that determines ifa transfer back to
 
SUBOPT (and thus to BOTM) should occur.
 

= 0 ifexecution of the component should continue with
 
Complex iterations. 

= 1 ifexecution of the component should transfer to 
SUBOPT. 

IS defined inDATA1 	variable lists.
 

Additional Significant Component Variables
 

IS(12) = 	0 for switching interaction between the Complex method
 
and Powell's method after every iteration of the
 
complex method.
 

= +n for switching interaction after n iterations of the
 
Complex method.
 

= -nfor automatic switching after n 
iterations of the
 
Complex method.
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C SUtROUTINE TANS(X,N,NONEEF,I1RlNTqFXX(. 
ITP IEV2,XXX, ITESTtISl
 
TITLE-TANSC T.;ANSFERSC 

CONTIjU_ CONTROL OF EXECUTIONTHE TWO LEVEL SEAf(CH RACK TO SUBOPT To41TH POWELLtS METHODCC 

C 

PURPOSE-TO EITHER ALLOW INTERACTIVE SWITCHING BETWEEN THE
COMPLF:X METHOD

C AND POWELLS METHOD 0O 
 TO ALLOW AUTOMATIC
SWITCHING BETWEEN THESE ALGORITHMS
C
 
C 
 FUNCTIONS Or 
 3UBROUTINES CALLFO-NONE
 
C
 
C DI.ENSION X(NONEN XC(N) XXX( (2L ),F (NONE)
C IF ITEST :,, 
 COMPLEX ITERATIONS WILL CONTINUE,
C IF ITEST : 1,

C COMP&EX ITERATIONS WILL STOP AN]BEGIN POWELLtS ITERATIONS WILL
 

INITIALLY, SET
C ITEST = 
ITEST=,.
 

Is DETERMINE 
C WHETHER HUMAN INTERACTION (AFTER EVERY ITERATION
OR AFTER THE 
FIXED ITERATION INTERVAL) OR
C AUTOMATIC
SWITCHING IS 
DESIFEO

C
 

C
C TEST TO DTtRIINE IF 
THII 
IS THE PROPER ITERATION FOR HUMAN
C 
 INTERACTION
 
C

I IF(ITT.EQ.IT) GOTO 2
 

RETURN
 
C QUERY USER IF SWITCH IS DESIRED

C
2 PRINT 
 L6uITl (X(I:V2,Jp ,J=ltq
PRINT .u0 ,F(IEV,):


PRINT 10C2

REAJ ZL {tANS
 
IF(ANS.EQ.,3HES) R,-TURN

C SWITCH TO POW-LLS 
METPOO IS DESIREDC 
GO TO 4


C 
3 CONTINUE
C
C 
 TES! SWITCHING ITERATION LIMIT HAS 


IF AUTOMrTIC 

C BEEN REACHE09
IF SO PER7O9M SWITCH

C 

IF(I1,GE,-I3(1 )1 ;0 TO 4RETURN

4 CONTINUEC
C 
 RETURN WITH ITEST 
= 1, riINIMJM
C MINIMUM VERTEX COOPOINATES= ANDVERTEX OBJECTIVE FUNCTION VALUEC 

ITEST=i
 
EF=FIIEV2)

DO 5 J=1N


5 XXX(fl=x(IE2,j) 

±L UMA FI.O T E ~ T~ ~ , RES%) 41iNIMU M, AND1 4 IT=*tI4 /4 X= ~UC I t J VA LUE I S .. ,1001 *f (TF±L.4)1002 FOiMAT(* F=*,F,5.5)
FOR4AT(# TYPE 
IN YES TC CON'TINUE COMPLEX2iO IT ATIONS (A610)FORAT(A6)

END
 

http:IF(ITT.EQ.IT
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Subroutine SPEED
 

Inparameter estimation and policy decision problems with large
 
complex models, often very sharp ridges and valleys in the objective
 
function can produce difficulties in obtaining proper convergence. 
The
 
following algorithm, a version of a 
pattern search superimposed on Powell's
 
method, has been developed to aid incoping with this problem. 
The basic
 
idea involves finding three points along the sharp valley that straddles
 
the true optimum. A quadratic inthe most sensitive variable isthen fit
 
to these points. Next, analytic minimization of the quadratic yields
 
the value of the most sensitive variable that isclose to its value at the
 
true optimum. 
A search over the remaining variables, with the most
 
sensitive variable fixed at the value that minimizes the quadratic,
 
results in a 
point in the full variable space which is then close to
 
the true optimum. Essentially this algorithm produces significant
 
movement along a sharp valley by performing a sequence of searches
 
whose solutions rapidly converge to the valley. 
The algorithm proceeds
 

as follows:
 

1. Determine the sensitivities Sxi of J[Xl, 
x2, ..., Xn] at the
 
presumed optimum 
I = 1 x 

(xt'
opt L ,opt' n,opt )
 

2. Find Sxm such that ISxml L Sxil for i 
m, i = 1, 2, ..., n
 

3. Conduct a linear search on g iny where g:R -+
R and
 

g(y) = min J[xX
xi 2,' ... , xM1, Y, Xm+l) .**.. n
m I Y m I .,X ]
 

iVm
 
This involves repeated optimization of J inthe n-1 variables
 
X1, x2 , "", Xml Xm+I , ...
, ,
xn with xm fixed at values near
 

xm,opt' resulting iny* such that g(y*) < g(y) for ycR

4. Calculate x* (x* , mLOW
= ,o M-.1,o y*
t Y*, Xm+1,opt , ...Xn,opt)


where g(y*) = J(x*). 
 This involves an optimization of J inthe
 
variables xl, 
x2 , ..., Xm-1, Xm+1, 
..., Xn with xn = y*
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The point x istaken to be the local optimum of J along the sharp
 

valley. Ifin step 3,g(y) does not have a pronounced, or detectable
 

minimum, then this might indicate that J does not have a unique local
 

optimum. Ina parameter estimation problem, this would mean there are
 

dependent parameter subsets inthe model, or that the data are not
 

adequate to identify the true parameter values. Ina policy decision
 

problem, ifJ does not have a unique optimum, then there could be
 

tradeoffs in the input variables resulting in significant savings in
 

real world costs while retaining the desired system behavior, or the
 

original problem could have not been properly stated.
 

To complete the discussion of this algorithm, the method of conducting
 

the linear search of g(y) instep 3 will be described.
 

1. Bracket the minimum of g with three points, Y1, Y2'Y3. such
 

that g(yl)Lg(y2) and g(y2):Sg(y 3 )
 

2. Calculate the value of y, y*, that minimizes a quadratic pass

ing through the points yl, g(yl); i = 1,2,3.
 

As can easily be demonstrated:
 

2 2 2_y2) (2_2
 
-*(y2-y2)g(yl) + (Y3 y1) g(y2) + y1 y2) g(y3) 

(Y2 -Y3 ) g(yl) + (y3-y1) g(y2) + (y1-y2) g(y3) 

In the component, this procedure of increasing the convergence rate
 

of Powell's method is used only at a presumed global optimum of the
 

objective function. Subroutine SPEED increases the probability of proper
 

and rapid convergence of Powell's method even if the objective function
 

cannot be adequately approximated by a quadratic polynomial.
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Subroutine Argument List
 

defined in FUNC variable lists.
 

N defined in DATA4 variable lists.
 

F 
 contains the objective function value at the presumed
global optimum prior to when the speed up algerithm is
 
executed
 

ERST 
 contains a variable convergence factor that determines

whether SPEED computes an 
improved approximation to
the global optimum.
 

XG(J) 
 contains te value of the Jth search variable at the
global optimum after SPEED is executed.
 
J = I,N
 

FXG 
 contains the function value of the global optimum of the
problem under investigation. 
 FXG corresponds to XG.
 
ADD 
 contains a step size parameter for the search variables.
 

E defined in BOTM variable lists.
 

ESCALE 
 defined in BOTM variable lists.
 

IPRINT ( = IPRINT2) defined in BOTM variable lists.
 

MAXIT 
 defined in BOTM variable lists.
 

U defined in BOTM variable lists.
 

W defined in BOTM variable lists.
 

IVAR defined in VAR variable lists.
 

XIN defined in FUNC variable lists.
 

XOUT defined in FUNC variable lists.
 

IS defined in DATAl variable lists.
 

NTS defined in DATAI variable lists.
 

NDPTS 
 defined in DATAI variable lists.
 

NDP defined in DATA1 variable lists.
 

NREG defined in FUNC variable lists.
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WW defined in DATA3 variable lists. 

INT defined in FUNC variable lists. 

NCONST defined in DATA4 variable lists. 

CONS defined in DATA4 variable lists. 

CONSTL defined inDATA4 variable lists. 

CONSTU defined in DATA4 variable lists. 

PENALTY defined iti DATA3 variable lists. 

P defined in DATA3 variable lists. 

NPOBJ defined in DATA3 variable lists. 

TTS defined in DATA variable lists. 

TSAVE defined in FUNC variable lists. 

AOLD defined in FUNC variable lists. 

ANEW defined 4n FUNC variable lists. 

UU defined in FUNC variable lists. 

POLD defined in FUNC variable lists. 

PNEW defined in FUNC variable lists. 

NVAR defined in DATA variable lists. 

MOUTS defined in DATA variable lists. 

NW = N*(N+3), defined in BOTM variable lists. 

S defined in SENS variable lists. 

Y defined in SENS variable lists. 

DEV defined in SENS variable lists. 

NSUB defined in SENS variable lists. 

NAMV defined in VAR variable lists. 
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SU3ROUTINE SOEED(X NF'ERSTvXG9FXGADD .- 'ESCALE, IRINT, MAXIT,U,W,1 IVArtXIN,XOUT,IS,NTSNDPTS,NDP, NREGIW,INT NCONSTCONSCONSTL,
2 CONSTU PLALTY,P,NPOBJTTS,TSAVE, AOL, ANEh4UUPOLDPNEWNVAP, 
, MOUT'S ,NW,S, Y, EV, NSUB, NA MV)

CC TITLE-SPEED FXECUTES POWELLtS SPEEJ UP ALGORITHM 

C PURPOSe-TO .'PEEO UP THE CONVERGENCE PROPERTIES OF POWELL$SC MET 00 
ALONG SHARP RIOGES AND VALLEYS OF THE OBJECTIVEC FUWNT I ON 
C 
C FUNCTIONS O-. SUBROUTINES CALLD-SEWsBOTM 

014ENSION X(NVAR),9G(N)tE(N),U(NN),W(NTS,NOP),IVA(NtXIN(NVAP),
I XOUT(MOUTS) ,IJ(2ua),NDPTS(NTSJWW(NW),ZONS(N) CONSTL(N),3 CONSTU(N),P(NPOBJ),TTSTS,NOP,TSAVE(NTSNDPI,AOLD(NREG),
4 
 ANEW (NREG), UU (NREG) ,POLO (N~r-G,NPEG) , NEW (NREG,9NREG), S{NVA ) ,

5 Y(NVAP),:43UB (NVAR),NAMV(NJ 
INTEGER CONS


C
C SAVE THE VALUE OF THE OJECTIVE FUNCTION AT THE PRESUMEDC GLOBAL UPTIMUM 
C 

FSAVE=F
 
C
C

C COMPUTE THE OJECTIVE FUNCTION SENSITIVITIES TO THE SEARCHVARIABLES
C 

IAX=u
 
DO L. J=INII=IVAR(J) 
XIN(II)=X(J)


ill NSJB(J)=1I
 
NSENS=N
CALL SENS(XI I, NSENS,SYODEV ,NSU3,NVAR.IVAR,XIN, XOUT, IS, NTS, NCPTS,1 NOP NREGW-INTNZONST CONSCONSTL CONSTU PENALTY pNPOJ, TTS,2 TSAVEAOL ,ANz W,UU,POLDPNEWMOUTS,N)

C
C FIND THE SEAR;H VARIA3LE RESJLTING IN THE GREATEST
C SENSITIVITY OF THE OBJECTIVE FUNCTION
 
C
 

IMAX=i
 
00 1 K=2,N
IF(S(K).LT.S(IMAX)) GO TO: 
IMAX=K 

1 CONTINUE 
C.C REARRANGE THE SEARCH VARIABLvSA THROUGH THE X, IVAR, E ANDC NAV ARPAYS SO THAT THE UA IA-}LE WITH MAXIMUM SENSITIVITYC IS INTEt",CHANGED WITH THE NTH SEARCH VARIABLE

C 

SAVE=X (IMAX)
X(IMAX)=X(N) 
IIN=IVAR(N)

XIN (I IN) =X (N)
X(N)= SAVE 
SAVE=E (IMAX) 
E(IMAX)=L(N)

E(N=SAVE

ISAVE=IVARUiMAX)

IVAR (IMAX) =IVAP (N)
IVAR( N) =ISAIE 
SAWE=NAMV(IMAX)

NAMV (IMA X)=NAMV (N)
NAMV (N)=SAVE 

CC CONDUCT A L'NEAR SEARCH IN THE 
SEARCH VARIA.LE WITH GREATEST
C
C 

C C 

SE;ASITIVITY USING THE OBJECTIVE FUNCTION VALUECORRESPONOING TO THE LOCAL OPTIfUM1 IN THE REMAINING 
SEARCH VARIABLES 

C 
C 
C 
C 

COMPUTE THE SzCOND POINT ALONG THE RICGE OP VALLEY (ASSUMING)X AS INUT TO THE SU3 OUTINE ALSO LIES ALONG THE RIDGE OR 
VALLEY) 

3 
DO 3 K-1 N
Y(K)=X(K1 

http:VARIA.LE
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NN=N-1
 
AO=AOU*X (NI

XZ=X(N) +ADD
 

8 C U 
C 
C COMPUTE LJCAL OPTIMUM IN REMAINING N-1 VAtIAELES USING

C
 C PCWELL*tS v~ETHOO 

CALL bOTM(X x- NN ,FX2,ESCALFIDRINTMAXITUWtIAXIVAPtXINXOUJT 
. IS,NTSNjT .lJJINFEG WW,INTNCONST,CONS,CONSTL,3ONSTU PENALTY
I Pq NP0J9TTS,9f SAY, AOLl,ANEW ,UU, POLO,PNEW,NVAR,9M3UTS, NW I 

C
 
C COMPUTE DIR.CIION ALONG RI3GE OR VALLEY WHICH JFFEPS MOST
C IMPROVEM-'NT IN OBJECTIVE FUNCTION VALUES
 
C
 
9 IF(F-FX2)1Ci2,L
 
±0 IF(II'-A)l4,1o,:6

14 III+
 

AOD=-AOD
 
SAVE=FX2
 
X2=X(N)+AOD
 
GO TO 3
 

16 X1=X2
 
FXI=FX2
 
X2=X(N)
 
FX_=F
 
X3=X (N)-ADO
 
FX3=SAVE
 
GO TO 99
 

12 X3=XZ+ADD
 
15 CONTINUE
IIN=IVAR(N)
 

XIN(IIN)=X""
 

) (N) = X3 
C
C COMPUTE LOCAL OPTIMUM IN REMAININr N-1 APIAJ]LES SEAROHING

C OPPOSIT_ 1NITIAL rIpECTION X(N)+ADO
 
C
 

CA.L BOTM(X, ,NN, F3,.SGALE,iORIT,MAXIT,U W IAX,IV4R,XI4,XOUT,

IS,fTSNOPTS ,NOP,NREG,WW,INT,N-ONSTCONS,tCONSTLONSTU XOUT
i P, NPOBJ, TTS, TSAIE, AOLDANE7W,UU,POLO,PNEW, NVA:,,MOUTS 
 LNW
 

C

C DETERMINE IF LINtAR S 

C
 

IF(FX2-FX3) 7,17,3
 
13 X(N)=X2
 

XIN( IN)=X2

F=FXC
 
X2:X3
 
FX2=FX3
 
ADD=2.ADO.
 
X3=X2+ADD
 
GO TO 15
 

17 Xl=X(N)
 
FXL=F
 

99 CONTINUE
 
C
 

Ar;CH SHOULD CONTINUE
 

C COMPUTE OPTIMJM OF THE MOST SENSITIVE VAPIABLE ALONG THEC kIOGE Or. VALLEY AN CORRESPONrING OUJECTIVE FUN4CTIONC VALUE USING POWELLAS METHOD. THE OPTIMJM VALUE IS
C BFACKCTLU 3Y X1, X2 AN) X3XNJ M= (X 2 *Z-, 3 **'L l FXI+ (X3* ,'-Xl, ,) FX >+ ()l= 2.XE,,p2 FX 3 
XDEN=(X2-X3)"FX+(3-Xl)#FY2+ (Xl-X2).FX3
 
XOPT=XNUM/ (2.* XENI
 

C
C TEST TO OETtmMINE 

C THE Pk.ESUMED 

C
 

TEST=A3S(XGPT-y(rN) )

IF(TEST.LT.zST) GO TO 

XIN(1IN) =xo 'r 
X(N)=XOPT
 

C


IF A SIGNIFICANT IMPROVEMENT (OR CHA1drE) IN 
GLOBAL OPTIMUM IS FOUND 

98
 

C COMPUTE LOCAL OTIIUM IN REMAINING N-: VARIABLES WITH MOST
C SENSITIVE SEARCH VARIABLE FIXFOJ AT XOPT
 
C
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CALL tOTM(XENNFXGESCALE ,IPRINTMAXIT,U,W,IAX IVARXINXOUT,
I IS NTS N P TS NOPNREGIWW,INTNCONST,3ONS9,'ONSTL CONSTUPENALTY,1 PNPOBJ TTS vISAV IAOL, AN W,UU9FOLOPNEWNVARMOUTS NW) 
ASSIGN GLOBAL OPTIMUM VALUES FROM RESULTINGC CORRESPUNDING TO YOPT	 LOCAL OPTIMUM

C 

DO 2 K=1,N 
2 	 XG(K)=X(K)

FXG=FSAVE
 
RETURN
 

98 CONTINUE
 
C
C 	 IF NO SIGNIFI3ANT CHAN!GS IN THE MOST SENSITIVE SEAVCH
C 	 VARIABLE WERE FOUND AT 
THE GLO3AL OPTIMUM, USE THE

C 	 PRESUMED SLORAL OPTIMUM AS THE TRUE GLOBAL OPTIMUM 

00 4 K=i,N
4 	 XG(K)=Y(K)
 

RETURN
 
END
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Subroutines SEQREG, SEQSW, and SWITCH
 

To insure compatibility between the Complex method and Powell's
 

method, and to obtain a general 
idea of the behavior of the objective
 

function, the subroutines SEQREG and SEQSW provide the component with the
 

capability of calculating a local 
or global polynomial approximation to
 

the objective function. To accomplish this, SEQREG calculates a least
 

squares linear regression estimate of the coefficients of the approximation.
 

This regression is performed sequentially in the subroutine meaning that
 

new estimates are calculated from the old estimates and the most recently
 

generated data set. 
 In this manner it is not necessary to retain previously
 

generated data sets in the computer. Calculation of the sequential
 

estimates is rapid while not placing an excessive burden on core storage.
 

For a problem with search variables xl, x2, ... xn and a quadratic
 

approximating polynomial, the coefficients to be estimated are
 

a = (a,, a2, ...I aM) where M =n(n-1) + 2n + 1 M0 2
 
and the approximating polynomial is given by
 

p(X1, x2, ...1xd
 

n n2n+94 " '
 i
 
aixi + i 1 a(i-1)(i 2) +j+n xiXj + a'x'a + a _n,1.

=1 i=2 O:Si 2 
 i=nnn.liJ-)+i +2n+l 

2 
The coefficients (a1. ....., a ) are estimated sequentially as7 m
 

r r-1+ T r

where 4= a. + 

with (x ,x2,...%x,x 2x,x 3Xl,x3x?,xxlxx x...xnxn-11x x2...,x ",1)
 

the value of the objective function with input variable values
 

xI, x2, ... Xn
 

and E, the residual error between the polynomial approximation and the
 

objective function values.
 

In addition Pr is c lculated sequentially from
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r P-1i--r-l- r (I+4u PP-I 'Ur)-1 t 
0 u

-1r
 
with a= 0 and PO = 10,000 1 and T 
 an MxM identity matrix.
 

The subroutine SEQSW is
an interface subroutine between the component
 

and the subroutine SEQREG. 
SEQSW initializes the parameter estimates a
 
and the matrix P, and also calculates the vectors u. 
Following this a
 
call is made to 
SEQREG which performs the regression computation.
 

The local quadratic polynomial approximation in the variables
 

xI, x2, ..., xn calculated during the execution of the Complex method
 
can be described as an nth 
 degree polynomial p(x1 ,....IXn).
 

Therefore the nxn matrix Q where
 

qii = ai, i =1. n 

and qij =i,j 
 = 1, 2, ..., n, i # j
 
is the Hessian of the approximating polynomial and therefore an approx

imation to the Hessian of the objective function.
 

The construction of a vector set that is mutually Q conjugate is
 
performated with a generalized Gram-Schmidt Orthogonolization procedure in
 

subroutine switch.
 

Let et = (0,0, ...,1. 0, ,
... 0), with a I only in the ith
 
position and zeros elsewhere, be a set of n, 
lxn, linearly independent
 

vectors and Q be a known symmetric positive definite matrix.
 

k
=If y_1 tI, 4+1 = t k +l I Y akjuj for k = 2, 3,''... , n-1 
j=1 

et
 
and a 4 1i<j<k = 2, 3, ..., n-1 

then utu= 0 andutu > 0 for I<P., m<n and z m. 

These calculations, performed in the subroutine SWITCH which results 
in
a set of vector directions, can be used to initialize Powell's method.
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Subroutine SEQREG Argument List*
 

U 	 contains the values of the independent variables of the
 
approximating function.
 

contains the function value corresponding to U.
 
Q 	 contains a weighting factor for the data as compared
 

to previous estimates.
 

AOLD 
 defined in FUNC variable lists.
 

ANEW 
 defined in FUNC variable lists.
 

POLD 
 defined in FUNC variable lists.
 

PNEW 
 defined in FUNC variable lists.
 

IDIM C= 
NREG) defined in FUNC variable lists.
 

See reference 	[8] 
 for further definition of these variables.
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3 
C 

B=SQRT 
DO 3 I=. IOIM 

U(I)=UtI)B 
CALCULATE DENOMINATOR 

1Q) 

DEN=i*O 
DO 16 1=1,IDIM 
SUM=O,
DO 5 J=iIDIM 

5 
6 

SUM=SUMU(J)}POLO(Ji)
DEN=DEN+U( I) *SUM 

CALCULATE PNEW(IJ)
00 25 I=,IDIM
0025 J=IIOIM 
SUM=o. 

15 
DO 15 L=1,IOIM
SUM=SUM+POLD (I, 
TOT=00 

L) *U (L) 

20 
25 
C 

DO 2l K=,IIDIM
TOT=TOT+U(K)*POLD(KvJ)
PNEW(I,J=POLO(I9J)-TOT*SUM/OEN 

CALCULATE A(I)
00 36 I=LIDIM 

30 U(I)=U(I)/B
00 45 I=1,IDIM 

35 

SUM=&,
00 35 J=1,IDIM
SUM=SUM+PNEW(IgJ)*UgJ) 
TOT=X 

40 
45 

O0 4L J=,IDIM
TOT=TOT-U(J)*AOLD(J)
ANEW(I)=AOLD(I)4.SUM*TOT*Q 
RETURN 
END 
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Subroutine SEQSW Argument List
 

defined in FUNC variable lists.
 

N 
 defined inDATA4 variable lists.
 

F 
 defined in FUNC variable lists.
 

ISET # 0 for initializing the arrays AOLD and POLD.
 

IDIM contains the number of coefficients in the quadratic
 
approximation to the objective function.
 

AOLD 
 defined in FUNC variable lists.
 

ANEW 
 defined inFUNC variable lists.
 

POLD 
 defined inFUNC variable lists.
 

PNEW 
 defined in FUNC variable lists.
 

U 
 defined in FUNC variable lists.
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SU3ROUTINE SEQSW(XNF ,ISETIDIMA LOANEW,POLCPNEWUt

CC TITLE-SEOSW PERFORMS THi 
CALCULATIONS NECESSARY TO SWITCHC 	 BETWEEN IAE COMPOftETJ AN) THE SEQUENTIAL REGPESSIONC SUBROUTIN. STOREG 
C 	 PURPOSE-TO PROVIOE ANC 	 INTERFAZE BETWEEN THE CO4PONENT AND Ttir
SEQREG SUROUTINE BY CONVERTING A NONLINEAR ESTIMATION

C PR0.3LEM INTO A LINEAR PROBLEM
 
C FUNCTIONS 0-( SUBROUTINES CALLED-SEQREG
C
 

DIMENSION X(L),ALO[IDIM)AN W(OIM),POLJ(IIM IDI,4;,
I PNEW(IDIM,IDIM ,U(IDIM


C 
 IF ISET IS NOT 
EQUAL 	TJ i, INITIALIZE AOLD AD POLO TO
C 	 BEGINA LINEAR REGRESSION
C
 

IF(ISET.EQ*.0 GO TO 10

DO I J1,iDIM 
AOLD(J)=?!

00 2 JJ=IIOIM
 
POLD(JJJ)
IF(J.EQ.JJ)=3POLD(J,J)=±OiL .

2 CONTINUE 
1 CONTINUE 

RETURN 
10 CONTINUE 
CC 
C 	

THIS SECTION 3F SEQSW PERFORMS AN UPDATE OFLEAST 	 THE PREVIOUS
SiU4RES LINFAP £STIMATE WITH 


C FUNCTION IN 	 OF T-HE POLYNOMIALTHE INOEPENOENT SEAZRCH VADIABLESI=1
 

O0 11 J=1,N

U(I)=X(J)* 

I= I4#.


ii 	 CONTINUE
 
DO 12 J=1,N

DO 1. 	JJ=1,N
IF(JJ.LE.J) GO 
TO !2
U(I) =X(J)*X(JJ) 

12 	 CONTINUE
 
00 13 J=1,N

U(I)=X(,J)
I=l+i
 

13 CONTINUE
 

C 	 CALL SEQREG SUBROUTINEC 	 FUNCTION VALUE F -
WITH INPUT VECTOP U AND OBJECTIVE 

C 	 THIS RESULTS IN AN UPDATE OF THE LEAS]SQUARES ESTIMATE CF AOLO
C	 TO ANEW
C CALL S QRLG(U, F, ,9j&OLD ,ANEII,PCLO,PNEW,IrjT M)
C
 
CC 	 TFANSFEi ANLW AND PNEW INTO AOLO AND POLD FOP THE NEXT UPOATE 

00 Z, J=,i1)IM
AOLO(J)=ANEW(J)

DO 2i JJ=1,IDIM

POLO (J,JJ)=PiNEW(JJJ)

21 CONTINUE
 
20 CONTINUE
 

RETURN 
END
 

C 
C SET DATA

C
 

C
C 	 INPUT TO 


A CALL TO SEQREG
 

WEIGHTING FACTOR
 

THtc VECTOR U THE INDIVIDUAL TEIRMS 


http:IF(J.EQ.JJ
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Subroutine SWITCH Argument List
 
A 
 contains the coefficients of the polynomial (quadratic)
 

approximation to the objective function:
 

N
 
p(X) = Z A(I)*X(I)
 

1=1
 

N 
 t 1 1 (1-2
+ I Y A I 2 -2 +J+N X(I)*X(J) 
I=2 O<J<I 

2*,I N*(N-1)
2 

+ A(I)*X(I) 

"
I=N+N*(- )I+ I
 

+ A pt( P-1 2"N 11 

N contains the number of independent search variable.
 

NREG ( = N*IN-I +2*N+I) contains the number of coefficients in
 
the polynomial approximation.
 

U 
 contains the elements of the matrix representation of p(X) i.e.
 
p(X) = X'UX + CX + D.
 

DUM contains the results of intermediate calculations.
 

Q 
 contains the results of intermediate calculations.
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C 	 SUBROUTINE SWITCHIfANNREGUOUMq,) 
CTITLE-SWITCH PERFORMS COMPUTATIONS NECESSARY FOR SWITCHING
.C 
 BETWEEN TIE COMPLEX METHOD 
ANO POWELL S MERHOD
CC PURPOSE-TO GE'ERATE Q CONJUGATEC QUADRATIC APPROXIMATION TO 

SEARCH DIRECTIONS FROM THETHE 3BJECTIVE FUNCTION
C
CSEARCH OBTAINE DURN
DIREC
C 	 METHOD ONS CAN BE USED TO INITIALIZE POWELLS THE
 
G THE 	EXCTION OF THE COMPLEX METHOD. 


FUNCTIONS OR SUBROUTINES CALLED-NONE
 

C 	
DIMENSION A(NREG)tU(NtN)DUM(N)*Q(NtN)

FORM 	THE

C Q MATRIX FROV THE CDEFFICIENTS OF THE APPROXIMATING

C 
 POLYNOMIAL

C
 

DO 1 I=1,N

1 NI4.I)=A(Z)
CON IINUE
 

DO 2 I=lN
 
00 3 J=iN

IJ=zIJ
IFiIJGT N) GO TO 2
Q(I~tI)-= lZi9I):A ()/2, 
K=Kl

S 	 CONTINUE
 
CONTINUE
 

CFORM THE Q CONJUGATE SEARCH DIRECTIONS USING THE GENERALIZEDGRAM 
SCHMIDT GRTHOGONALIZATION ALGORITHM. 
 BEGIN 	BY
C 	 INITIALIZING THEDIREC TIONS COLUMNS OF U TO THE COORDINATE AXIS
C
 00 4 	1=19N
 

00 41 	II=4,N
41 	 Ul1IIJ-'=E 
4 	

NON=N-lI
U(I Ij=1 ,
 

00 5 K=1,NONE

KPONE=K
 
DO P J=WK

00 Z 	JJ4,vN

DUN(JJJ=o 
00 7 	JJJ=±',N
7 	 OU (JJl =OUM (JJ) +Q(J jjj)RNU M="OUM IK L |	 *L, (it iJJ) 
DEN=O.
 

a DO 8 JJJ=iN
DE,=EN U(JJJJ)DUM(JJJ)

AA=RNUM/DEN

00 9 JJJ=1,N
9 
 U(KPONEJJJ)=U (K+±, JJJ)JAA*U(JtJJJ)


S 	 CONTINUE
 
CONTINUE
 
RETURN
 
END
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Subroutine Control Flow Charts
 

The subroutine Control Flow Charts in Figures 111-3 and 111-4
 

are pictorial representations of the logic flow of execution in 

SYSOPT. The pattern recognition sub-component, Figure 111-3, and 

the optimization sub-component, Figure 111-4, together illustrate the 

hierarchical structure of the component. With this listing of all the
 

subroutine references in their usual sequential order of execution,
 

the programmer can obtain an understanding of the logic and structure 

of the program. 

These Control Flow Charts can be used in several applications:
 

(1)the charts can acquaint a programmer, unfamiliar with SYSOPT 

operation, with the execution fliw of the program, (2) the charts can 

aid in debugging programing changes to the component, and (3)the
 

charts can assist in the solution of parameter estimation or optimal
 

control problems by illustrating possible component execution paths.
 

Both the user and programmer can more efficiently use the component
 

by referring to these pictorial representations of the component's
 

execution paths.
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Figure 111-4 
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Figure 111-4 (cont'd)
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SYSOPT Use of Input-Output Tapes
 

There are three computer tapes (CDC local or permanent files)
 

that SYSOPT employs to simplify the input, output, and transfer of
 

data within the component. Any or all of these tapes can be created
 

and stored in the computer for later input of real world time series
 

to the pattern recognition sub-component, output of large printouts
 

and/or plots to a convenient high speed printer, and transfer of data
 

from the pattern recognition sub-component to the optimization sub

component. Although all the information on the tapes must be in
 

specific formats to correctly interact with the component, those tapes
 

that are generated internal to the program can be directly used.
 

On the other hand, the user also has the option of writing these
 

tapes independently of the component with the programs described in
 

this section.
 

One tape, TAPE97, is used to simplify input of the real world
 

time series into the pattern recognition sub-component. Because time
 

series generally involve large amounts of data, the use of a computer
 

batch operation to generate the tape from a card deck greatly reduces
 

the difficulty associated with the input of time series in an inter

active program execution mode. The format for writing the tape is
 

defined by the FORTRAN statements:
 

DO 1 J = 1,NDP
 

WRITE(97) (TTS(I,J), I = 1,NTS)
 

where NDP is the number of data points in the time series (assumed
 

all to have the same number of points), NTS is the number of variables
 

represented by the time series, and TTS(I,J) is the (I,J) element of
 

the array TTS and contains the Jth point of the Ith time series.
 

1 
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For an example of the generation of TAPE97, consider an economic
 
parameter estimation problem involving the approximation of the price
 
elasticities with respect to demand and supply for a single product
 
given the values of P, the price of the product; SUP, the supply rate
 
of the product; and DEM, the demand rate for the product. 
 These variables
 
are known for a 12 month period as 
given in Table Ill-I.
 

Table III-1. 
 Time Series Values for Example Problem
 
Time Units (Months) P($) 
 SUP (units/mo.) 
 DEM (units/mo.)
 

1 
 10.0 
 90.
2 100.
10.5 
 97.
3 95.
10.4 
 96.
4 96.
10.6 
 98.
5 92.
10.2 
 100.
6 90.
9.8 
 96. 
 94.

7 
 9.7 
 97.
8 97.
9.9
9 97.
10.2 97.
96.
10 98.
10.4 
 96.
11 99.
10.6 
 98.
12 97.
10.4 
 97. 
 97.
 

Therefore NDP 
= 12, NTS = 3, and TTS(I,J) is the value at the intersection
 
of the Ith column and Jth row of the table. 
 A FORTRAN program together with the
 
necessary data cards and CDC 6500 control 
statements that will properly
 
generate a local file, TAPE97 and catalog it 
as a 
permanent file, TIMESERIES,
 

contains the following statements:
 

PNC (user specific)

JOB card (user specific)
 
FTN.
 
LGO.
 
CATALOG, TAPE97, TIMESERIES, ID xxx, RP
= 
 = 999.

7 

9 
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PROGRAM T97 (INPUT,TAPE97)
 
DIMENSION TTS(3,12)
 
READ 888, NDP
 
READ 887, NTS
 
DO 2 J = 1,NDP
 

2 READ 886, (TTS(I,J), I = 1,NTS)
 
DO 1 J = 1,NDP
 

1 WRITE(97) (TTS(I,J), I = 1,NTS)
 
888 FORMAT(13)
 
887 FORMAT(13)
 
886 FORMAT(3F10.2)
 

END
 
7
 

012
 
003 
10.0 90. 100.
 
10.5 97. 95.
 
10.4 96. 96.
 
10.6 98. 92.
 
10.2 100. 90.
 
9.8 96. 94.
 
9.7 97. 97.
 
9.9 97. 97.
 
10.2 96. 98.
 
10.4 96. 99.
 
10.6 98. 97.
 
10.4 97. 97.
 

For any parameter estimation problem, program T97 can be used with the
 

given CDC control cards to generate tapes to properly interact with
 

SYSOPT when an appropriate DIMENSION statement and data cards are
 

substituted in the example card deck. 
 As with the other tapes described
 

here, this tape must be attached as a local file (inthis case TAPE97) to
 

interact with the component. The CDC control statement to accomplish
 

this on the teletype, or in batch computer operation is:
 

ATTACH, TAPE97, TIMESERIES.
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A second tape is used in the component to store large printout
 
and/or plots of real world or smoothed real world time series, and model
 
outputs generated from the pattern recognition sub-component. This tape,
 
TAPE6, can be transferred to a suitable high speed printer with a DISPOSE
 

command from a teletype terminal
 

DISPOSE, TAPE6,PR.
 

With this capability, the teletype is not burdened with the output of
 
large print/plots. 
 In addition, because this tape is generated internally
 
to SYSOPT, there is 
no need for the tape to be structured by the user.
 

A third tape, TAPE98, simplifies the input/output functions in the
 
component by transferring information from the pattern recognition sub
component to the optimization sub-component. If desired, this tape can
 
be externally generated without executing the pattern recognition sub
component to reduce the quantity of interactive data input into the
 
optimization sub-component. The number and 
names of the input variables,
 
the value of a switch indicating whether a parameter estimation or optimal
 
control 
problem is being investigated and time series sets 
(real world
 
and smoothed) are all contained on 
this tape. The following FORTRAN
 

statements define the format of this tape:
 

WRITE(98) IS(1)
 
WRITE(98) NVAR
 
WRITE(98) (NAME(J), J 
= 1,NVAR)
 
WRITE(98) MOUTS
 
WRITE(98) (ONAMES(J), J : l,MOUTS)

IF(IS(1).NE.O) GO TO 9
 
WRITE(98) (NDPTS(J), J = 1,NTS)

WRITE(98) KEY
 
DO 1 I = 1,NTS
 
JJ = NDPTS(I)

WRITE(98) (TTS(I,J), J : 1,JJ)
 
IF(KEY.EQ.O) GO TO 9
 
DO 2 M = 1,2
 

1 
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DO 2 I = 1,NTS
 
JJ = NDPTS(I)


2 WRITE(98) (TS(M,I,J), J = IM
 
9 CONTINUE
 

where IS(l) = 0 if a parameter estimation problem is being studied
 

and IS(1) = 1 if an optimal control problem is being studied,
 

NVAR is the number of input ,ariables in the simulation
 
model; XIN(1), ..., XIN(NVAR)
 

NAME is an array containing the names of the input variables
 

MOUTS 
 is the number of output variables in the simulation;
 
XOUT(1), ..., XOUT(MOUTS)
 

ONAMES is an array containing the names of the output variables
 

NTS is the number of time series
 

NDPTS is an array containing the number of points in the time 
series 

KEY = 0 if there was no smoothing of the real world time
 

series
 

i 0 if there was any smoothing of real world time series
 

TTS is an array containing the real world time series where
TTS(I,J) contains the Jtn point in the Ith time series
 

TS is an array containing the smoothed time series calculated

in the patterntrecognition sub-gmponent from TTS. 
 T(1,I,J)

contains the J" point in the I 
smoothed time series.

Note that only TS(I,:,.) is used in the component and if
TAPE 98 is externally generated KEY 
= 0 and TS is not used.
 

Continuing the previous example of structuring tapes for a problem
 

involving the price elasticities with respect to supply and demand,
 

denoted ELASP and ELASD, respectively, then the following card deck
 

of CDC control statements, FORTRAN program T98, and data card set
 

will generate TAPE98 in the proper format and catalog it as OPTINPUT.
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PNC (user specific)

JOB card (user specific
 
FTN.
 
LGO.
 
CATALOG, TAPE98, OPTINPUT, ID xxxx, RP
= 
 = 999.
 
7
 

PROGRAM T98(INPUT, TAPE98)
DIMENSION NAME(2), ONAMES(3), NDPTS(12), TTS(3,12), TS(1,1,1), IS(1)
READ 888, IS(1)

READ 887, NVAR
 
READ 886, (NAME(J), J = 1,NVAR)

READ 885, MOUTS, NTS

READ 	884 (ONAMES(J), J 
= 1,MOUTS)

IF(IS(1).NE.O) GO TO 19

READ 883, (NDPTS(J), J 
= 1,NTS)

KEY = 0
 
DO 2 I = 1,NTS
 
JJ = NDPTS(I)


2 READ 882, (TTS(I,J), J 
= 1,JJ)

19 	 CONTINUE
 

WRITE(98) IS(1)

WRITE(98) NVAR
 
WRITE(98) (NAME(J), J 
= 1,NVAR)

WRITE(98) MOUTS
 
WRITE(98) (ONAMES(J), J 
= 1,MOUTS)
IF(IS(1).NE.O) GO TO 9

WRITE(98) (NDPTS(J), J 
= 1,NTS)
WRITE(98) KEY
 
DO I I = 1,NTS
 
JJ = NDPTS(I)


1 WRITE(98) (TTS(Ij), j =I,
 
9 CONTINUE
 
888 FORMAT(11)
 
887 FORMAT (13)

886 FORMAT (IOA6)

885 FORMAT (213)

884 FORMAT (1OA6)

883 FORMAT (2014)

882 FORMAT (8FI0.2)
 

END
 

7
 

0
 
002
 
ELASP ELASD
 
003 003
 
P SUP DEM
 
001200120012
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10.0 10.5 10.4 10.6 10.2 9.8 9.7 9.9
 
10.2 10.4 10.6 
 10.4
90.0 97. 
 96. 98. 100. 96. 97. 97.
 
96. 96. 98. 97.
 

100. 95. 96. 
 92. 90. 94. 97. 
 97.
 
98. 99. 97. 97.
 

I 
For either a parameter estimation problem or an optimal control problem,
 

this program and CDC control cards can be used to generate tapes to
 

properly interact with the optimization sub-component of SYSOPT. Only
 

the DIMENSION statement in the program and the data cards need be changed
 

to suit the particular problem under investigation. To place the permanent
 

file OPTINPUT for SYSOPT execution, the following CDC control statement is
 

used.
 

ATTACH, TAPE98, OPTINPUT.
 

In summary, the use of tapes can simplify the input, output, and
 

transfer of data in the component. Thus, efficient interaction with
 

SYSOPT is achieved by eliminating many slow man/machine data transfers
 

by either using the component to generate interactive tapes or by generat

ing interactive tapes with the programs presented in this section.
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Alphabetical Glossary of Component Variables
 

A EF ISET NDPTS PPCOST 

ADD ENDGOTM ISWITCH NEXT 

ALPHA ENDLOTM IT NGLOE RG 

ANEW ERST ITEST NIND S 
AOLD ESCALE ITIP NO SALPHA 

BEGGOTM ETS ITMAX NPOBJ STS 
BEGLOTM F ITT NREG TIP 
BEGTIME FMIN IVAR NSENS TS 
BETA FXG K NSET TSAVE 

BOUNDSL G KEY NSUB TTS 

BOUNDSU GAMMA KNTLOW NTD U 
CMCOST H KODE NTIME UU 
COM I K1 NTS VECTOR 
CONS IAX L(1),L(2),..., NTSDES W 
CONSTL IC LA,LB,LC,..., NTSMO X 
CONSTU IDIM LAST NTW XC 
COST IEVI LU NTYPE XG 
CPCOST IEV2 LUNIT NVAR XIN 
CPTIME II M NW XOUT 
CTTIME INDEX MAXIT ONAMES XVAR 

DELTA INDVAR MOUTS OUT xxx 

DEV INT N PXZ 

DT IPLOT NAME PENALTY 

DUM IPRINT1 NAMV PNAMES z 
DUR IPRINT2 NCONST PNEW 

E IS(1),IS(2),.. NDP 
 POLD
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Alphabetical Glossary of Component Variables 

A 	 contains the coefficients of the polynomial (quadratic) 

approximation to the objective function:
 

Np(X) = A(1)*X(1)
 
I=1
 

N I (1-1 2(-11-2) )XJ+ X A (2,J+N X 
2A
I=2 O<J<I 

2,N+N* (N-1)
 

+ 7 A(I)*X(I) 

I=N+Y-N* N 1) + I
N*(Ni)+
 

+A N*(N-1) 2*N+ 

ADD 	 contains the basic interval for stepping along the most
 
sensitive variable values along a sharp valley in the
 
input variable space
 

ALPHA 	 contains a reflection factor for the generation of new
 
complexes in the search
 

ANEW(J) 
 contains the new (updated) Jth coefficient of the 
quadratic approximation to the objective function 
J = 1,NREG 

AOLD(J) 
 contains the previous (from last update) Jth coefficient
 
of the quadratic approximation to the objective function
 
J = 1,NREG
 

BEGGOTM 	 contains the CPU time when the current global search
 
was initiated
 

BEGLOTM 	 contains the CPU time when the current local search 
was initiated 

BEGTIME 	 contains the beginning CPU execution time of the
 
SYSOPT program
 

BETA 	 contains a variable convergence parameter
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BOUNDSL(J) 
 contains the lower boundary value for the jth search
variable in the complex method
 
J = 1,N
 

BOUNDSU(J) 
 contains the upper boundary value for the jth search
variable in the complex method 
J = 1,N
 

CMCOST 
 contains the accumulated central memory costs
 
COM 
 is an array in blank common containing all the program's
arrays whose sizes depend on the values of the input


variables
 
CONS(J) 
 contains the number of the variable in the search
variable set to which the jth constraint corresponds


J = 1,N
 
CONSTL(J) 
 contains the lower constraint value of the X(CONS(J))
 

variable
 
J = 1,NCONST (NCONST defined later)
 

CONSTU(J) 
 contains the upper constraint value of the X(CONS(J))
 
variable
 
J = 1,NCONST
 

COST 
 contains the total computer costs that have accumulated
at the time COMP is called into execution
 
CPCOST 
 contains the accumulated central processor costs
 
CPTIME 
 contains the accumulated central processor time
 
CTTIME 
 contains the accumulated connect time
 
DELTA 
 contains the explicit constraint violation correction
 

in the complex 	method
 
DEV 
 contains a parameter controlling the percent change in
the independent variables for the sensitivity testing

DT 
 contains the basic time step size of the simulation
 

model SIM
 
DUM 
 contains the results of intermediate calculations
 
DUR 
 contains the length of the time horizon of the model
 

SIM
 

contains the iteration convergence limit for the search
variables
 
E(J) 	 contains the successive iteration convergence limit

for Powell's method 
J = 1,N 
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contains the minimum value of objective function when
 
convergence is obtained
 

contains the CPU time of the end of the current global

search
 

contains the CPU time of the end of the current local
 
search
 

contains a parameter that determines whether the
 
speed-up procedure of Powell's method will be used
 
to attempt to improve the global optimum approximation
 

contains a scaling factor that determines the maximum
 
step size multiplier in the linear variable searches
 

contains the Jth point of a smoothed real world time
 
series obtained by smoothing STS in SMOOTH (temporary

storage)
 

contains the objective function value at the presumed

global optimum prior to when the speed up algorithm is
 
executed
 

contains the current global minimum of the problem
 
under investigation
 

contains the function value of the global optimum of

the problem under investigation (at the end of a global
 
search FXG = FMIN)
 

contains lower bounds for the search variables C= BOUNDSL) 

contains a complex convergence parameter for variables
 
along constraint boundaries
 

contains upper bounds for the search variables ( = BOUNDSU) 

contains a point index to the vetrices of the complex 

= 0 for default values of the initial search directions 

0 for values of the initial search directions input to
 
the subroutine
 

contains the number of implicit variables
 
( = 0 during SYSOPT execution)
 

contains the length of the real world time series TS
 

contains the number of the complex vertex corresponding
 
to the current maximum value of the objective function
 
contains the number of the complex vertex corresponding

to the current minimum value of the objective function 
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II contains the integer expression of the real variable,passed to I, on return from the subroutine 
INDEX defined as INDVAR in SUBPR variable lists 
INDVAR contains the subscripts of output variables that areto be printed/plotted with subroutine PLOT. In 

particular 
INDVAR(1) = m1 
INDVAR(2) = -m 

INDVAR(3) = m2 
INDVAR(4) = -m2 

INDVAR(2J-1) mj 

INDVAR(2J) = -mi 
INDVAR(2J+I) = 0causes the variables corresponding to the mi,subscripts to be printed and/or plotted.
Dimensioned to 4*NVAR41 

m2 , ... j 

INT contains the number of DT time steps corresponding tothe real world data sampling interval in a parameterestimation problem or the desired sampling interval ina behavioral study of the model 
IPLOT = 0 for normal objective function evaluation (seeoptimization sub-component subroutine FUNC) 

0 for writing model outputs on a computer tape for
plotting 

IPRINTI is a parameter controlling the printing of intermediateiteration results in the complex method 

= 1 for intermediate values to print on each iteration 
= 0 for suppression of printing until the final solution 

is obtained 
IPRINT2 contains a parameter controlling printing in Powell's 

method 

= 2 for printing of intermediate 
linear search 

values after every 

= 1 for printing of intermediate 
iteration 

values after every 

= 0 suppresses printing until the final solution is 
obtained 
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IS 	 is an 
integer array containing component control
 
variables which affect the path of optimization

algorithm execution
 

IS(1) 	 0 for a parameter estimation problem
1 for a optimal control problem 

IS(2) 
 0 for print coefficients of approximating polynomial to
 
the objective function
 

1 not to print coefficients
 

IS(3) 
 maximum number of local searches to be conducted for
 
the global search
 

IS(5) 0 for no speed up of Powell's methods along a sharp

ridge in the objective function
 

1 for execution of the speed up algorithm
 

IS(7) 	 0 if sensitivity testing of the objective function in
 
the entire input variable set

1 if only sensitivity testing on subsets of the input
variable set is desired 

IS(8) 	 0 for no interacction (selecting initial points for 
local searches) in global searches
 

1 for optional interaction in global searches
 

IS(9) 0 for no polynomial approximation to the objective

function to be calculated
 

1 for a local polynomial approximation

2 for a global polynomial approximation
 

ISM() 0 for regular switching between the Complex and
 
Powell's methods
 

1 for switching will construction of approximate conjugate

initial search directions for Powell's method
 

IS(12) 0 for switching interaction between the Complex and Powell's
 
methods after every iteration of the Complex method
 

+n for switching interaction after n iterations of the
 
Complex method
 

-n 
for automatic switching after n iterations of the
 
Complex method
 

IS(15) 	 +n 
for an output interval of n iterations in the Complex
 
method
 

IS(16) 	 0 for interaction in Powell's method
 
1 for interaction (to exit) after every iteration

2 for interaction after every linear search 
3 for interaction after every function evaluation
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IS(18) 
 0 for a least squares error criterion in a parameter

estimation problem
1 for a normalized least squares error criterion in 
a
parameter estimation problem
 

ISET 
 = 0 to allow updating of quadratic approximation
 
coefficients
 

= 1 to initialize the arrays AOLD, POLD for sequential

regression calculations
 

ISWITCH 
 = 1 if the simulation model is to be used for objective
function evaluation or plotting 

# for normal execution of the simulation model (print 
interaction, etc.) 

IT 
 contains a variable to count Complex iterations
 
ITEST 
 contains a variable that determines if a transfer back toSUBOPT (and thus to BOTM) should occur
 

= 0 if execution of the component should continue withComplex iterations 

= I if execution of the component should transfer to
SUBOPT
 

ITIP 
 = 1 if an initial value of the time series TS is known
 
with confidence
 

I
1 if no initial value of the time series TS can 
be

relied upon as 
accurate
 

ITMAX 
 contains the maximum number of iterations allowed
 
in the Complex method
 

ITT 
 contains a line printer parameter that causes blank
lines to be printed so as 
to match time scales between
a real world data study and a behavioral study of themodel SIM. 
 ITT = 
n causes the printer to skip n lines
between plot points when plotting the real world or
smoothed real world time series
 
IVAR(J) 
 contains the number of the input variable to which the
Jth search variable corresponds
 

J = 1,N
 
K 
 contains the number of vertices in the Complex
 
KEY 
 0 if there was no smoothing of the real world time
 

series
 

0 if there was any smoothing of real world time series
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KNTLOW 	 contains the number of times a single vertex repeats in
 
having the minimum value of the objective function
 

KODE 	 contains a key used to determine if implicit constraints
 
are provided by the user 

KI 	 contains a DO loop limit defined in CONSX
 

L(J) 	 contains the reference location in the COM array (see

the section on the Variable Dimensioning Capability) for
 
storing the elements of the jth component array in
 
the following list:
 

J Component Array Name
 
1 NAME
 
2 XVAR
 
3 X 
4 S 
5 Y 
6 NSUB
 
7 TTS
 
8 TSAVE
 
9 NDPTS
 

10 	 Is 
11 ONAMES
 
12 XOUT
 
13 	 P
 
14 	 W
 
15 XIN 

LA 	 contains a pointer (reference location in the COM array) t
 

the NAME array
 

LB 	 contains a pointer to the XIN array
 

LC 	 contains a pointer to the XOUT array
 

LD 	 contains a pointer to the ONAMES array
 

LE 	 contains a pointer to the PNAMES array
 

LF 	 contains a pointer to the NTSMO array
 

LG 	 contains a pointer to the TTS array
 

LH 	 contains a pointer to the TSAVE array
 

contains a pointer to the STS array
 

LJ 	 contains a pointer to the ETS array
 

LK 	 contains a pointer to the INDVAR array
 

LL 	 contains a pointer to the TS array
 

LM 	 contains a pointer to the IS array
 

LN 	 contains a pointer to the TIP array
 

LO 	 contals a pointer to the NDPTS array
 

LI 
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contains an
LAST integer pointer to core locations in BLANK
 
COMMON for storing component arrays
 

LU 	 contains the input/output unit number on which the
 
following information is to be written

1. Size of variable set to be plotted

2. OutpuL variable names to be plotted
 

LUNIT 
 contains the unit input/output number on which the
 
output names, and output data values were printed

(InSYSOPT LUNIt = 99)
 

M 
 contains the desired degree of the polynomial filter,
 
M = 1 or 2
 

MAXIT 
 contains the maximum number of iterations allowed in
 
Powell's method
 

MOUTS 
 is the number of output variables in the simulation;
 

XOUT(1), ..., XOUT(MOUTS) .....
 

N 
 contains the number of variables in the input variable
 
search set
 

NAME(J) 
 contains the name of the Jth input parameter or control
 
variable (maximum of six characters)
 
J = 1,NVAR
 

NAMES(J) 
 contains the Jth name of the output variables
 
J = 1,N
 

NAMV(J) 	 contains the 
name of the Jth search variable J = 1,N(where N is the number of variables in the current
search variable set under investigation) 

NCONST 
 contains the number of variables that are constrained
 
to lie within specified limits in Powell's method
 

NDP 	 contains the maximum number of data points in the NTS
time series. In an optimal control problem set NDP
NDPTS(J) 	 = 1.
contains the number of data points in the jth time series
 

for a parameter estimation problem
 
J = 1,NTS
 

NEXT 
 contains, on return from the function NEXT, the reference
location for storing the array of size N in the array

COM of BLANK COMMON
 

NGLOBE 
 contains the number of global searches that have been
 
completed by the component
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NIND 
 contains 4*NVAR+1
 

NO 
 not used
 

NPOBJ 
 contains the number of parameters specifying the form
of the objective function in
an optimal control problem
 
NREG 
 = 	2*N+I+N*(N-1)/2 is the number of coefficients in
a
quadratic approximation of a function in N independent


variables
 

NSENS 
 contains the number of input variables for which

sensitivity testing is 
to be performed
 

NSET 
 = 	0 to initialize the integral component of the optimal
control objective function 

= 1 after initialization
 
NSUB(J) 
 contains the number of the input variable for which
sensitivity testing is desired. 
J 	= 1,NSENS. If
NSUB(1) = 0, then the sensitivities of all the inputvariables will be calculated
 

NTD 
 contains the maximum number of data points in all the
NTS time series (primarily used for the variable

dimensioning capability)
 

NTIME 
 contains the number of data points for printing/

plotting from PLOT
 

NTS 	 contains the number of variables represented by the timeseries TTS in 
a 	parameter estimation problem. 
In an
optimal control problem, set NTS 
= MOUTS
 
NTSDES 
 = 	0 if the original real world time series are to be
used for least squares error evaluation
 

= 	1 if the smoothed time series from the linear filter 
is desired 

= 2 	if the smoothed time series from the quadratic

filter is desired
 

NTSMO(J) 
 contains the number of the model output corresponding to
the Jth time series. 
 This array is used for selecting
subsets of model outputs and time series for printing/

plotting
 
J = 1,MOUTS
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contains MOUTS+NTS
 

I for range of scales of plots 
set by actual MAXIMUMand MINIMUM values of the output variables
 

3 for printing of time series and for calculated scales
of the plots from maximum and minimum values of the
 
output variables
 

= 4 for printing only of the output variables
 

contains the number of input, parameter or control,
variables XIN(1), XIN(2), 
..., 
XIN(NVAR) in the simulation
model being studied (subroutine SIM)
 
contains the value of N*(N+3) for dimensioning W in BOTM
 
is 
an array containing the names of the output variables
 
contains the valued of the m.th output variable
 
= VECTOR(mj) 
on return from FLY
 
contains the parameter value for the jth parameter of the
objective function in 
an optimal control problem

J = 1,NPOBJ
 

contains a parameter that is added to the objective function
each time a constraint is violated by a search variable value
 
contains the name of the Jth variable that is 
to be printed/
plotted with the PLOT subroutine.
 
J = 1,NTS+MOUTS

Variable names A, B, C, D, 
...correspond to the smoothed
time series corresponding to XIN(1), XIN(2), XIN(3), XIN(4), 
...
 
are arrays containing information necessary for the sequential
update of the polynomial approximation to the objective
function, both are dimensioned to (NREG,NRFG)
 
contains the accumulated peripheral processor costs
 
contains a weighting factor for the data as compared to
 
previous estimates (subroutine smooth) 
contains the rate group of program execution. This is a
CDC cost scaling factor for computer usage
contains the sensitivity of the objective function with 
respect to the NSUB(J) input variable
J 
= 1,NSENS
 

contains a scaling factor (>) that determines the size
of the initial Complex in the Complex method with
vertices randomly generated around an initial point
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STS 	 contains the Jth point of a real world time series that
 
is to be smoothed by the polynomial filter subroutine
 
SMOOTH (temporary storage)
 

TIP 	 if ITIP = 1, then TIP contains the initial value of the 
time series TS 

if ITIP 1, then TIP is not used
 

TS(1,J,JJ) 
 contains the JJth element of the Jth time series (smoothed

real world or actual real world) that is to be input into

the optimization sub-component for solving a parameter
estimation problem 
J = 1,NTS 
JJ : 1,NDPTS(J) 

TSAVE(J,JJ) 
 contains the model output corresponding to the jjth data
point of the jth time series, J = 1,NTS and JJ = 1,NDPTS(J) 

TTS 	 is an array containing the real world time series where
TTS(I,J) contains the jth point in the I t h 
 time series
 

U(JJJ) 
 contains the jjth coordinate of the Jth direction for 
initializing the search vectors in Powell's method.
By default U(J,J) = 1.0 and U(J,JJ) = 0. if J JJ 

UU(J) contaips the value of the quadratic term corresponding to 
the jth coefficient 
J = 1,NREG 

VECTOR 
 contains temporary storage for values of the output
 
variables
 

W(J,3J) 	 contaips the weighting factor for the jjth element of
 
the jth time series for the least squares objective

function in a parameter estimation problem. By default
 
W(J,3J) = 1.0. 
 J = I,NTS and Jj = 1,NDPTS(J)
 

X(J) contains the value of the Jth search variable for function
 
evaluation
 
J = 1,N 

X(I,J) 
 contains the Jth coordinate of the Ith vertex in the
 
current complex
 

XC(J) contains the Jth coordinate of the centroid of the current 
complex 
J = 1,N 

XG(J) 	 contains the value of the Jth search variable at the global

optimum after SPEED is executed
 
J = 1,N 

XIN(J) 	 contains the current value of the Jth input variable 
J = 1,NVAR 
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XOUT(J) 	 contains the current value of the Jth output variable
XOUT is updated every 
DT time step in the simulation SIM

J = 1,MOUTS
In addition XOUT is used for temporary storage in the 
subroutine PLOT 
J = 1,MOUTS+NTS 

XVAR(J) 	 contains the default value of the Jth input variable
 
J = 1,NVAR
 

contains the search variable coordinate values corresponding

to EF on return from TRANS 

XZ(J) 	 contains the initial value of the Jth search variable
 

J = 1,N 

Y is an array storing temporary calculations
 

z is a real variable containing the intermediate function
values corresponding to deviations from the base point
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