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Several techniques have been selected which do not fall exclusively within any of the 

major purpose categories. Two (Program Planning Method and IDEALS Strategy) are con­

prehenzivc approaches to project design and implementation. A formal system for planning 

and management (Planning, Programming, and Budgeting) is also described. 

Successful implementation and manatvcment of complex projects depend on careful at­

tention to details in the planning stage. Diagraniming the sequence of necessarN activities 

(Critical Path Method) and scheduling according to available resoUrccs (Gantt Charts) assist 

this process. 
Evaluation of adevelopment project must begin with design. The final technique (Logical 

Framework) is atest approach to planning, documenting, and evaluating projects. Attention 
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Foreword
 

This is a toolbook. implementation. This is important because some of the 

it can be used either as a text or a reference by people best-established, most conventional techniques of anal­

studying or doing such things as project analysis, ysis, used undiscerningly, make it possible to design un-

In principle, analysis is the mother cf rationality. Tile workable programs and projects. 

word analysis labels a large array of orderly efforts to This book reflects another important idea: analysis is 

transform the imponderable into the manageable. People not solely the province of insulated experts with little 

try through analysis to identify the key properties of responsibility for cntrepreneurship or implementation. 

problenMatical situlathons, to cotrive promising solutions, Some of the techniques presented here are as useful Lu 

and to frame these solutions in convincingways. "operators" as to "analysts." All of them can profitably 

Three things affect the success of such efforts-the be understood by people primarily concerned with pro­

nature of the "reality" being examined, the power of the moting and executing projects. 

analysis tools that are used, and tile decisional arrange- In practice, the interplay of analysis and action is quite 

ments to which analysisconltributes. What is out there and complicated. How it works depends chiefly upon the third 

our interest in it set the basic requirements of analysis. The factor mentioned at the beginning of this brief essay: the 

tools and their use determine what we see and influence dec;sional arrangements to which analysis contributes. 
.-hat we then try to do. This volume focuses upon tools In most organizations which rely upon analysis as an
 

and their uses. It indicates how they can be applied to important input into decisions about programs and proj­

study various kinds of realities, or to imposing a sense of ccts, systematic analysis and decisional action tend to be
 

order upon real-world concerns. it does not address the ratherloosely linked.
 

third factor which affects the success of analysis efforts- A good part of this looseness is necessary and desirable.
 

the decision-making settings in which the tools are Studying things and doing things are frequently very dif­

applid. ferent kinds of activity engaged in by different kinds of
 

The trend of our times is to demand more and better people. Even so, decision makers and people with discre­

analysis tools in order to try to solve increasingly compli- tionary responsibility for executing decisions had better 

cated problems through planned, malaged action. The undcrst-nd the nature-and the limitations-.of the ana­

soh,.t ons often breed new problems. The expanding pres- lytic techniques upon which their decisions and their man­

sure to diagnose and resolve outruns our ability to re- dates may be based;just as analysis specialistswill be wise 

spond. One American sociologist speculates that the ulti- to perceiv,- the practical usefulness of their products and 

mate outcome of this dynamic imbalance might be the the limits thereof. 

collapse of societies in "the stupidity death," as the needs Various kinds of analyses produce knowledge for use in 

to interpret and manage fatally exceed the capacity to do designing, reviewing, deciding, and executing programs 

so. and projects. Such analysis, coupled with criteria about 

No single book will solve that problem. This one goals and standards, helps produce decisional frameworks 
may make some incremental contributions to the inteUi- and programmatic targets. It also helps produce decisions 

gent use of analysis in sensible problem-definition and about particular plans or proposals: Do they fit within the 

informed solution-seeking. For example, it presents a wide frameworks? Are they likely to achieve acceptable tar­

range of analytical tools-about forty-and it classifies gets? By helping answer these questions, the analysis may 

them into niae functional categories, from methods of reduce the uncertainty of efforts to shape the future and 

generating ideas to techniques for controlling and evalu- lessen the need to rely upon hope and intuition. Even 

ating results. There is an important implication here: there when uncertainty defies dissipation, the authoritative use 

are many kinds of analysis which can be usedfor a variety of systematic analysis techniques imposes a degree of 
ofpurposes. order and focus upon decision making. 

Why does this matter? Partly because the formal anal- Order is a much valued quality in circumstances where 

ysis strategies ofsocial and economic change organizations uncertainty abounds. It is also a limited, potentially per­

are usv'ally quite selective. They are usually skewed in verse quality. The quest for order sometimes buries real 

favor of certain kinds of issues and techniques. The pat- uncertainties beneath exhaustive analyses. These analyses 

tern of this book at least shows that there are significant tools apply techniques which look like formulas or recipes 

categories of analysis beyond the economic and financial, for calculating, deciding, and planning. They are often 

and beyond determinate systems techniques for planning trcated as if they are formulas or recipes. But they Pre not 

http:limitations-.of
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decisional recipes. Analysis techniques only produce 

ingredients for cooking in decision-making pots, and for 

envisioning the future. With sufficient skill and judgment 

these ingredients-the products of analysis-can be used in 

cooking up programs and projects. But they are readily 

misused too. 

The tendency toward misuse is encouraged by the lop-

sided, unbalanccd quality of our aggregation of tools. The 

more intrinsicallydeterminate the tools, the mo;:e attrac-

tive they are. Economic analyses and financial analyses, 

and schemes for "mapping" formalized plans of action 

(which are actually techitiqus for hopefully idealizing 

what is intended), are attractive. Quantitative analyses of 

costs and benefits, of cash flows, of sensitivities, and so 

forth, produce determinate answers, even if important 

data must often be stipulated. Projected maps of future 

sequences of events have the appeal of apparent certitude, 

even if they do not tell us how these sequences are going to 

be caused and controlled, or hov. plausible they are. 

To say these things is not to reject dhe mcri.t ofquanti-

tative analyses and precise-looking maps of future courses 

of ,ction. Both can be valuable,just as both are dangerous 

in the hands of those who take the products as "true." 

Unfortunately, these intrinsically determinate techniques 

not matched and balanced by methods for analyzingare 
how best to organize the activity, holy to determine mana-

gerial resource needs and ways to meet them, how to 

specify the incentives which will increase the probability 

of success, and how to measure the full range of effects. 

Our tools for doing these latter things are at best rather 

messy and imprecise. So decisions tend to turn more upon 

the findings and projections of the neater techniques; and 

endless effort goes into refining and applying them. 

This general observation is reflected in the contents of 

this book. It does present heuristic techniques for address-

ing some of the troublesome problems of design-gener-

ating ideas, pinning down objectives, and trying to map 

complex relationships, for example. But, understandably, 

much of its bulk presents relatively dcterininate computa­

tional tools. Because these are the tools we have. 
A longer essay on the interplay of analysis and action 

would address other important aspects of the subject, such 

as the use of aaalysis to manipulate consent and accep­

tance and the manipulation of analysis to secure accep­

tance for for proposals. The function of analysis in the 

decisional processes of development agencies is not 

limited to the uncontaminated generation of unassailable 

objective premises, nor can it ever be so limited. 

But the ultimate justification of analysis as a kind of 

activity ii its ctntribution to better knowledge, better 

understanding, better decisions-to the reduction ol error 

and the enlargement of human capacities for auspicious 

action. It is to these aims that this toolbook is dedicated. 

The book itself is the eventual product of a question 

put to two young industrial engineers at the University of 

Wisconsin a few years ago: "What sorts of tools and tech­

niques do you people use in defining problems and shaping 

solutions which might be transferrable to the field ofeco­

nomic and social development?" Iiere are the answers pro­

vided by Professors Delp and Thesen and their associates. 

These answers arc neither exhaustive nor definitive; 

there is little limit to the full array of tools that might be 

cited. Many of the individual tools offered here are them­

selves subjects of more than one book. But this work is a 

valuable introduction and overview. Each tool is presented 

in a way which facilitates initelligent judgment about its 

use. The tool descriptions are buttressed by citations 

which enable the reader to pu-:sue topics of special inter­

est. 
if this book should somehow cause one consequential 

to be avoided, in the design or implementation of aerror 
single project significantly affecting the lives and well­

being of some people, the enterprise which has produced it 

will stand justified. Given the limits of our ability to ana­

lyze certain kinds of cause-effect relations we shall never 

know. 

William J. Siffin 
Director 
IDI/PASITAM 
June 1977 



Preface
 
The word "tool," in its strictest sense, refers to an im-

weplcment, a means for effecting some purpose. When 

started the project which led to this volume, we used tech-
to de-niques, methodologies, and tools synonymously 

scribe various means for planning. On reflection, perhaps 

the stricter definition is also inappropriate, for this collec-

tion represents a set of implements-tools for implement-

igasystetsls proach to planning. 
the systems approachSystems, system models, and 

tend to blur together into a conceptual mass whose tan-

gible aspects are represented as tools. We've called them 
"system tools," not because they are necessarily derived 

systems concepts or systems engineering, but be-from 
cause they are tools which facilitate a systems approach to 

techniques which shapeplanning. A systems analyst uses 

plans from a systems perspective. The wholistic, future-

oriented, inter-relatedness of systems thinking models the 

situation facing development planners-situations filled 

with myriad interdependencies, uncertain futures, an ill-

defined present, anda data-deficient past. The alternatives 

t" F-systems approach tend to produce fragmented, incre-

mentally effective (if not counter-productive) develop-

merit efforts. 
Action-oriented development activities are imple-

merited as policies, programs, or projects. We have used 

the project concept to represent both programs and poli-
ac-cies in the sense thaL one or more projects are specific 

tivities in order to implement a program or policy of ac-

tion. The distinction between a project and a system is not 

always clear. 
Often the system tools describe techniques for pla.i-

ning a project or a system. For example, cost-effectiveness 

analysis is used to evaluate 1) alternative components of a 

system, 2) alternative systems, or 3) alternative projects 

(which may involve many interacting systems). In many 

cases, techniques for project design and techniques for 

system design are indistinguishable, 
we have used the term, encompasses thePlanning. as 

entire range of activities associated with achieving devel-

opnift ends. Planning a project requires that all aspects of 

the project be designed or specified. This includes identi-

fying objectives, sub-objectives, andcriteria for evaluating 

the achievement of objectives. It includes specifying the 

essentials of implementation-those messy details of get-

ting from an idea to a project. A systems approach to plan-

ning requires that the requisites of management be incur-

porated into the design and that the essentials of evalu­

ation be considered in the planning process. Short-term 

feedback systems to provide management information are 

designed to complement long-term feedback of project 

impact in order to inform development planners. This 

broad view of planning and its intimate connection to im­

has guided our selection of techniques andplementation 

their dcscripzions. 
One aspect of the description which needs elaborating 

is our distinction between decision makers and analysts 

Certain techniques require special skills for successful im­

plementation (e.g., Surveys, Cost-Benefit Analysis). An 

analyst, possessing these needed skills, may also be the de­

cision maker. In some techniques the two roles are distinct 

(Delphi, Program Planning Method), while in others the 

separation of roles is not important. A decision maker has 

control over resources including thosediscretionary re­

quired for analysis. Therefore, lie views the problems of 

project planning from a different perspective from the 

a different degree of accountability.analyst and usually 

This reflects not only the way techniques are employed, 

but the deci~ion to employ a particular tool. The classic 

an analyst who needs information recommending acase is 

sample survey, and the decisik'n maker reconsidering this 

approach because of political ser,5!tivities. We have in­

cluded this distinction where reiative to the application of 

the technique. 
While we have sought to be comnprehensive in our cover­

age of systems tools for planning, we recognize the oris­

sion of a great body of planning techniques developed in 

such fields as econometrics, business, and operatiors re­

search. Linear programming, input-output models, or ma­

trix algebra are useful planning tools, but they represent a 

level of sophistication, a rigidity of models, and a depend­

ency on accurate data and computer implementation 

which seem inappropriate for the intended audience of 

this volume. 
This collection of techniques and methodologies is in­

tended for practitioners in the many diverse fields in 

which development touches both the peoples' lives and 

livelihood. Our examples are drawn from agriculture, edu­

cation, health, family planning, employment, and re­

source management to underscore our beliefin the univer­

sal utility of these tools in planning. We have focussed on 

project design and implementation as the action interface 

of planned development. 

Peter Delp 

Nairobi, 1977 
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Introduction
 
Designing development projects requires some form of 

"systems" approach. If any plan is to succeed, the factors 

that will probably determine the outcome must be identi-

fled, and their relationships must be established. There 

will always be surprises as implementation proceeds, for 

our ability to predict and control the future islimited. The 

object of planning and design is to keep thisc surprises at a 

minimum. A systems approach, properly used, can serve 

this aim. 
There is another justification for a systematic approach 

toprojectplanninganddesign: Even the simplest interven-

tions have secondary effects-consequences which are 

easily overlooked because they are incidental or even irrel-

evant to the project itself. An irrigation project, designed 

to raise farmer income through increa.;ed productivity, 

may threaten established social and economic relation-

ships. It may introduce water-borne disease vectors. It 

may have other unintended consequences which, in some 

cases, are more important than the direcc impact of the 

project. 
In the West, the word "systems" has acquired, for some 

people, a certain magical quality. The term is used promis-

cuously, vaguely, and enthusiastically. The problem lies 

not in the meaning of that term, but in the way in which it 

is applied, 
Conceptually, a system is simply aset of interactive ele-

ments. In conventional usage, the term refers to a set of 

factors which are known (or assumed) to be necessary and 

sufficient to some purpose or effect. Systems thinkers 

often work backward, beginning with a desired objective 
and then determining what factors are needed to accom­

plish that objective and how those factors must be related. 

The success of this approach to design depends not on the 

use of dhe term "system," but on the ability of the design­

ers to truly know wh at is necessary to the desired cffect. 

There are many areas where such knowledge exists, for 

example, in designing an electric motor, an automobile, an 

airplane, a computerized data processing program, or a 

water control system. In these and similar examples, the 

system can be thought of, for all practical purposes, as 

"closed." It is a tidy system. There is relatively perfect 

knowledge of its parts, and of their relation to a desired 

effect. And the essential relationships between the system 

and its environment can be known and controlled. 

Problems arise when this alluring idea of "system" is 

transferred from the fields of determinate design into the 

messy world of "open systems." These are loose and not 

necessarily stable arrangements in which the environment 

of an action system, such as a government program, an 

enterprise, or a farming venture, is always affecting the 

working of that system. 

In the language of systems, the "environment" consists 

of the factors which affect the system's working but which 

are not subject to full control from within the system. The 

weather is an important environmental factor in agricul­

tural systens. "Politics" constantly affects the behavior 

and potential of a bureaucratic program system. In short, 

open systems are not nearly so determinate or so capable 



xx / INTROI)UCTJON 

of precise specification as the more closed systems of in-

sulated engineering. There are two potential dangers in ap-

plying the idea ofa system to designing development proj-

ects. 
The first is thc danger of failing to identify essential ele-

ments of an open system, or to effectively judge their 

probable working. A systems perspective cannot guar-

antee against this danger. It cannot tell you ahead of time 

what the factors are or how they will work. It can, how-

ever, make you aware that they exist and that voi had bet-

tet tiy to fili and assess thenm. 

The second danger might be labeled "undue narrow-

ness," the danger that 'incidental" effects may be ignored 

or undervalued. This can result from systems analyses 

which, as noted above, start with some desired aim or goal 

and then work backward to identify the necessary and suf-

ficient factors for meeting t',e goal without also consid, 

ing the other effects which those factors will have. 

It is possible to exauiine and analyze the larger array of 

effects produced by any system. Some systems ap-

proaches fail to address this vital matter, but onily a broad 

systems perspective can consider these effects in a reason-

ably orderly way. Therefore, the systems approaches re-

flected ini this collection of tools and techniques are com-

prehensi;'e.The aim is to help people search systematically 

for the broad implications of planned change. The ap-

proaches supported by these techniques are future-

oriented. They offer help in trying to forecast immediate 

and longer-term effects in open systems designs. The ap-

proaches supported by the following tools are essentially 

pragmatic.They address the realities of the socio-political 

environment of any of the kinds of systems likely to con-

cern us. 
In these approaches, the systems analyst attempts to 

deal with unbounded complexity by identifying a set of 

salient variables which describe the problem. The organiz-
aing concept is 	 the notion of a system, defined not as 

dynamic entity. The values of descriptivestatic but as a 

variables and the status of relationships are projected into 

the future in order to look at the consequences of planned 

interventions. The systems designer recognizes both the 

limitations of deterministic analysis and the realities of 

power as it invariably affects the best laid plans. Conse-

quently, a hallmark of a systems approach is pre-planned 

adaptability. Adaptive systems are better equipped to deal 

with uncertain 	futures, the vagaries of power, and the real-

ities of .;omplex political, social, and technical interac-

tions. 
Engineers have long straddled both hard and soft ap-

proaches to problems. In true engineering fashion, he/she 

uses whatever technique fits the task o promises insights 

into solutions. For the non-technical aspects ofproblems, 

the systems engineer must turn to other disciplines, 

APPLYING A SYSTEMS APPROACH 

Tackling complex problei~m requires a variety of tech­

niqu,;s. Flowchatts (FLW, page 10 1), a diagramming tech­

nique which flourishes in the computer scier.ccs, show the 

logic and sequence of complex computer programs. Not 

much imagination is required to adapt the tech.que to 

the cormplex decision processes confronting development 

planners. The aim for design remains the same: using the 

technique to understand the determinants of decision and 

action. 

This adaptation of systems technology (software) to 

the complex realra of human behav'ior is a two-way street. 

Behavioral scientists have developed systems oriented 

techniques which have been readily adopted by project de­

signers. Brainstorming (BSG, page 3) and Nominal Group 

Technique (NGT, page 14) emerged from a marriage of 

small group theory and empirical creative process analysis. 

System designers utilize the techniques because of their 

demonstrated power in generating ideas and innovative 

solutions. 
Criteria used for selecting (or excluding) tcchniques 

from the volume were based on the needs of the intended 

audience. Many sophisticated techniques utilizingoptimi­

zation theory and computer technology fill the systems 

literature and seem inappropriate for meeting the needs of 

a project planner in the field. Consequently, linear pro­

gramming techniques, queuing and game theory, input­

output models, and cross-impact matrices have not been 

included. By and large nothing more sophiisicated than a 

pocket calculator is required for any of the tools. The cx­

ception is Computer Simulation Models (CSM, page 120), 

which was judged sufficiently important that a summary 

descr;ption was included. Complex mathematical formnu­

lations have been avoided, except where a step-by-step 

procedure can be described (see Regression Forecasting, 

RGF, page 160, and Discounting, DIS, page 184). 

TOOL DESCRIPTIONS 

Each tool describes what the project planner needs to 

know in order to 1) select a tool, 2) utilize the tool, and 3) 

understand its implications and underlying theory. 

To aid selection, each tool begins with a brief statement 

of purpose and a summary of uses. A short description fol­

lows (supplemented by key definitions) and is augmented 

by a listing of advantages and limitations. The decision 

maker is thus given a brief overview of the tool to help him 

decide if the technique is a candidate for addressing a 

problem. To this end, a section on required resources (ef­

fort, skills, time) concludes the first part of each tool de­

scription. 

In order to use a toel, a detailed description is needed, 

beginning with required inputs, expected outputs, and im­



portant assumptions. Moving from inputs to outputs in-

volves a procedure, which is described for the tools at dif-

fering levels of detail. An example illustrates the proce-

dure. 
Finally, a brief section on the underlying theory and a 

bibliography conclude the tool description. Together with 

the listing of assumptions and limitations, these attempt 

to give each tool a theoretical base, while leading the 

reader to additional sources. 

Ideally, each tool description should be self-sufficient, 

but in order to save space and provide essential continuity, 

the prerequisites of each tool precede the description. For 

example, the description of cost-beti'fit analysis (CPA, 

page 212) takes the form of a summary linking prerequi-

site tool descriptions comprehensively. In some cases, a 

common example iscarried through several tools. 

The examples draw on a broad range of problems and 

,ituations confronting project planners in the develop-

ment fields, ranging from education and health to agticul-

ture and economic policy. Most of the examples refer to 

the developing country of Temnasek which (for conven-

ience) has a widely varying climate and diverse ecological 

zones. The population is mostly agrarian. The examples 

are drawn from first-hand experiences, hypothetical situa-

tions, or the literature, 

USING THL SYSTEM TOOLS HANDBOOK 

The tools included in this volume fall into a number of 

categories: generating ideas; assessing qualitative factors; 

defining objectives; describing complex relationships; ana-

lyzing complex processes; accounting for alternative out­

comes; forecast and prediction; analyzing projects; and 

planning, controlling, and evaluating projects. Clearly, 

many techniques could be includedinmore than one cate­

gory. For example, computer simulation models (CSM, 

page 120) could be used for the last six purposes listed. It 

is presentedin analyzing complex processes because that is 

the most basic use of computer simulation. 

Each tool is designed to stand alone as a source of infor­

mation for a decision maker, as an aid to the analyst, and 

as a catalyst for multidisciplinary design teams. The tool 

description (together with any prerequisite tools) provides 

a basis for action and/or the evaluation of actions by 

others (e.g., permitting a decision maker to interpret the 

models used by analysts). 

DEVELOPING SYSTEM MODELS 

Three tools are paramount to the description of any 

system: Tree Diagrams (TRD, page 74), Oval Diagram­

ming (OVD, page 81), and Interaction Matrix Diagram­

ming (IMD, page 92). Each describes the complex relation-

INTRODUcTION / xxi 

ships of a system and defines a system as distinct from its 

environment. 

One possible sequence for using the tools is given in 

figure la. The analyst uses a tree diagram (more specific­

ally, an influence tree) to develop the relationships which 

prescribe system behavior. This leads to a specification of 

system variables and environmental factors which influ­

ence variables within the system. At some point, the tree 

diagram is redrawn as an oval diagram to show the feed­

back relationships and multiple interactions of system var­

iables. If the oval diagram becomes too unwieldy, die ana­

lyst may turn to a matrix description. This has the distinct 

advatitage of systeinatic..lly pin pointing every possible in­

teraction among system and environmental variables, 

while refining the oval diagram. 

The analyst may wish to begin with an interaction ma­

trix diagram rather than a tree diagram (see figure 1b). 

This approach appeals to those who are more comfortable 

separating the identification of variables from the specifi­

cation of relationships. A tree diagram or an oval diagram 

is then used to interpret the interaction matrix in a form 

which permits tracing the sequence of cause andeffect. An 

interaction matrix diagram is particularly useful in break­

ing down information-gathering and analysis tasks into 

distinct groups, thus facilitating task assignments. 

The oval diagram constitutes a first attempt at a causal 

model of the system; it presents an explicit statement 
about key variables as wvell as hypotheses about c.ause and 

FIGURE la 

TRI) 

OVD )- IMD 

FIGURE lb 
IMD 

TRD
 

OVD 
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effect relationships. These hypotheses may be tested by 

regression analysis (see RGF, page 160) and then quantita-

tively modeled. The oval diagram is then used in various 

ways to gain greater understanding of system behavior (see 

figure 2). For example, a computer simulation model 

(CSM, page 120) can be constructed in order to predict the 

consequence of changes in the system. A scenario (SCN, 

page 164) may be developed using the oval diagram as a 

basis for describing the base state and the kinds of changes 

expected in the future. 

FIGURE 2 

(i V1)analysis 

FLW 

DTB 

(CGA, page 147) tabulates alternative plans against the 

various possible states of nature which affect their out­

comes. 
Outcomes for both techniques are expressed either as 

monetary units (costs and benefits) or as utilities, using a 

concept which translates preferences for an outcome into 

a dimension on an interval scale (see RTS, page 29). Utili­

ties assessed for various criteria are combined in Multiple 

Criteria Utility Assessment (MCU, page 32). 

In short, these possible sequences of tools (figure 3) de­

scribe a process of z.aalysis which begins with generating 

alternatives and results in an ev;duation of alternative out­
comes. The end use may be employed for a cost-benefit 

or for the selection of plan elements. 

CO-OPTING CLIENTS, RESOURCE CONTROLLERS, 

AND EXPERTS INTO THE PLANNING PROCESS 

There is a set of techniques which claim their greatest 

Dstrength in their ability to generate cooperation among 

CSM SCNCN"-__ 


GENERATING AND ANALYZING ALTERNATIVE 


PLANS OF ACTION 

Tree diagrams in the form of ends-means diagrams (see
TRD, page 74, are useful for breaking a system into com-

ponents or an objective into alternative means. This begins 
a sequence using several techniques to analyze alternative 
plans (see figure 3). The central tool in this process is the 

Decision Tree (DTR, page 141). Branches of a decision 

tree map alternative actions and probabilistic outcomes. 
The alternatives may be identified by the tree diagram 

branching process or the matrix format of morphological 

analysis (MPA, page 10). The probabilities of various out-

comes are often subjectively assessed (SPA, page 137). 
Closely related to the decision tree, contingency analysis 

FIGURE 3 

TRD RTs 


MCU 

SPA 0D TNGTT 

CBA 

CGA 

various actors on the planning stage. The central tool is the 
Program Planning Method (PPM, page 227). Supporting
this tool are a number of techniques, each of which is pow­

erful when used alone and potentially more so when incor­

porated into a strategy (see figure 4). The Nominal Group 
Technique (NGT, page 14) permits maximum efficiency 

in generating ideas. It is particularly effective when used 

by diversely composed groups.
A conpanion technique is the Delphi process (DI.P, 

page 168) to which experts and decision makers contri­

bute without face-to-face confrontation. This anonymity 
is often necessary if the pursuit of ideas and constructive 
problem exploration is not to be hindered by social and 

bureaucratic sanctions. The Delphi utilizes repeated 
rounds of questionnaires (QTN, page 19). 

The Program Planning Method combines these tech­

niques to produce plans which co-opt clients, resource 

controllers, and experts in a carefully orchestrated plan­
ning process. 

A NORMATIVE APPROACHTO PLANNING 

One planning strategy begins with a normative concept 

of the ideal system, rather than analyzing what could be 

FIGURE 4 

DLAD QTN 

1,0M 
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FIGURE 6FIGURE 5 

IRTS QrN 

SDM4 

IDL IVW 

wrong with the existing one. This strategy is embodied in 
the IDEALS Strategy (IDL, page 231). Two other tech­
niques support this approach (see figure 5). 

SVY •HISFunction expansion (FEX, page 45) forces the system 

designer to think in terms of the purpose of the system _1"
desired-what the system should be doing. This leads to a4 

specification of the "ideal system target" which becomes 
LGF 

the basis for designing a feasible system, using essentially SUM CBA 

the system design strategy. The form of the specification is when a large sample is to be covered by the survey, even 

the system definition matrix (SDM, page 67), which is the though ahigh return is seldom possible. 

output of the IDEALS process, The survey results are quantified and aggregated, often 

Focus'ng on function rather than on problems gets peo- in the form of histograms from which statistics may be 

ple involved in a constructive assessment of what should computed (HIS, page 131).These results are then used to 

be, rather than what's wrong and who's to blame. There formulate policies, to specify system design (see System 

are sound arguments for both approaches. The IDEALS Definition Matrix, SDM, page 67). to quantify costs and 

Strategy often comes under attack because its emphasis on benefits (CBA, page 212), and to evaluate programs (see 

normative specification may possibly ignore experiences Logical Framework, LGF, page 260). 

gained from problems with the existing system. If the ideal 

system target proposes a radical change, where only incre­

mental changes are acceptable, normative prescriptions 
The financial analysis of projects is a sequential process

may be counterproductive. Still, there is an intuitive ap-

peal to any process that encourages minds to explore an which begins by identifying costs and benefit time streams 

(Cash Flow Analysis, CFA, page 177) and culminates in
unlimited problem-solution space, unbounded by existing 

the presentation of recommendations (and assumptions)system descriptions, 
to decision makers (see figure 7). Many techniques sup­

port this analysis at each stage. A survey may be necessary 

USING SAMPLE SURVEYS TO GATHER to guther financial and production data. The various in-

INFORMATION pacts of a project may be tabulated across directly and in-

A sequence of techniques is particularly useful for gath- directly affected groups in an impact-incidence matrix 

page 207). This technique attempts not only to
ering information across a broad spectrum. The principal (IPX, 

quantify all impacts of a project, but nonmonetary im­
technique is the sample survey (SVY, page 36), which be-


gins the design of the survey questionnaire (see figure 6). pacts of aproject using rating scales (RTS, page 29).
 

The time streams of costs and benefits are discounted
Where subjective assessments are to be quantified and ag-

to give their present value in order to compare project al­
gregated, the questionnaire may incorporate rating scales 


ternatives (see Discounting, DIS, page 184). The criterion

(see RTS, page 29). 


The questionnaire (QTN, page 19) must be pretested for comparison may be net present worth (NPW, page
 

and refined so that the objectives of the survey may be re- 188), benefit-cost ratio (BCR, page 194), internal rate of
 

alized. The means for obtaining the desired information return (IRR, page 200), or a combination of these.
 

The cash flow analysis, the evaluation criteria, and the
 
may vary greatly, but one useful technique is the direct 


impact-incidence analysis are brought together in cost­
interview (see IVW, page 23). This isusually the p,eferred 

benefit analysis (CBA, page 212).The end result may take
approach in pretesting the survey because it requires less 


time and gives mort. design information than mailed ques- the form of a single go-no go decision on any one project,
 
or a ranking of alternative projects for funding.
tionnaires. The latter technique, however, is widely used 
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FIGURE 7 

CFA Z 

CFA/ IPX 
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DI. 

NPW BCR IRR 
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THE "CONVENTIONAL" SYSTEMS APPROACH 

Systems analysis begins with identifying objectives, 

specifying alternative means, specifying the criteria for se-
lecting among the alternatives, and then synthesizing a 
system or plan from the choices. A sequence of techniques 

for applying the systems analysis strategy begins with Ob-
jectivc Trees (OBT, page 49) and/or Intent Structures 

(INS, page 55) (see figure 8). Brainstorming, Nominal 
Group Technique, or morphological analysis may be used 
to specify alternative means (see alsoTree Diagrams, TRD, 
page 74). The alternatives are analyzed using either dcci-
sion trees or contingency analysis to develop the project 
plan. Cost-effective analysis, multiple criteria utility 

assessment, or both are used as criteria for evaluating alter-
natives. the plan may be specified as a System Definition 
Matrix, Logical Framework, or as an operating Planning, 
Programming, and Budgeting system (PPB, page 236). 

This strategy is not altogether different from the IDEALS 
approach; however, the starting point of the latter is the 

function of the system rather than objectives for a project. 

PLANNING PROJECT ACTIVITIES FOR 

IMPLEMENTATION AND CONTROL 
Two complementary techniques which specifically ad­

dress the scheduling of project activities are the Critical 

Path Method (CPM, page 241) and Gantt Charts (GNT, 
page 252). The techniques may be incorporated into a 
strategy which plans and facilitates the implementation of 

a project. 
Critical path techniques begin with a list of Froject ac-

tivities essential to the achievement of project goals (see 

figure 9). The list may be generated using techniques 
such as brainstorming or, more formally, from a system 

FIGURE 8 
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CGA DTR 

CBA 
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SDM LGF 

\ I / PPB 
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FIGURE 9 

BSG- SDM 

CPM 

GNT 

IMD GNT LGF 

specification (see System Definition Matrix). From the 
critical path network, a Gantt (bar) Chart may be pre­

pared, enabling a planner or manager to schedule activities 
and resources. He may wish to present the activities and 
officers responsible in an interaction matrix (IMD, page 

92) in order to emphasize both the interrelatedness of 
tasks and the multiple staff responsibilities. A Logical 
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Framework may also be used to sharpen the identification the result of a strategy which incorporates intuition and 

of objectively identifiable indicators of progress. These judgments into a coherent framework (see figure 11). 

milestones are shown as vertical lines on specific dates of FIGURE 11 

the Gantt Chart and written on the Critical Path Method 
network at the appropriate nodes. 

Altogether, the techniques serve to ease the manager's DLP'--11 

job by breaking down a complex project into finite tasks 
* HIS-IQTN

with planned start and end dates. Progress monitoring per-	 -"'.. 

mits effective use of staff which is essential to successful X" 
project implementation. RTS 

ANA LYS IS AND PROGRANIMM ING OF 	 SCN 

DECISION PROCESSES 
system exists for a specific purpose. The Delphi technique (DLP, page 168) begins byAdecision-making sseexssorasciipuoedirecting 	 questionnaires to a selected group of prognosti-

The first step in any analysis is a function expansion to cting quest s o a rou d r ofnr o roti­

cators. The results of each round are summarized for thie 
specify that purpose (FEX, page 45) (see figure 10). The 

often in the form of a histogram wich 
aim is to specify the key decision points and the condi-	 Delphi group, 

aggregates tle individualjudgments. Ratig scales attempt
tions which lead to particular actions, i.e., the decision-

to quantify priorities and opinions. The Delphi rounds are 
making policies. Two processes may be used to obtain this 
information. if the system exists, decision makers may be then used to produce the successive state descriptions of 
informtioned page23).syIf the stas isomesn maysb the scenario. The desired result is a clearer understanding 

interviewed (IVW, page 23). If the task is to design a sys-	 of the forces and constraints which are involved in planned
tern, then idea generating techniques (e.g., Brainstorming, 	 change. 

BSG, page 3) are used. 

FIGURE 10 	 PROBLEM ANALYSIS STRATEGIES 

FEX 	 Problems in systems (whether ongoing organizations or 

newly designed projects) may be analyzed by using a num­

ber of techniques, none of which guarantees a solution. 
Rather, they promise a greater understanding of the di-

BSG 	 IVW mensions of the problem. Two techniques are central to 

the analysis of problematic behavior: Oval Diagramming 
(OVD, page 81) and Organizational Climate Analysis 

(OCA, page 40) (see figure 12).FL\V 

FIGURE 12 

NGT BSG 

DTBNT 

The results of this analysis are presented in the form of 
flowcharts (FLW, page 107) or decision tables (DTB, page 

113). The flowchart uses different symbols to display and 

analyze complex processes. The decision table presents IVW OCA_ 

the decision as a preprogrammed process by specifying the * ... 

conditions which precede-and the action which fol- OVD 

lows-a decision. Both techniques are usefully employed 

in management training as well as in diagnosis of potential Problems are first identified using a technique such as 

problems in implementation. Intent Structures (INS, page 55) to specify conflicting ob­

jectives and competing interest groups. The Nominal 
QUALITATIVE FORECASTING Group Technique (NGT, page 14) or brainstorming (BSG, 

A scenario draws on a variety of expertise to produce a page 3) may also be used. The problems lists may be em­

map of the future states of a-system (SCN, page 164). It is ployed to guide the information-gathering, the interview­
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oring necessary for an analysis of organizational climate, 

the tackling of identified problems by a Synectic prob-

ern-solving team (SYN, page 6). The very least to be ex­

a Synectics group is a better definition of thepected frora 


problem and a creative attempt at a solution. 


One highly recominended technique for combining all 

these analyses is an oval diagram which describes the sys-

tern or organi7ation. Most problematic behavior stems 

from poorly designed feedback of information within a 

system, and poor understanding of the far-reaching effects 

of actions. 

The anal)'.t Ti y ultifnatt-ly wi:,h to te-,t tn- problem 

analysis by using management ganies (sc. w.ning, GAM, 

which are carefully designed to identifypage 124) 

from sinulatcd interaction amongproblems which arise 


system and organizational components.
 

CONCLUSIONS 

This volume is a collection of t,.chniques drawn from a 

variety of disciplines and presented in a standard format in 

order to bring together various means to a common end­

better development project design. The organizing theme 

is a systems approalch to project pl, ng. The techniques 

are means to developing project des;K which are compre­

hensive, future-oriented, and pragmatically shaped by the 

realities of power and uncertainty. While no single tech­

is the systems engineer's unique contribution, allnique 

should contribute to better project design.
 



Program Planning Method
 
PIREREQUISITE TOOLS 

Nominal (GroupTechnique (NGT, page 14). 

USAGE 

PURPOSE 

provides a comprehensivcProgram Planning Method 

approach to: 
1) Ideittit vld define problems. 

2) Specify program altetnatives to solve the problcm. 

3) Select and detail programs. 

USES 

Tie Prograni Planning Method is used to: 

1) Coordinate tile best ise o'ceperts. decision imakcr.s. 

and client/citize ns ill the plannilg proce .ss, 

2) Plan programs in dift'erent ficlds. such ,ls Ielth, 

urbin, and cduLcatiottal planililig. 

3) I)evelop consensus in group decision making when 

people from widely diffcrent backgrounds are involved. 

4) Legitimize decisions in the ininds of the public ill 

order to increase public acceptance ofprograms. 

SHORT DESCRIPTION 

Program Plailmitg Method is a systematic and stru-

tured planning strategy involving clients or consumers, cx-
perts, and decision makers ill group processes. The 

Nominal Group Technique ;NGT. page 14) is used in 

three stages. First, a nunmber of client-problcms arc 
identified and rank-ordered. Second, this list is used to 

generate possible solutions. Resources needed to inipli'-

Unlnt the solution are also listed. Third, the group arrives 
at the ainl.progoril. 

AI)VANTAG EST o S 

The originato,s of the rograin Iliming Method 

strategy (I)elbCcq and Van ICVen. 197 1) claim that it: 

1) ()rgamnizes client, cillulner. or col nnullitv partici­

patioll. 
2) Incrc.ses the legitimacy of the progr iin ill view ()t 

the recipients', clients/citizetls ivlvcumnt. 

3) i)ClceasCs I)OtICltidll resistince tl the illncn)lelleti­

tioll of' the prograi.l 
4) linc.rt. cS . the Ili'oll'-il 'll'S C ti nc t ~ l J l 

C CtiVel) s b, S 

concerned parties pa rticipate ill tte deiq. 
5) Facilitate, proper p,,-bleni idcItilic.itioll andi re­

dicts the chances ol solvilgthe wrong prbltm. 
f oitsideLc perts in the planning6) Facilitates the use 

process. 

7; Inlrlorates the idvamntages II thc Nllilal Group 
Technique (see NGT, page 14). 

LIMITATIONS 

1) Tile participatoltn 01' c0Stlncr and client groups 

1t1ay be unfeasible either financially or logistically. 
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2, Tilt I It' tl i i "ltn'r 2 	 )f weighing one item,I1 II mI"] thi.n IRuk.-ordvrili, is the protess 

Ippli- iti-I..d ih,N,miia (;,up T, linilqi . gililst etlIeS illc thCe 0rd1rilg the item ,Sby weight tr a 
il singih 

stle .uch as impotrtance or priority.h.11 gr s 


A Iill t i l ,I I L.t'I f it x iS.
 
Tl iiIt h..Iti' 	 P i t Itill, i le diflfr it ,ip 

, t S . e..rt-

' '
 ilCi.l,t,iI V hAVe .1nIS, ( "lit'Ill,( I). "..,t)I.nIII ,I)C .It kt I UIl t IA1) IN ItivcPI TlSi, d~ll h, ,X t L.!x et io, R(IEic , t o l l 1l1 1 i lII I ' ," S 

l',itt f tljtutg eti d rcqulires a knowledge of:.atI,.'111.1, 
h hIL'Ii' utl ,,fit 	 The Ipr,,bh i' .C.t,.. relnewal, hcalth careA1; Ilk I ,'dMC 1,11t lit'logim'l. ai I L';Ie HIrlail 

nill, MIh ,tilh. o'tlct Ilrili S<ce N(,,, d iver)Ih,,d 11.1\ tivL' il.,tioll. 

iual ( r,tpl ut.I i,lj,.Ni ;T. page 15, ft relatId 2 Tlie ti ct area. I.e...cvion. I community. or an 

II1 itctIhi p.li iit.ti,,ls., 
lil th11d Alsto r..itlitt5 tilIt tS.er gIoutps. exlw,ts. and 

dc,.i..iu)k ,pal ticipat'.in~ikt 

Rl ( ull"1"() )1 ~ 0LUTIPUT 

H I.II I I(W T I A tlo[ I tIr0IhlvIII, rde-crldtoill­
()oll 


of ,,I,IIt)er I)[rChl 

M ilI,' ,I1 !i,'tg,,titilps,v iti ft. ,- ditd i lteprhiitt'st 
SI LI. lIlI1 )I, g ip 2 ;ICiitk. io l tl L55ICIElP()RI.NISS( MP.SN I)hctI ttd ,I VaiC Vd.tI tlo' 
11155t I ,l' d It,,nduc Vd.Thil(itt 
,'5'15,hll( 1iit t iIlitili tIt,M i l l, itta ifes 

,t ai , l oose pt,,blemS 3 ; Ck itfiLt. diiptgraitdesigned tts,,lve the 

gt~tW t r~tt~~I. target gr~~~~~ S a111 (1I 3oi (tIiNIN i)RTA lNT Ail ."lliltSI"l l (ION.S.Sk i lI.I 1 '. 1 Itt ilcli 	 I t AIT littJtIpla~~ttitt ref etettll 

,(I dAI Ch. kill 'Slo tI t the rAMn M,.t di[nS sth't lrt 

eclti' i i, gratint I'u t 

i,I Ctluctl, di[C 1+I 	 obteni identi 

onSiotof i .
l tlt lcirosI
,' a ,1t,,. downtali , t.n 

li 	 s r tt i qI tird ro t 11C e rtrbrlll hegr2ll)d.. ttii\ Ir hia 'vttti primp t titer s ai td p rt, i ar'a. ld ot psati­
:2 ideltiflrld t lui El cx-Srete3), 'lieS it woiilre .it'ee pa p ilt or or tire l i ll t tIr ser, ie. ir 

'llr is.g , 	 lgll,it tigth ,,lllip ittd ttl ggMrtS iw 	 oadhlk'lC ,ir,'elieti.eriLier pihrdand 3poterrtiai 
-s, thcurrtlyl riot tieInnur­

dict, O tOOL rfyodl pi yMLto, 
empoerS. 

,el ;dretily predblCi, .,ld to rank 

IIMI U 	 ) l'sSelct l Mar d iSiso bw d 11arud 50 pons 

III ling
witr 

%cthIt , kilil' thr : (11' orur t ere1gao " tireL cl t go p.a 

) IRII 	 thrp 

ie cgirlir 11d the bestICI Cess' iati unl,.TheL' PrOWr,111i 	 C*itoga IS1' nn I
1) 111lt tilgro go~p cr iuter;u utd 

s tre (IA 'lhblea apl w procedrrtS hi rproces .yC )elbecq(111 hletiet 	 huld Venis 1rrtrtos a lf e:g. Imeii ofuntna Sle 

197 1la
eu n ,N.o. . treoe is ttidgrou for Or- dit,uyddraytscar e i.d 

METHOID 01F USE 
SPECIALI R EQUII REIMENTS 

The~( h w11+GN ERA 1+ RIOCUI)URI" 

w here gr~oups ca llc hster a omlnd a I. Organize the client group,1 ) A tIlletilg 0 ll 

1 .1 Identify .1cross sectMi of clients or C01nsunictrs intable. 
area. Include umembers of diff-vient2) Index tards Itrecord th ru ebrs daadthe prograin 

prelerenI LCeS. ages. Ilocations,, technical abilities, etc., depending 

3) IFlil With of' paper, marking or onlthe nature oftthe problem or service. For ex-AM~t.1 large sheets 
the devehop nt oft;Inemploy'mentfeh- tVIS,Mi~dtWI)e, a11phe, in 

service, the clienit group would inll~ude potential 

employers, the currently unemployed, the -.ur-
I)ESCRiTON OF TOOL rently employed, and retired people. 

1.2 Select atgroup (uLsuially between 30 and 50 people)DEIFINITIONS 
that will rep 'esenitthe client population.I ) soutin he artof i prgra th t _pofentisc~ 

is pro psed ai.s 	 I Tie procedure rc oninended by Delbec:( (197 1)shot,ld be fol­the sob,tio l, e.g., itm o01bile:m edical unit in 
health care program. lowed closely by the prograin planner and gr'ou~p leader. 



1.3 Organie a group meeting to discuss common 
problems ill the program area. 

2. Ident ify proilih'lis.2.1 I)ividie tile gl into slligrllps of six tl 

IInll 	 bcrs, Atcortliill to A COllllOll illd.ICtCristit', 

the ,X

2.2 Illdicate tlat th eecisioll l akcr, wailt to)under11ie 
stild clienlth'viws. 

2.3 Instruct the griltl i Nouuinll (;iIp'IUll ehi qui,e 

(N('.T, page 14,. Stress that tile Incetilg should 

I'lr IdtlI'e d list (f0 priollinll ?lot sliutilus. 
2.4 	 ReqIuest llIelllbclCs to lilt " ,_'rl .iIS i -iliilllS111 

otlne1tile 	pro rea o Lillesl if"tilt' ind '\ Lt .1111lld 
'"niganlizatlnm ll]" prolhlcni in I theL I lhC~l SidIc. FI,i 

eXali-iIILe, ii clilt in ll 'Lhnpr-O\CH lue t pr~l!g ailU I.,(r 

1 l 	 l I I 1l -illltNcr-V;(,e- 111,1\ lislt "1 dcl Ibldh in 

I'ortunlit\V lilt I 011ll tto, Llt.l, .in1 i atimgal 

prollelu. 

2.5 Le pcni ti .st i i l)fy 0l t cdu tc !l0l rtit 
ites, tue fliphart 

2.7 	 Using tilt Nominal Group 'eChnIik]ue rank-order--

ig voting procedure. select tile top five priorhtv 
item s o il the flip chart. 

2.8 	 Explain that somc inuibers will palrticipaite fur­
ther in development of the progral. Have titem 

select three or four representatives. 

3. Generate program idcas. 
3.1 Identtifly cerng~il rechlicl] alnd ongalnizititonal ex­

perts witose :iilIs relatc to tile listed priority 
items. idcutilf internal experts flout tihe principal 
orgaliziation conneicted with implelnentation if 
tile ploigramll., 

3.2 Arrange a gro p ineeting to inclide tlese ixi)crtsu 

and 	the groupIs representatives. Explain Nominal 

Group Technique to them. 

3.3 Prepare antd display the list of priority problems 

generated by the client group and expiail each 

item. 
3.4 	 Instruct tih group to prepare I list of* S1hlitiI 

components and the resources required to imple­
merit them. The list shotuld be ill two parts: 1) 
those items currerrtly iviiilable and easily procured 

(written oi one side ofr ind,.x card). anrd 2) 

those items to be develIped (written oil tire other 
side of the card). 

3.5 	 Allow the members to write silently for about 
40 minutes. 
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3.6 	 Compile the lists and displav thel mitl large 1ill 

ciiart. 

3.7 	 I ollowiiiC..1 five to, tn Ilillnte bicak, re,asUsiibl 
ti lr disLtuss CeA, i hriefly.j).11d mL'n1 

3.8 	 LI,ilIg til r.ilnk-oidrilg Vtin.ug I1,, ,' ure. sc'ct 
lilt' L I11i1lltSt ilt eSo lle t "illsitIL'etd itO be Cs 

Se itia . 
3 I til lilt I1,) W-t OL IAIIPlililuig MtethOd

I-xiain t f uIhsi ll
alld I AliC chkc t cl cc li~ cII),l ltSat 	 t'lr 

tIlI csesSilInl. 

-I. ( Iu l splt cific jCillo ill l. ihtl IllliVes. 

-. 1 Iticnlits h c y ,illnin ijlti il I llt! C oll 

t:-lirslc I ll e eITbC lilt 1\ l tilt 1I n . 
.1.2 Plrcsllnt theL pI)II lIAHl IidC,t, JniL irillt l ilt' t~L( lIp 

too \\,(Iu itlt SI)C,( 1il ,lICIrn.ItiVC I)u lgliJ iTI IrHM I tite 

i detIllI Ii ll. 

lllltill.5. 1)Ct*ii nlilt: 

5.1 )lllr,lIlI c I c hi t i l l, i1 klII )l kIi t'llt5.3 	 ( i ct uolu . eiii ,uV lih lir illid re1 lilt 
clfill.l tirell s. 

ditLd ills lill lt t hlt5.4 	 IH SIIlifIIdI 1~ ili ,~ I ,tIL t'i~i''1 IL 

5 .4 	 111 dL c~r nI lIC I I"11 tl t 1 II ( 1t C 11 l t I 

rC 11hc1'd, ieclat steps,-1 ilnd Altt-i .1iL- (V,1'l IC 

5.5 The in,l slljiluti 101110 ItIwIsit is t tl ,i all Ctilll-

IXAMIII 

"lhougli I'oLgrin illllling Metilod l ils (y1l1% LecIttV 

Ill devilWi d. its list' 111 bllI Vlriiid. Fiir exapllple. it 

was used by the (Givcrlltr's Task Fircc f',r Pllannilg 

iillll SIrvics ill tilt StitC 01' WisclIsilni i 1972. It was 

ISo Ised k' ;i IliCIltIh plnhllilg IilIV ill iTx.ls ill 1973 to 

de.igln lcal ti ser\'ice pri glills. 

TIHEORY 

l)elbectq a:id Van de Ven f,)71 developed the I'lo­
grill lalallliilig .116tl tod at the University of WViscolsihl's 

(6riduitlte S;el,] ofll htsiless. Tlie lnetilodc t.tnds experi-

Illental and fhcId research onl tihe use if the Noininil Group 
Technique ttl plalning processes. 

The tcliique is rooted ill emInpirit lly derived tic,.ies 
of organlizatilnlial change priocesscs which specifically ad­
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drcss trki scliloing o,'cliclit participation and the utiliza-

tion of i nilti diwiplinary expcrtisc (scecDelbccq. Van dc 

Vcn. anid ( ;nstlksmni. 1975). 

a J Van de Vcn, Andrew H. "A Group 

Proctuss Model Imr Problem Identification arid Pro-

grni P Ia nnniilig." ./,urnal of Appqlied BIehavi,,ral 

Scih'icc 7 Nnvennbcr 1971 ): 466-92. 

I)elhccq. Andrc I... 

Andrew H. "NominalI)elbccq, Andre L., aid Van de Vcu, 

Group Techiijues for lnvolving Clicnts in Program 

Plan ning." .* cUhad v t .ofJaagelnepit Proccedings 

i'AuguSt 1970). 
Andrew H.: and (;tIstl'son.1)elbecq, Andr6: Van de Vet,. 

Prgran n lila in in: AI"cclimi ue .jor 
uCide to .,oin il (ro I onid Ielhi Pr,,csses. (;ku-David. Groin , 

view, Ill.: Scontt Forcsnian. 1975. 
Van de Ven, Andrew. and D)elhccq. Andr6 L. "A Planning 

Process for Devcopinent of CompIcx Rcgional Pro­

grams." (Graduate School niflusilies., University oif 

Wisconsin. 1972. 



IDEALS Strategy
 
PREREQUISITE TOOLS 2) Re.,4lari1y, iS the 1mst frequeni t or doinillant (and 

occasionally tihe most inaportanlt) condition o{'colctrn to 
the project design. 

Function Expansion (FEX, page 45) and System Defii-

nition Matrix (SDM. page 67). 

SHORT I)ESCRIPTION 
USAGE 

The emphasis in the methodology is first .n "why" and 

PURPOSE then on ''how" the system operates. The ftuction f the 

The IDEALS (Ideal Design of Effective and Logical system is determined by using Function Expansion FEX. 

page 45); and an ideal syvstein tas),t for the units or regu-
Systems) Strategy provides a comprehensive approach for 

a de- larity which Nill meet the function is developed. With this 
solving problems by specifying systenms to achieve 

ideal system target as a gtu ide. altierniative systeills. wiich 
sired Junction. 

incorporate nlcccssarv irregularities, arc developed which 

are as close to tie ideal as possible. One ol thesc is rccoin-

USES ilended for implenentation., and the details arc theil 

specified using the System l)efinition Matrix (Sl)M, page
The IDEALS Strategy can be used to: 

1) Design systems and plan for their implementation. 67). The process of implementation is suggested, and 

for studying measuresof valutionarcstablished.
2) Provide a conceptual framework 

problems. 
3) Generate alternative solutions to a problem. 

Develop products or services. ADVANTAGES4) 
I) A key concept is to develop ;mn ideal systemr before 

specifying --he feasible solution. Thus, innovative and ef­

fective systems ire likely to be developed, rather than 

1) An ideal system target achieves the function in the patched up versions of existing systems or solutions. 

best possible manier as judged by the criteria for evalh- 2) Thinking is not inhibited by the recorded charac­

ating the system. Such systems typically require the least tcristics of the current system. The emphasis in IDEALS 

possible cost, the least amount of human resources, and Strategy is on the function of the desired system rather 

the least time while providing maximum benefits. than on improvement of the current system. 
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LIMN ITATIONS 
r optimal may li dif-

iT COTILSt (d what is ideal 

fit, lt for slt people to L-omopreheind and apply. 

2) Thc fui tionn , .1 sVstetinliaV tnt be asil 
;,hie(see kInuctitn F:spansion, FL'A page 45). 

I(IQUIIlFi) RISOURCI:S 

LINI , OF EFFIORT' 

invlvs a group of peopic'Tlie 	desigii prIcess ofteii 
T. 	 The effort requlired is directly pro-

ww kill,, wi a lprol 

portiolal to ihe nagiiitude and complexity of the prob-

ILn .it hAid. Elftfit is reqiired to expand the system rune-
p i1iideal svsteLti,and to recomm end the 

ti lu. to devel 

i.ft.asible s,liti 

SKI.I.,I'EI.8.SKILLI LEVEL is necessary
the 	probleimarea

ibok lwledgeSomic 

to solvea prllleinlusing the IDEALS Strategy. No scial 


ir use the appro li. ]e-sk ills ire iecessary to uiei st.itd 

i(f"Il)EAI.S Strategy ill differetit contexts en­peiltld lise 	 'CtV11•1C it TCS 
hlllni'es uts f,fcctivetiess. 

TIIMIE I~l[QUIl RH.) 

'h1 Iil iliirdut'I is pr>portioial to the inagnittide aid 

keing solved. Typically. lesscotiipleit of tie prodblem 


thiin ,i week is rvPired for prelimiiary design of products. 


,i wek for service systcnis involving people.
inor" th1n1 

DESCRIPTION OF TOOL 

REQUIIREI) INPU'S 


Miker must have knowledge of the

The Iecisiotn 

irblem area andit statetntit of the problem at hand. 

a problem by the I )EALS Strategy. it
Wie solking 

lrainstorming (IS(.
ilav be niecessary to use totls such as 

page 3) or Cost-Beinefit Analysis KCI'A, page 212). Knowl-

access to) an anilyst may be needed. 
edge 	of such tools or 

TOOL OUTPUT 

The recomntend.ation ill a soltion is the primary out-P 

system can be specified in the
pit. 'The recommended 

orin of ,a System )efinition Matrix (S[M, page 67). Use 

of IDEALS Strategy also provides insight into the prob-

lern. 
Figure 1 gives an example ofa possible output for ajob 

information system. 

PROJECTS 

FIGURE 1
 

Function Hicrarcy for IDEALS Strategy
 

Function Hierarchy 

Provide list of job opportunities1. 

2. 	 Communicate job opportunities to
 

unemployed people
 

3. 	 Match job specifications with applicant 

specification] 

4. 	 Get people and jobs together' 

5. 	 Find employment for people 

6. 	 Fill vacancies in industry and government 

7. 	 Have jobs and services carried out
 

Get jobs done
 

9. 	 Provide services 
10. Keep economy functioning 

11. Pronmote general welfare 

'Function level selected for design of the system. 

the 	mostNOTE: The hierarchy lists the functions froni 

tile top to tile most general at theunique ftinctioll at 


bottoin.
 

IMPORTANT ASSUMInTIONS 

The II)EALS Strategy assunies that when developing 

is improved by focusing otl futnc­alternatives. creativity 

tion and iln ideal situation rather than on the problems and 

The strategy also as­
itnitatiins of the existing systeml. 

can be clearly identified for all
stlnmes that fInctionis 


systellis. and that ideail systems are conceivable. However,
 

"ideal" 
 inmplies optimiization, and optimiing asystem for 

.ihl Possible Conditions is not feasible, hence the regularity 

conicept. 

METHOD OF USE
 

(;'NERAL IROCEI)URE
 

1. 	 )etermine the function. 

of the system to be developed is1.1 	 The function 
identified by using function expansion (FEX, page 

A hierarchy of functions is developed, and a45). 

level in the hierarchy is chosen as the appropriate
 

function for the system.
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1.2 Deterniine the measties or criteria of the system's FIG UItE 2 

effectiveness. Select those himeasrcs considered IdenLifying Measures of Ilf'ectivent'ss, 
necessary and important to ensure the elimination Regularities, and Ideal ( oncepts 
of unnecessary coUnstraints and conditions in the 
design. 

2. Develop ideal systems targets. 
2.1 First. try eliminating the functimn chosen in step 

a) Measures of Ifectiveness - (rieria 

I to review the necessity of tile function and to Amount of delay in getting cliplvci and 

make certain that onV required systems are de- applicant together 

veloped. Preview the fuitncti,,n hierarchy mid check Cost of arranging die Iteiting fo0 cltployer. 

to see if a different usutialy higher) fuitCtion level for applicati., lor the .gclcy 

may he more ilppropri;i tc. Ratio of vatcaiiies to applicalits 

2.2 identify regularities. whi h ;itre the primary Con- Ratio of nuotber job applicants matched to 

cern or the most fretuCiit chIarictcrisics o" the number of applicants 

systeII. The focus (in regti lii ties addrcsses tilt' Nuibct of interviews per sit ccessfIllIlmtItCh 

ConlsistencV (f tle ideal situatio. lFor example, in Total tltotber of cliiet, served 

an irrigation pro 'iL'ct tost o)I the dry land is ot, the 

north side of tle river. Tli rcgularity c)iitcctpt 

argues fh)r iglnoriig the opposite side it initial 1in- b) Regularities 

nitig. \Vii.,,.. ;I e.tuCAtiotil systcm is being de­
signedl for t regini wherc a small part tfdthc pptiu- Applicants come t tIgeIcy rtr.ituiriingjobs 

lation is bilingual, the rugulirity onccpt recotit- Applicants atre llciltploycd 

nctids tlhat planning hegin with instruction !ive 
0o11y in the language spoken by tlhe i 

Exception: applicanits want reassignment 
Liiployers con i ge cV expressing need 

2.3 Develop guidelittes for the ideal systeti target for applicants 

based in the identified functi, i mid agreed ipoiln Exception: agenicv to Caivtas p rospective 

IIi,'asUitls Of Vffcctivettcss. For citiplC, sioIeIC etliployers 

guidelitnes developed for tile desig of , fcrtilizer The outtput of' the agency is the lraillgelliellt 

distributiot systemlil be "least cost oif transpiir- iif ittervicws 

tationl" "most equitable distriihition." mid "least Exception: physically bring together twi 

cotisutMptiou of fertilizer per u nit Of food pro- parties or be piescti t itt tle interview 

duced'." lifferetitiate between the ideal concepts 

that are feasible and ttose tha. ire not currently 

feasible due to technical tr theoretici considera­

tions. Select otify those ideal values that tre c) IlDEALSConcepts 

feasible. No delay in flinding jobs for applicants r 
2.4 From the guidehines above, develop alppropriite applicants findingjobs 

ideal systems. Silect one its the idea] system ti, be Obtain complete specification of' applicant 

the t for si.ietsequenS t desigi. skills' 

3. Develop the systen to be recommended.* 
Obtain complete specification of job require-

Illents 

3.1 Obtain inform tion concerning the qIesitonis All jobs will have broad specifications 
raised during the development of the ideal system All applicants have marketable skills 
target. Expcrimet ts or analytical calculations may All interviews result injobs 
be necessary. The purpose is to determitne those All vacaccies are reported 
facets of the ideal system which need to be altered Minimit effort by service in solicitintjobs 
and those which can remain as they are. Minimtut effort by service in finding applicants 

*The ideal system target developed relates enly to the regu- 'At no cost 

larity conditions. This step takes care of the irregular cotidi­
tions while staying its close to the ideal system target as 
possible. 



FI(;URE 3 

Preli minary System l)efini IioNiMatri-x for aJo b IforInation System 

SYSTEM DIMENSIONS 

Rate 	 ControlFundamental 

Find more vacanciesTo find job vacanciesFunction 

and to maintain records than applicants
 

Inputs Information about job openings Dai!y reports 	 Cost per job to be iow. 
daily update 

update andDiWeeklyReports of job openings check of reportsOutputs presentable to applicants 

Gatr 

z Gather information, order Number of jobs per dayof obsW Sequence 

and arrange. retrieve, match 


0. 	 Economic: service sector, industrial Maximum public 

-	 Environment sector. Political: gain support for cooperation 


agency, public cooperation

CLn 

Physical Data gathering system records, files.
 

Catalysts storage/ru tricval systems coniputer
 

Daily and evening Rotate evening shiftsHuman Liaison officers, employer 

per schedule
Agents representation, job counselors job counseling 

Government contracts, list of firms. 

Information newspapers, trade and professional 


Catalysts journals, stock-exchange lists 

NOTE: See System Definition Matrix (Sl)M. page 67) for clarification of terminology. 

*The future state is omitted in this example but is part of the final design process. 

Interface 

Other employment 
agencies 

Inter'iew systems.applicant information 
system 

Applicant information 
Applcan 

system 

Unemployment 
insurance 

Applicant information 
system, other 
employment agencies 
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3.2 Identify alternative systems. Group processes. The third system bypasses the function level "gettigq 
such as Nominal Group Technique (NGT, page jobs and people together" to arrive at the It nction level 
14), may be used. Selecting a feasible system close "fill vacancies" in) the function hierarhv. ThIt is. tle ideal 
to the ideal target involves predicting how the system for the Iunction level selected. "'get people .and 
system will perform as well as evaluating and coin- jobs together." inay be i system which at.c tlislies the 
paring different suggestionis. higher function of"fill vaicaIcies'" as shtOwn it' tiIu,-c I. 

System I is selected is target ssteill. Palrt d ths 

4. 	 Recommend implementation procedures. systeiti is another svstemn where inllfrtnitin .i olot aval 

This step may involve testing the effectiveness of the able jobs is obtaiticd. A I)reliiliary sv cll det iitilm 

system. Training personnel may be required. Establish matrix ,Sl)M. page t71 partially speccifics tile tcasibl 

performance measures for the system and guidelines system \figure 3). 
for future changes in order to effect ongoing improve- An example of applying the strategy to intrnlatioi 
ments in tile system, system desigi isdocutinented ill Nadici et 11. 197S,. )thiet 

examplesittaV be tIoiid in health edtIc.tiotllt iidtiniltriall 

applicatiots literatture. 
EXAMPLE 

I)eveloping an employment service in i region whcre 
unemployment is high is discussed ill Function Expansion 

page 45). The function hierarchy developed is given TI EORY(FEX, 

in figure 1. The function level selected in step I is "to get The IDEALS Strategy was developed by Nadler (1967)
 
people and jobs together." This selection allows maxiniuti itM has been Used extetmisiv in ittdustr', conimerCe,
 
flexibility in generating alternative ideal systems which
 public Service agencies. and governnt. A detailed discis­i)7)achieve the function. Criteria for evaluating the svsteiii are siot of the stra tegyis giveit in Nadler 

given in figure 2a. 

In step 2, regularities and exceptions itn the systemit are 

identified (see figure 2b). A group process is used to 
generate the criteria and regularities. Guidelines for ideal BIBLIOGRAPHY 
systems are developed and listed (figure 2c). Ideal 
systems as targets are then developed. From the list of Nadlcr. Gerald. Work DlestQn. Homewood, Ill.: Richard I). 

criteria and regularities, the following target systems are Irwin. 1970. 

'entified: Nadler. Gerald. Work Svstins I),si,',t: T/u II)i',ILS Con­

1) 	System to find the maximnum number of'vacancies. cep. Homiewood. Ill.: Richard 1). Irwil, 1907. 

2) System to assess marke table skil!s of applicants. Nadler. (;erald; Johnston, J.: and Bailey, J. I)sSmm Coi1­
r3) System that eliminates interviews. 

ctpts .r a tjorm mtio t 	 seris.S.'stems. Mongraph 

The first two target systems reflect the ta scecsatisfy 1puter and InfOrni tion Systems Division. AIIE. 

criteria, e.g., having a high ratio ofvacanci..s to applicants. 1975. 



Planning, Programming,
 
and Budgeting
 

PRIR QU IS ITEi TOOLS 

Cost-Benetit Analysis (CBA, page 21 2). 

USAG Ii 

PURPOSE 

A PIlaniig, Prograniing, and Budgeting ( , 

strategy lialkes evaluation part of the prograi selection 
process by clearly d,hiliio and evaluating projectediL.: 

outputs prior to selecting a specilic Iroranli. 

USES 

PIPB may be used to): 

I) Plan a progalmi with cII 1 )hi.sis Oilits goals nd tll 

how well aCahaltea iMeet, thlo)se goals. 

2) Prepare a budget statemllletll tillaIt lists expenditures 

,{andevautes o1ItpLts acoidil o gLols. 

3) Choose Iroim almlollg several pijojects which c'etit 

progi-amll goals whell Ir'sollices ale ihiited. 

SiI10' I)ESCRII'ION 

It structl rC. 

the decision imiakiig prJcess il to identification of goals. 

developmiiett of progrlliis to imet tlmo.,e goals, aind cvalua-

tiol of alternative progrlll costs amId totputs (or bcne-

fits). 

I'11B is a1 uoimiphmCiilsiv' pililiiig stratgy., 

gtls of an are 

then prograis are developed to meet the goals. Thell, 

techniques like Cost-Betiefit Analysis (CBA. page 212) 
illd (Ost-F' tItCCtiVCll'ss Ainlvsis CEA, page 219) may he 

used to) dCterlinC tlt ILsorcc elists and the projected 

First. the l,<ic."\' agency defined, and 

oultputs ciehts. of the prograili. I timnates of I'ttlre 

rcstLrce costs aIld (utput are spcitied. Tui ill'iriiatioil 
is the,n included in i budget StatClt with the programis 
,irrauiged policy ,oals. I)ecishis bet'wen alternative 

progi mayll 1C 11) [lhe. 1lilll,iC kiSCEd Oill 1) ig , I)lOgrllil­

progrmmis n 

AI)VANTA(;ES 

Ii PPBIrepr-seints,i ilanstMoiatiol of budget planning 

based oi reNLULcs amid ili)ut eLiltuiICIilCitS to Iunctiol­

output oriCented budget lannling ,ind dccimion miaking. 

Tllis approall has ldvimtages tr goverllllnt budget 

allah' sis. IResource licCds arC f10tIItmercly listed under a de­

prtPalellllt iladillg : tiey aleC glrotlped by progralims where re­

quired. This allows a decision llaiker to Cviluate the costs 

oh each prugraill ctegory relative to overall goals. 
2) PIT allows tile dCcisionllmaker to re-evaluate oil­

goiig piograis each budget year. Automatic ciontiluationi 

of funding is less likely, dce tto the inproved feedback of 

performiaice. 

LIMITATIONS 

I) The initial step of setting goals can be difficult, 
especially for large governnIclt agencies. Because of the 
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difficulty in reaching agreement, the final goals are often DESCRIPTION OF TOOL 
too general to be used for developing or evaluating pro­

grarns. 
2) The nccessary data collection istime-consutiing. In I)EIINITI()NS 

addition, many decision itakers feel that too iuch infor- 1) A troorain cah'QorV is a SvSteni category under 
mati'n is presented for effective evahiation. which specific projects, or pogratt stib categotMiCS, .re 

3) Many variables. particularly the outputs, cainot be developed: e.g.. development of igriCIAlWLt or heailh 

adequately quLtitified in a unifortt unit nleaisltrC. I social, services. 

programs, this is especially difficult. 2' A ;,ro, rapt stid)-ciateo,ry rcfers to the specific 

4) It is difficult to show the relationships of progranl projucts considered urader a p10g111 category: e.g.. a 

components to itore than one goal in the btdgct state- sub-cattcory of agricultural developitent is hVbrid SCe 
mneit. searc. 

5' Time PPB approach gives the tasks o prograti 1 I3t'o),roat thanileetts atc the resoUIcs Mritipitts 

development and evaluation to the satie decisioti nee.ledtocarryotItiatpljct. 

ntakcr ,s). Hence, output nteasures tiost favorable to the 

program evaluation can be selected. 

REQUIREI) INPUTS 

Wli developing goals atnd tttC,isUrable objctiVs, tihe 

REQUIREI RESOURCES 	 agency or ullit respotisible for plannitig niust utiderstand 
the organizatitn's purpose and ]tow other agencies coopr­

ate within the organization. 

PPB is a cotoprehensive planning technique, and tnotc Knowing the rcsource re quiretient ts and the resolttCS 

effort is rcqtuired as the cotiplexity of tile system in- available and having access to cost data are necessary. 

creases. Decision tiakers will often be engaged ina con­
tinuous effort to dcefinc goals, develop prograrls. and 

evaluate costs and outputs. When this happens., it is neces­

sary to collect data on costs and outputs for the next TOOLOUTiUT 
budget statement. 	 There are tour areas of itfortiation for decision 

Somewmat mtore effort may be required than simple ttaking: 

budgeting and bookkeeping; however, PPB Inay be con- I ) The defined goals of tite agency. 

sidered an alternative to tormal budgetary control. 2) Alternative progratis to iteet those goals. 
3) A:i evaluation of the costs and benefits of each al­

ternative. 

SKILL LEVEL 4) A tteans for nieasuring the results of the prograit 

selected for future evaluatiot.The user n':eds a knowledge of systems analysis tech-

niques like Objective Trees (OBT, page 49) and Cost-

Benefit Analysis (CBA, page 212). Skills in accounting 

methods and cost data collection may also be necessary. IMIORTANTASSUMIY'IONS 

PPB assunies that well-defined goals can be agreed 

upon. Using antbiguous goal statements weakens the plan-
TIME REQUIREI) ning process and the attempts to imcasure prograit results 

Time required depends on the complexity of the sys- versus prograim goals. 

tem to be planned, programmed, and budgeted. Inmany The results of a prograit must be ,neasurable. However, 

agencies, this is a cotttinuous process. 	 in social programs such as health care, measuring the itt­

creased health level as a result of the program may be diffi­
cult, if noc impossible. Yet, the planning process assumes 

SPECIAL REQUIREMENTS 	 that the future output of a program cait be adequately csti-

A PPB system may be done on a computer, as in other mated. 

cost-accounting systems. In large organizations, corn- A project leader, or agency head, must contribute to 

puterized data-handling may be essential for effective the presentation ofwell-defined goals for agency programs 

planning, program tnig, and budgeting. and the evaluation of all program results each budget year. 
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FIGURE 1METI!()) OF USI 

Goals and Programs for the Federal
 

GINl RAI PR( )CLI)UII 	 Economic Development Administration 

Tile procedutrc is divided into tirct stages: I) planning,
 
2) dciision making/itpletentation and 3) review. G.oal: Economic lDevelopment in De­

pressed Areas
 
Pla'ning Stage Specific Goal: Increased Jobs in Rural l)epressed
 

1. 	 I)efine the goals of the organization or institution. Areas 

1.1 	 l)tcrininc the type of programs to b developed,
 

and help vrain,ate tie ecsults of the progranis. Use Program Categories
 

techniqul es sUCh is lnntion Expaision (FEX, A. Education
 

page 49), and B. public Works 
page 45), ( )bjLctivt [tes (( )BT. 


Ilntent StLutHtrc5 INS, page 55, to identify goalN. C. Business Loans
 

. laniigGrants
in brad terins. Thcn define1.2 	 Initially, state goals 

each 	plic in the goal statecniet in more detail. Program Sub-categories 
(for Program Category B) 

B.Public Works Projects2. 	 I)evclop programs to achieve goals. 
2.1 	 (;atlcmr iclevan t inforn ation. Progran develop- 1.Watcr/Sewer
 

mcnt requires extensive knowledge of the relevant 2. Industrial/Contnercial
 

social and econonmic system and of the particular 3. Other facilities
 
probl~ill to bc solv-d. A wide range of :nfortiatiop
 

gathering may first be required. Explore theories (frogram Elenmegts
 

oil the subiect and interview experts. Other tools, (for Sub-Category B a)
 

sucl 	 as lDelphi (DLP. page 168) or Morplhclogical B.Construction inateria I ,Analysis IMPA. page I0 inti, bt useiul. 	 . Construction labr 

2.2 	 Use this in'itnrmation to dcvchl p prograiiis that C. Constructionlabor
 

pnitise to achieve the defined goals. List pro­

grains by types into different PrOram categories.
 

When a progran involves iore than one project. 5. Evaluate: program categories (or sub-categories).
 
prot rain sib-ategorics will be necessary (see 51Ot(r 	 ' 

Ir n s r we be es 5.1 Det rine which program provides the most out­
figure t ). puts for tile least cost using cost-benefit analysis. 

2.3 iakthe t or sb-ecategtcs 5.2 Determine which program best mects the goals ofprogra categories 
neededrrt c'lc,.ts, the specific resources the agency. This goal-related criterion for evalua­

teeded to carry on thte pigrat. tion distinguishes PPIB from a purely economic 

analysis (as in cost-benefit analysis). Although a 
3. 	 Estimate needed resources (inputs) numher of programs may have a favorable bene­

3.1 	 Estimate the cost of each program element and fit-cost ratio (see BCR, page 194), some programs 

determine the average cost per project. achicve the stated goals better than others. 
3.2 	 l)iscount all future costs to the present for analysis 

and comparison ott the sante basis (see Discount- l)ecision Making/Implcmcntation Stage 
ing, DIS, page 184). In the decision-makittg/implementa tion stage, the in­

formation from the planning stage is presented to the deci­

4. 	 Estimate o itputs and benefits for each progran sion maker. The information will include the general and 

category. specific goals of the agency, possible program categories, 
Determine a unit measure of the outputs. For ex- sub-categories and program elements, an analysis of pro­

ample, an eduication program category requires a unit grain costs and benefits, and an evaluation of how the pro­
measure to estimate the value of acollege education, grain outputs achieve the goals of the agency.
 

e.g., dollars. number of persons receiving a degree, or
 
number of graduates employed. Ioformation otl 6. Select program categoriesand elements.
 

measuring outputs (benefits) can be found in Cost- 6.1 Evaluate the above information and determine
 

Benefit Analysis (CBA, page 212) and the Logical which projects and programs are to be imple-

Framework (LGF, page 260). mcnted.
 

http:c'lc,.ts
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6.2 	 Set priorities and, if necessary, defer implementa- EXAMPLE 

tion of some programs to the next year (e.g., if The goals and programs for a PPB system for the 

there are budget constraints). Federal Economic )evelopmcn t Administration are given 

Review Stage 	 in figure 1.The program is broken down into fo€ur program 

7. Monitor outputs. 	 categories; the public works project is divided into three 

7.1 	 Once the program is funded,set Lip amechanism sub-categories: and program elements for the water/sewer 

to measure program outputs. The unit measures sub-category are shown. 

have been established in step 4. s asystem of con- Figure 2 presents an, analysi of the second and thhrd 

tinuous data collection isneeded. progr,.m categories. The specific goal of creating jobs has 

7.2 Determine multiple indicators which may be use- been evaluated. Program alternative B,Public Works Pro­

fulin reviewingprogram outputs inorder to verify jcct, creates more jobs than alternative C,BusiiIess Loans, 

the results. An indicator will seldom cover all out- but at a greater cost of S2,000 pei job. Most of the joIs in 

puts. These data will be used to evaluate the actual alternative B will last only as long as the project itself. Ill 

results of tile program and will be used in future alternative C, more of thejo.bs should be for the life of the 

budget analysis. business. 
Another important evaluation criterion colicerns who 

will receive the basic beiel'ts. Alternative B distinguishes8. 	 Develop a computer model of costs and outputs 
benefits to many residents ilithe depressed area. particu­(optional). 


With the information gathered in steps 2-7, acomputer larly because of the water/sewer projects. Inalternative C,
 
tomodel can be developed to estimate changes in the cost time basic bdsiless bail is I dircCt hecnel'it)nlV a smial 

or output data and to help evaluate future program group of business people illthe community. Time indirect 
tax base and long-trm employment)changes. For a more detailed discussion, see Tenzer 	 benefits (increased 


were not estimated iin
this example.(1969). 

FIGURE 2
 

Analysis of Program Alternatives
 

Alternative Program B: Public Works Project
 

Average
 

Average Cost Average No. Investment
 
Per Project ofJ obs per Job
 

1. Water/Sewer S1,028.000 172 S 5,976 

2. Industrial/Commercial 1,367,000 228 5,995 

3. Other facilities 618,000 41 15,073 

TOTAL 	 3,013,000 441 6.832 

J iXnative Program C: Business Loans 

Average Cost Average No. Average Investment 

Per Project ofJ obs perJob 

$366,000 75 S4,880 

SOURCE: Raymond H. Milkman, et al., Alleviating lEconomic Distress: Il'ald­

ating a Federal Effort (Lexington, Mass.: D.C. Heath and Co., 1972), chapter 7. 

http:thejo.bs


PROJECTS
240 / PLANNING, CONTROLLING, AND EVALUATING 

TIIi()(RY 

I'PI was 

of the U.S. 
palatiot. ItrOadLtto 


First Annual Systems En-Government Programs." 
York City. November

ginecring Conference, New 
originally developed by the eecutive branch 1973. 

Federal (Govetrnment for agency budget pre-
ss and co­

slesin C Kong.Quntitative Methods J r 


systms analysis strategy is to
convcntiolal 

jcctivcs, thei tio find ,htcrlativi means for achieving tihe 

dcsired Ittnds. Tit s steiNs .eSt111Nl thlLl dctcriiines llca-

stle ile ailtrnativs d inks tite alternativs 

tfctic n ss in reaching desired goals.
,icc rdiIIg totteir 


plpiw.ae1i meigvs p laniiig .i.
A syst ens a 
prel le liV SVs tindesig nt.coa d esal atenpp il laS in eI 

PI' reprceslits one it1iftstAliOll Of ie atpplictioig 

this stiategy to public institutilns primarily the IDepart-

HIctet t I )eteIsc. It la .1paIticlat ;appCl to celtralized 

decisiotn itakers bt,' of ie appeiraimcc of iincreased ac-a.s

the inplied rot gani/ation thng fuictionatlcouttability, 

liles, and tile itl.Iu' tfscic tiic "systcilS" so iliticatioll, 

ITis latter point is illnstr~jttd by tile trendi towardl auto-

lititg PPB ,ILciutIlti1g and reporting ptuccdures with 

, enil-t iiltormllatil cititepttr svs­
coll pielletsive mtlaiage 

tei ts. 
Itsllea, hp,cvc, llleur PwI 1 B1really \work ,smt , ,ark

it is ot Clemt, lioev 

intended. lheie is conisidirable eviLelce fr tile rCasOtIn 

cited ilt I.il ittt0l1S) til,ht it does llt ,,seeCldwell, I973, 

andI Ilos. 1972). NevertieleNs. itis .ll inipnrtalt tool to 
iCCeI widelV seeIccLI,iinICd
understad I bcnCAtSC it has 


I9(u) aid because it iiiistttes mn iy
Hitnrichs. 
I ,p oach. The caution tr 11.1ilysts and

of the sy.,,stclns 


decision taktkrs is to be skeptical of iny suchIsystem 


kitlk.uding illII.tgetlletit intorl.ition VSteiis 1.ittil it is 

tested ,ild ev,lIuatCd ol its owi ttterits, raiher than oil 

tie basis of utsitbstati ted claitis and prittes. 
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Critical Path Method
 
PREREQUISITE TOOLS 

None. 

USAGE 

PURPOSE 

is a networking tcc h-The Critical Path Method 'CPM) 

nique for planningard niranagirig projects. 

USES 

CPM aids inplanning and managing the execution of 

activities ina project where the activities must be per-

formed in a specified sequence.CPM: 

1) Identifies critical activities which require special at-

tetitiori from managenent. 

2) Assists in estimating the ininnii total tirrme 

necded to com plete the project. 

3) Gives the times when activities iust be scheduled 

to cornplete the project in the tlhlilnii time. 

4) Serves isa planning and nmianagennt device to 

comnlunicate complex procedures to staff and funding 

sources. 
5) Facilitates the construction of Gantt Charts (GNT, 

page 252). 

KEY I)EFINI'IIONS 

i Art dcti it isn opeiration with awell-defined be­

ginlilig,,ad cId. alid A ,pecific pillrpose. SoMC CX,,ltplC, 

arc IIKI-PA RlF t S'UI(I)NNAIRHI( and MAl QILIES-

TIt)NNAIItE. activitie whichI liay be iicessity it) ciOl­

pletc , urvey SVY,page- 3, 

2) A criticala ctivitY is ,llactivity wich, if not cIlll­

plCtCd OiltitlhC, project.will dclaV the Ci til' 

The critical path is the sequence of critical activities3 
t.,ll project StMarto )rojctt tilisi that deternrirC the 

shortest project duration. 

SI-)RT I)I-SCRIPTION 

The (:ritical Path Method begins by describing the ac­

tivitics necessary to comiplete the project. The little re­

quired to conplete cic liactivity is estiliated., zak ilg into 

con.iidceratioli the resourc.es av.iilable aid the desired per­

forrancc specificatiois. Arranging the activities ina net­

work shows the logical sequence frori start to tiniisi'see 

figure I . lie clitical path til roghi the rctwor k is Cor1r­

puted by determning the ictivities which arc criti.al to 

tl,c of the project. Iroir these cailcula­titmely coipletionl 
tions, the total titme nceded to conmplete tire project mtray 

be estinated. 

The Critical Path Method carl be used during the man­

agerinrt of the project to direct attention and resources to 

critical pcrfornancce areas. 

http:criti.al
http:resourc.es


FIGURE 1 

Project Network for the Activities Necessary to Arrange a Seminar 
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ADVANTAGES TIME REQUIRED 

1) Using CPM for a project promotes advance plan- The time required depends on the number ofactivities. 
ning. the decision maker's familiarity with the project, and the 

2) CPM provides a concise framework for an ongoing difficulty in getting accurate data estimates. Construction 
review of project progress. of the CPM network, analysis of critical activities, and 

3) The visual representation of the total project corn- computation of milinuu total project tile requir.2 one 
municates effectively to line personnel, funding agencies, day for projects with less than 50 activities. 
and other interest groups. 

4) CPM identifies those activities that must be com- SPECIAL REQUIREMENTS 
pleted on time in order to end the project as early as pos­
sible. Extra attention cqn be devoted to these critical ac- One index card (or something similar) for each activity
tivities, or resources can be scheduled accordingly. is needed. Large sheets of paper irs.y be needed to con­

5) Using CPM frequently results in a significant reduc- struct the CPM network for a large project. A calculator 
tion in project duration by avoiding unnecessary delays will be useful for chart computations. A computer is de­
(Moder and Phillips, 1964). sirable for handling large project networks. Many CPM 

computer programs are available (see Moder and Phillips. 
1964). 

LIMITATIONS 

1) It is necessary to estimate in advance the exact 
nature and timing of each activity in the project. DESCRIPTION OF TOOL 

2) The fact that most activities may take less time if SUPPLEMENTAL IEFINITIONS 
resources are shifted from other activities isnot treated inl 
the critical path calculations. 1) Tile duration of al activity is the estimated time 

3) CPM does not consider additional information that needed to perform the activity. 
the project manager may have, e.g., the relative skill of dif- 2) The predecessor activity for an activity must be 
ferent workers or the expected delay in procuring sone completed before the latter can start. 
resources. 3) All immediate predecessor of an activity is any 

4) It is tedious to manually analyze a CPM network other activity that immediately precedes it and which 
containing more than 50 activities, must be completed before the activity can start. 

5) CPM does not consider planning projects when 4) The earliest start (ES) of an activity is tile earliest 
there is limited availability of a particular resource. Gantt time (measured from the start of the project) when an ac-
Charts (GNT, page 252) may be used in such cases. tivity may begin, assuming that all immediate predecessors 

are completed. 
5) The earliestJi',ish (EF) of an activity is the sum of 

REQUIRED RESOURCES its earliest start tine and duration. 

6) An immediate successor of an activity is any ac-
LEVEL OF EFFORT tivity that immediately follows it and which may not start 

Drafting a CPM network for a large project can be a sig- until completion of the activity. 
nificant undertaking. However, when activities are identi- 7) The latestfinish (I.F) of an activity is the latest time 
fied during the planning or budgeting stage of the project, (measured from the start of the project) when arn activity 
the CPM network may actually provide a framework may be completed without delaying any iritnediate suc­
which will reduce the total planning effort. cessor(s), thereby delaying completion of the project. 

It may be necessary to update the network during the 8) The latest start (LS) of an activity is its latest finish 
course of a project. This may be done on a weekly or time minus its duration. 
monthly basis depending on the nature of the project. 9) Slack is the amount of leeway allowed in either 

starting or completing anl activity. Slack can be computed 
ir two ways: 

SKILL LEVEL 

The calculations on a simple network involve no more 
Slack 
Slack 

= 
= 

LS 
LF 

- ES 
- EF 

I1]
2] 

than simple arithmetic. For larger networks, the calcula­

tions are no more complex, but careful bookkeeping is im- which is simply the differences between the latest and 
portant. earliest starts I1] or finishes [2]. 
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10) A milest,,ne is a point in time (specific date) which 

riarks the completion of a sequence of activities or the be-

gin ning date for stbseqcn t activities. 

IREQUIRI) INPUTS 

Path Method requires knowledge of the
The (ritical 

project objectives, and the activities necessary to achieve 

the duration of the differentthem, in order to estimate 


activities and construct tile sequence, 


'FOOL OfI'UT 

The CPM gives the inrlniml total project duration 

based on the identification of the critical path. Tile critical 

path calculations determine tile leeway in sciedulingeach 

activity: tire time interval designated by the earliest and 

latest start trres aid the earliest and latest finish times. 

project nranager to deter-This infornration enables tire 

mie scheduling priorities arrd concentrate efforts on the 

critical activities, those activities which have no scheduling 

leeway or slack. 

The (TM is the first step inpreparing a Gantt Chart 

(GNT,page 252) for examination of any potential prob-

Ictus ilaliotating resources to the project. 

All activities necessary to complete tire project are 

known during the planning phase. All activities identified 

as necessary most be conripleted, i.e., there is no provision 

for alternative choices of action contingent upon later in-

formiation or actions beyond the control of project plan-

ners. cne may prepare alterrative networks for each con-

tingency sceContingeircy Analysis, CGA, page 147). 

for each activity are determinate,The time estimates 

i.e., (M does not permit variation in estimating duration. 

The durations estinrated fur each activity are assumed to 

be independent of the other activity durations. Resources 
to colplete any activity are not constrained (see 

required 
Davis, 1966). 

METtIOI) OF USE 

GENERAL PROCEDURE
 
may 	be complicated,network techniquesDescribing 

1. identify and list all activities necessary to complete 

the project. 
1.i Briefly describe each activity in the center of an 

index card (see figure 2). 
or modify1.2 	 Examine the activities and discard 

any which are too detailed when compared with 

the other activities. 
activity an identifying number, e.g.,1.3 	 Give each 

10, 20, 30, etc., leaving intervening numbers for 

activities which may be included later. 

2. Estimate the duration of each activity. 

2.1 	 Consider tire normal level of resources available 

to complete the activity. 

2.2 	 Consider the desircd 1p.cifications for the ac­

tivity's performance. 
ac­2.3 	 Write the duration at the bottom of each 

tivity card (see figure 2). 

2.4 	 List the activities and their durations (figure 3). 

3. Draw the project network. 
3.1 	 Place tile activity cards on a large sheet of paper. 

3.2 	 Arrange the activities intheir logical sequence 

from left to right, and fasten the cards to the 

paper. 
to connect e ch activity to its im­3.3 	 Use arrows 

mediate predecessors and immediate successors 

(see figure 4). 

FIGURE 2 

Activity Card with Location of Notations 

Activitv 
iest Aniit Aecritinarlys 

Earliest 
Ma o 

n Activit )escription Earliest 

Start (ES) Number Finish (EF) 

(Dec. 15) 

2 

20 

Identify Experts 

13 

depending on tie level of abstraction. This procedure is air 

easy approach for relatively simple networks: tile analysis 

proceeds directly ons the network. Other procedures which 

use a complex notation to represent tire activities are not 
is to be carried out on a Latest Activity Slaik Latest 

necessary unless tire procedure 
Duration 	 Finish(LF)

computer.Start(LS) 




FIGURE 3 
Table Format for Computation of Critical Path 

TIME UNITS:START DATE:NETWORK PLANNER:PROJECT: 
I 

START FINISHACTIVITY 


IMMEDIATE IMMEDIATE
 
SLACK STATUSLATEST EARLIEST LATEST 

No. Dcscription DURATION PREDECESSORS SUCCESSORS EARLIEST 

_ _ _ _ _ __ __ _ _ _I ____ _ __ _ _ 



FIGURE 4
 

Immediate Predecessor and Successor Relationships
 

and the Computation of Earliest Start and Latest Finish Times for an Activity
 

IMMEDIATE SUCCESSORS OF ACTIVITY D 
IMMEDIATE PREDECESSORS OF ACTIVITY D 

EARLIEST FINISH (EF) 

EARLIEST START (ES)
 
IS LARGEST EF AMONG
 

A EACTIVITCSY OF
PEFs 
I4,2,3 ACTIVITY E 

I0 

t ACTIVITY D 9 
E ACTIVITY JB 

LATEST FINISHI (LF)
 
ACTIVITY C IS SMALLEST LS BETWEEN
 

~SUCCESSOR LS OF
 

10 AND 9 

LATEST START (LS) 



3.4 	 Check the network for the logical consistency 

of activity sequences. 
3.5 	 Enter each activity's immediate predecessors 

and successors in the table (figure 3) using their 

identifying numbers. 

and 	 the IIOJELT4. 	 Identify the POPJECI"START 
STOP. 

If the project begins with several simultaneous4.1 
no immediate prcdeces-activities (cach having 

sors), then place a PROJECT START card on 

the netw ork and connect it w ith arrows to these 

activities see activitiesivste.figure I ). This activity has zero 

duration. 

4.2 	 If the project ends witn several simultanfcousac-

tivities (each having no it mediate successors), 

then place a PR()JIECT STOP card on the net-
work and connect it with arrows to these activi-
ties. This activity has zero duration. 

ce 	 tim e of zero to the desired
4.3 	 Assign a re'cre 


starting date of the project. 


5. 	 Determine each activity': earliest start (ES) and 

5ergstinih PROJEC S 
with START 

ward th rough the network. 
5.1 	 Begito PROJECT and work for-

5.2 	 Set the ES for tie PROJECT START equal to 

zero. 
5.3 	 Compute the EF for each activity by adding tlme 

duration to its ES. 

5.4 	 For each sequential activity with only one ito-

mediate predecessor, set the ES equal to the 

predecessor's EF. 

5.5 	 For each sequential activity with more than on 

immediate predecessor, set tile ES equal to the 

latest EF of the predecessor activities. The ES 

of an activity is the earliest time (measured 

from the start of the project) that an activity 

may begin assuming that all immediate prede-

first completed. Therefore, the 	 EScessors are 

call be no earlier than the El: among the pre-

ceding activities (see figure 4). For example, if 

activity D is preceded by activities A, B.,ind C, 

and if the earliest that these activities may be 

finished is 4, 2, and 3 weeks from project start, 

the earliest that activity 1)respectively, then 

may start is the fourth week of the project, i.e., 


ES = 4. 

Write the ES and EF oil the top corners of the
5.6 
activity card (see figure 2) and enter in the table 

(figure 3). 
5.7 	 Repeat steps 5.3 through 5.6 until the PROJ-

ECT STOP is reached. Note, the ES for an activ-
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ity may be calculated only after the :l's of all 

immediate predecessors have been detetiniied. 

6. 	IDetermine each activity's latest start (IS) and latest 

finish (il:). 

6.1 	 Begin at tile PROJECT ST()P and work back­
ward through the network. 

6.2 	 Set the LF for the PROJlEC1 STOP equal to its 
ErF. 

LS 	 fr each acivity by sub­6.. 	 '.ilpte te 
rontits L.-tractiugthe duration 

it iediate soc
6.4 	 Fr each activity with only one 

eLS i d th su
6.4 	 rsFe act tivi ty th 

cessor * set L: equal to thle LS of1the SriCL Vssol 
activity 

6.5 For each activity with more than oe ii­

mediate successor, set the LIF equal to the 

earliest LS of the successor activities. The IF of 

al activity is tile latest tieleasure.Id loll the 

Start of tie project) when an activit', 1aV bi' 
completed vithtit delaying the project. Cot

ist I)ilater tha i the IS 
sc qluetly, t hoeLu il 	 be 

s io itieanc stceLssorstimes for all the activity 
tsee figure -l). [Or ei a pit'le. ifactivity I) is i ­

niediately followed by activities E:and F and if 

tile la test that these at tivities may begin is I0 

and 9 weeks. respectively, then the latest that 

activity 1) may finliI is the ninith week of the 

project. i.e., LF 9. 

6.6 Write the LS and I F on the bottom corners of 

thc 	activity card (see figure 2) and enter in tletable (figure 3). 

6.7 	 Repeat steps 6.3 through 6.7 until the PROJ-

ECT START is reached. Note tile LF for an ac­

tivity may be calculated only after the LSs of all 

imImiediate successors have bctn determined; 

hence the necessity to pass backward through 

the network. 

7. 	Compute the slack times for each activity. 
activity with identical E'S7.1 	 Slack is zero for an 


and LS or identical EF and LF.
 

7.2 	 Otherwis, slack is simply the difference in timie 

between the ES and LS or btween the E F and 

LIF ofeach activity. 
at the bottom of each activity7.3 	 Write the slack 

card (see figure 2)and enter it in the table. 

7.4 	 Check tile calculations for each activity by add­

itg the duration and slack to the earliest start 

time. The sum should give the latest finish time 

for the activity. 

8. 	 Identify the critical path for the project. 

8.1 	 Any activity with zero slack is critical. Mark the 

status in the table (figure 3). 

http:tieleasure.Id
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8.2 	 The sequence of critical activities from start to 

finish is the critical path for the project. (There 

may be more thaii one critical path.) Mark the 

critical path on the network diagram with heavy 

liies on the connecting arrows and/or by 

shiaditi the critical activity car.s in the se-

qu Cic. 

9. I)etcrminc thme duration of the project. 
if allof activities to see 

.the sequence9.1 	 Exa ni' 

activities arc neccessary, or if the project method 

iiight be changed (Mulvancy, 1969). 

9.2 	Examiiine the activities on the critical path to see 

if they might be sliortened induration, 

9.3 	 Consider ie application of additional resources 

to shorteni critical activities. 

t).4 	 Consider a change inspecified perforniance of 

the activity to shorten the estimated duration. 

9.5 FIinally, take [lie dora tioii of thie project as tile 

I'Fof the finial or PROJ ECT STOP.activity 

1(0. 	 Use tie project imtwork to manage the project, 

to be co1pleted as early
10.1 	Assnminlg tie pojcct '.s 


s possible, set tilecalendar date of the PROI.-
E'CT S1I'AII' at [lie eairliest feasible time. This 

siubsequeit 
10.2 	 Schedule every activity to start inits ES to LS 

tiiie interval. Note thaIt there will be no leeway 

in schdulingcriticliii schliediaiig critical activities.actiities.ties 

10.3 	 If days arc the basic time unit, schCdIulc accord-

ing to calendar workiig days (uin;less overtinie is 

authorived). 
10.-I 	 If a deadline for com pletion of the pi oject has 

onelogical? Can activities scqtenced
the 	tinie relcrence for scheduling all tueiccbecomes 10 and 30

other 	be performed siitultanCously? Activities 
ivities. 

set and iI resources anid stafif are not avail­beeii bee se an an stffarenotaval-START and atPRO*JEC'I STOP activity as [ile project be-
ifrC0Ll'Cc 

SA unt e la s i ct igt ,et te lprojecC 

STARf date by stbtractine g th wta. project 

tiie frousie dead line. 
10. Write inlsigmnificaimt ik. tones on the network 

the date of the
time 	fromthe 	elapsedusing 

PROJ ECT START. Milestones usually mark the 

latest finish date for several simultaneous activ-

it), sequences. 

EXAMPLE 

Though the Critical Path Method is most useful for 

projects involving 50 or more activities, a simpler example 

illustrates the technique: a planning seminar which brings 

experts together with donor agency representatives, 

Identify and List All Activities 

Necessary to Complete the Project 

The seminar plan calls for selection of donors and ex­

perts and the arrangcent of financing, facilities, and 

travel. These activities arc listed in table form (see figure 

5). All activities involve about the same level of detail, i.e., 

miitnte specification of tasks is omitted at this stage. Many 
a particularother activities may be necessary to plan 

seminar, but only s'x tasks arc shown in order to simplify
the example. 

Estimate the Duration of Lach Activity 

The durations shown illfigure 5 arc iii time units of 

weeks. These are estimates based on the number of experts 

and donor representi.tives involved in the seminar and the 

staaT available to complete the activities. 

Draw the ioject Network 

The activities are written on index cards and arranged 

in itlogical sequence (see figure 1). Initially. the network 

inay 	 look ra tier confusing with many arrows criss­

crossing. Sometimes rearra nging the activity cards and rc­

drawing connecting arrows will clarify tilediagram. If 

crossing two arrows cannot be avoided, use a "bridge" for 

clarity.
 
iCheck the network for consistency. Is the activity se­

after the
 

*l immdiatep 

The niliatepreeefigure 5). 

are noted in the table (see fgr ) 

Identify the PROJ ECT START 

and the PROJECT STOP 
Ii this example. it is necessary to add both aPPOJ ECT 

a to a th proj
STA t andea i t s 	 e ­

gins 	and ends with simultaneous activities. Tie final ac­
tivity is not HOLD THE SEMINAR since the project is 

completed when arrangements for the seminar are 

finished. This includes setting a date (which may be in 
several months). 

Determine Each Activity's 

Earliest Start and Earliest Finish 

Computation of the earliest start and finish is shown 

directly on the top corners of each activity card (see figure 

6). For example, activity 50, ARRANGE FOR DONOR 

REPRESENTATIVE'S TRAVEL, is preceded by activ­

ities 10 and 60 which have earliest finish times of one and 

five weeks, respectively. Since activity 50 may start only 

after all preceding activities are fiished, its ES is five 

weeks from the starting date of the project. 



FIGURE 5 
Completed Activity Table for Activities to Arrange a Seminar 

PROJECT: Arrange Donor Sponsored Seminar NETWOR K PLANNER: 1). SLI kind START I)ATE: Dec. 2 TIME UNITS: Weeks 

No. ACTIVITY I)UPATI(ON 
IMMEI)IA'I E 

P, LI)IVEI! SCSRSt 
\M,\I: )IA'ITI 

SO( MIIss)R, 

STAkT 

- RI.1 I'S I.ATSST 

FINISH 

IAR .FII T L.A'I'ST SLACK STATUS 

10 Identik lDowr 

Agcn ie. 
I 7(0 2). 5o 0 1 1 tHITICAI1 

20 Arrallf IilA;Tint: l, I. I I . n (RIIICAI. 

30 ldclitily Experts 1 70 40 0 - 1 -

41 

50 

Arrmnc for Lxpit" 

Travel 

Arang" fir Donor 
iitivcs ' 

2 20. 30. w) 

II6 ( 

80 

8I1r),0 . 

7 7 

7 

(IZII( AL. 

60 Trmv'lMiArr.,iis- 5N1c'titiC ('lit 
,iiti Timc 

1 20 -Iii. :,n) 80) 4-1 -- CI,:11TI( AI 

70 PI fJICT STAIT 0 1 ) 1; ii ii i ii 

80 I SO(P 0R0 4(1. ;, (0) 7 7 7 1) 



FIGURE 6 

Completed Project Network Showing Critical Path (Shaded) and Milestones (Dates in Parentheses) 
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Determine Each Activity's 

Latest Start and Latest Finish 
These times are coipu ted directly by working back 

through the network 'see figurc 0). For example. activity 

60, ARRANGE MEETIN( TIME ANI) PLACE. has three 

imiediate successors, activities 40, 50, and 80 (the PROJ-

ECT STOP). These activities have latest starts of five. six, 

and seven weeks, respectively. from the starting date of 

the project. Since activity 60 must finish before the fol­

lowing activities can begin, the latest finish is five weeks 

from the PIRlOJ ECT START. 

The latest start time of tile PRO )JEI'START is coi-

puted as zero. This provides an easy check of the computa-

tions for all activities. 

Slackiies for Each Activity 
C:oiiipute t a s a ieach 

Tie slack for each activity is shown ott the activity card 

ompethe 

has tile largest
and in the table figure 5). Activity 30 

slack--four weeks. Since its ES is week zero and its LF is 

week five, experts may be identified during any week i 

this toe period. This task has been estimated to t ke onl 

a week. but it Would be wise to schedule it as early as pos. 
four .veeks of slack,sible (even though there are 

Identify the Critical latli for the Project 

The activities with zero slack are noted in the table 

(figure 5) by writing "critical" under the status coh tni. 

Time critical path is shown on the network by shading tile 
critical activity cards anddarkningtheconnectingiarrows 

(see figure 6). 

D~etermine the D~uration of the Project 

finish of the last activity is seven weeks
The earliest 

from the PROJECT START date. Upon examining the 

critical path, one May conclude that the most likely place 

to shorten the time is to expedite the arrangements for 

financing. However, since this is largely beyond the plan-

ner's control, the total estimated completion tithe is seven 

weeks, the EF for the PROJ ECT STOP. 

The starting time for the project is to be December 2. 

When the activities with slack are zlieduled, the planning 

is finished (note that the table, figure 5. is not a schedule). 

The beginning of activity 40 is selected as a key event in 

the project and the milestone date of January 6 is shown 

directly on the network diagram (see figure 6). The project 

manager assigns staff roles to each task and monitors pro-

gress against the planned performance. Construction of a 

Gantt Chart (GNT, page 252) facilitates these tasks. 

This example could be expanded to reflect the many 

details that go into setting up a seminar and activities prior 
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to the date of the conference may be appended to the net 

work to give the total picture. Ilowever. it is usualy good 

practice to start with a network 1tat identifies the gross 

activities and then to redo the network wi, I a filner break­

down. 

THEORY 

CRIM IA'IatI-The Critical Path Method and l'tojeLt 

tion and Review l,.ichltiqie I'I.R ) were both developcd 

the Lit, 1950s Moder and I'hillips. I9t4 h.( riginally,in 
the CPM network techlliLque considered the COslS of 

shortening critical activitics alld thus optilili/ed the tiniing 

of the task. I'ERT permitted three tiltte estilatis pessi­

iistic. optimistic. ind most !ikely for tile duratioi of' 
activity. PEFRT allowed the platillers to estimate a 

late for p 19i .te varancc theestimate!Bedwoth 

the variance of thme estimoate Bedwotih 1973)


SUbsCily. these Wo techiiiqlT been c­

paided and imiified, and Imaie 
iqes have been developed, )avis 

leit survey of the treatent of ice
' 9llworks. Pritsker td t app 

oiler ietwork tech­
96l gaveii i excel­

,llocatiol in net­dekeloped a miletliod 

Use the Network to Manage the Projectrug17(ac-pi,96)178. 

which considered tIle probability of certain activities not 

occurring a limiting assui iption of C'M. 

From the beginning, network techmiques have been 

prograiniied for digital comllpli ters. Moder aid Phillips 
1904) listed SOIiC o theii iany versions. Efforts to 

siplify the techinique for inanual colputation draw 

from the desirable features of both 'E'T and ClTM as well 

as Gantt or liar Charts. Mulvaney 1909) gave aimexcellent 

as the iodel for this tool descrip­treatment which serves 
tiOli. 
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Gantt Charts
 
PRER.QUISITE TOOLS 

Critical P'ath Method (('I3M, page 241). 

USAGE 

PURPOSE 

The Gantt Chart facilitates planning and managing 
project activities and resources. 

USES 

The G;antt Chart is used to: 
1) Plan a project to schedule activities. 

2) C'01msmunicate the project plan to others and to 
mark milestones in the project sequence. 

3) Determine the minimum project duration, given 
that some resources may be limited. 

Project managers may use Gatt Charts to schedule re-
sources and staff assignments and to record actual progress 
against the planned performance of activities. 

SHORT DESCRIPTION 

A Gantt Chart displays the schedu!e of project activi-
ties (see figure 1). Each activity isrepresented by abar that 
extends along the time scale. The bar's length is propor-

tional to the Jurationi of the activity. 'he position of the 
bar along the time scale indicates the starting and ending
times for the activity. 

The required amount of a linitcd resource (e.g.. man­
power) may be tabulated for each unit of time to allow for 
a direct examination of scheduling problems. Activities 

may be shifted to keep the total amount of the resource 
within the limit. 

Al)V ANT AGES 

The primary advantage of the Gantt Chart is its simplic­
ity and intuitive appeal. It is a popular scheduling device 

because the timing of each task is clearly indicated. 
The critical path or sequence of critical activities is re­

vcalcd on a Gantt Chart by direct inspection; there will be 
no leeway in scheduling these activities if the project is to 
be completed in a minimum time. 

Allocation of a limited resource can be explicitly 
treated on the chart, and activities can be rescheduled or 
resources shifted from one activity to another. 

Milestones may be marked to clearly show important 
intermnediate stages of the project. The project's progress 
may be marked directly on the Gantt Chart; if preceding 
activities are not completed at the corresponding mile­

stone, then corrective action is indicated. For example, 
the 20th working day after project start is amilestone for a 
survey project (see figure 1). 



FIGURE 1 
A Gantt Chart Example: Planning and Conducting a Survey 

MILESTONES: April 6 WORKING DAYS May 4 

ACTIVITIES 
Label Description Duration I 

I 
5 

IIl 
I 

10 
I ii 

I 
15 
l i i 

I 
20 

I i 
I 

25 
ti 

I 
30 
l i i1 

I 
35 
l 

I 
40 

i ii 

A 
Plan 
Survey 3 A-3 

B 
Hire 
Personnel 5B-

H 

C 

Train 
Personnel 

Draft 
Drft 
Questionnaire 

7 

10 C-3 

H-I 

D 
Select 
Households 

-2 
-2-

S u rv e y 1 3 E -I 

F AnalyzeResults F3 

G Questionnaire 5-7-67 

KEY: 

Resource 

Required: Manpower 

Resource 

Available: Manpower 
Resource 

313 3 4/ 4 4 3 3 / 

equired 

Activity -­ f1 

Planned 
Duration 

Slack 
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.IMITATI()NS
The (;tt lirt ephiasile tee logicalc 

ijumlict, )I activities ,asclearly as the network diagrams in 

tie (ritic:.l Path Mlcliod C( NM,page 241). 

If molic thin one resource is lilited, the (antt (har! 

ltdillikilIc hI'A", not ensure an optimum resource alloca-


RIQ(UIR!El) RESOURCES 

SKIL.. I.VI'1. 

As ill any projct plulllilg te:illique. teveloping 

ailtt Chart requirCs breaking dowii a project into its Iogi­
c.1i 0and distinct activitics. It also reuIlires Cstiailtiing the 

duratioi iii activities and resource requirements. Since 

thCre is a IrdidcifI bet wee rcsllrcs alIlocated aiid tie 
Ir.tioll id* All lctiVitV. tlles tasks are ciihiaiiccd by re­

peirtcd iactict' in coistrutuilg charts andlcoinpairimigt-


liatts Wit 1hactua,1 prIgrless. 

'IME R11:It I 1(11:) 

The time required is directly related to the complexity 

0f the plriJcCt toI be scheduled. Experience ill estimating 

resou reqiireiiments and task duration shortens chart 

ctlistructioll lmille. ;antt Charts of ten require updatiiig 
during project iiilpilelintatiol. 

I)ESCRIPTION OF TOOL 

REQUIRED INPUrS 

Knowledge of [lie activities necessary to complete at 
project is the precodition for developing a Gantt huart. 

'The dates for startiLg and eiding tile project fix the tile 
scale of tile Ganitt Chart. Resource needs and availability 
nnust be Specified. 

TOOL. OUTPUT 

'hie primary output is a project schedule depicted by a 
Gantt Chart. The Chart call then be used to mark the prog-
tess of"the project and to adjust it according to manage-

ment decisions, 

IMPORTANT ASSUMPTIONS 

The (4antt Chart construction assumes that a project 
may be broken down into clearly distinguishable activities 

IROJECS 

with a deftinite begillning and end; that is,the time to coln­
eacshot an be accurately determined during 

the planningphase. 

Chart techiique ildoes lot enable ptilnuii.nTie (;antt 

allocation o'resources more sophisticated tecllniquCesare 
required I )avis. 19( ( However. the tcclinique is useful 
for graphically sequeclling activities to ivoid exceeding 

thetlalllint o1* a liiiiited kev resource. This -ssumies that 
the interaction bCtweCli rciuined resources all 1the dura­

tio of an activity call be specified (e.g., ifadditmal man­

power is assigiied to tile activity,. is the duratitn short­

cied). D)etermination of the ilinini project duration 
ising . ;att Chart is depending on these rela.tionships 

s: 	 tedwortli, 1973).sec 

METIIOi)OF USE 

( ERAl PROCEDURE 

A (;antt or Bar Chart is constructed by identifying all 

the atctivities iivolTved ill the project ant deteriiining their 
seqIlCrces. Each activity is drawni as a bar located oil a time 

scale so that the length of the bar corresponds to tlie dura­
tiol of the activity ad tile 1)ositiOui of the bar denotes its 

scheduled start alid Cid ,see figure 1. 

The following procedure colicelntrates oil colstrtictillg 

" (;aitt Chart as a heuristic technique for taking intoi ac­

count tile reinuire ienlts for a lililited resourcc. As SuIch, it 

extends tile Critical Path Method C'\. page 241). 

1. Construct the CPM Inetwork for the project. 
1.1 	 l)iagrain tile network ill order to observe tile logi­

cal sequence of project activities. 
1.2 	 Coiiipu te the earliest (ES) and latest starts (LS) for 

each activity and the earliest (IEf") anid the latest 

filisies (I. F) for each activity. 
1.3 	Colpute the slack for each activity and determine 

tile critical path. 
1.4 	 Estimate tile minimutml project duration. 
1.5 	 Estiilate how much of tie lilnited resource is 

necessary for each activity. 

2. Construct the Gantt Chart for an unlimited resource. 

2.1 	 Mark off a horizontal time scale approximately 
one-third greater than the estimated miinimum 
project duration. (if the time unit is ill days, then 

include only working days unless overtime is con­
sidered.) 

2.2 	 Draw a horizontal bar for the first activity lying on 
the critical path by starting at the zero reference 

oil tile tine scale and extending to the estimated 
duration of the activity. 



2.3 	 Draw a bar on the chart which corresponds to the 

duration of the next activity on the critical path. 
The beginning of the bar alust fall on the same ver- 

tical time line as the finish of the preceding ac-

tivity. The bars may be drawn ilthe same row of 

the chart or in different rows to facilitate identifi-

cation of the activity see fiurc I,. 
2.4 	 Continue adding bars consecutively tUitil all the 

critical activities itt the path ire represented on the 

chart. 
2.5 	 Make certain that the enid of the bar fur the last 

activity falls on a vertical line oilthe tune scAle 

which equals the estimated miniimuu project 

duration. 
2.5 	 Add the activities not on a critical path to the 

chart. The position of the bar is determincd by the 

earliest start and earliest finish times of the project 

activitv. 
2.7 	 Append a bar to the right end ofeach non-critical 

activity. The length should equal the slack for the 

activity (see CI'M, page 241). 
2.8 	 )raw vertical arrows between the ends of the bars 

to show the 1 reI.siractii'iisfor each activity 

(see figure I). 

3. 	 )etermine resource requirements. 
3.1 	 Write the amounit of the limited resource required 

for each activity directly ol the bai . 
3.2 	 Starting with the first time unit oilthe scale e.g.. 

day I or week 1), add the aitiloutit of the limited 

resource used in all activities scheduled at that 

time and enter it in the coluni below the chart 

(see figure I . 
3.3 	Continue calculating the total resources requItire d 

for tile rest of the time units. 

3.4 	 Sum these unit totals to give the total resource re-

quireinetit for the project. 
3.5 	 Iivide this total by the tnuitber of' tinc units to 

give the average resource' requireaient per unit of 

time (e.g., itan per day, secretaries per week, cotii­

puter hours per itionth). T his gives an intdication of 
how uniformly the limited resource is used by the 

scheduled activities, 

4. Adjust the schedule for the limited resource. 
4.1 	 Record the amount of the limited resource which 

is available for each titate utit of the project (see 

figure 1). 
4.2 	 Compare this to the total resource requirement 

estimated for each time unit. 
4.3 	 If the amount of resource required exceeds the 

amount available, then the schedule for that time 
unit must be shifted. 
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4.4 Withi:n the con:,traint, p isedIbVthLe logi.al Sc 
quence of" activities. shitt ,Ictivities orwatd or 
backward alon, the tinie sctlC o thdthO toti re 

source., rcquired dt not excced thosw ,ivail.aldc. 
4.5 Consider lcigthetiig the dtuationl ot InII-litical 

activities to reduce thcir resourcc requiimecut. 
,4.6 	 If necessary ,chedulc tW ,ilutlta ieilS .act ivitiCS 

to fhllow each other ,,.ucutially.1

4.7 Fxtend the total vro-.jec t dmatioi. it;ic csslt, to 
', ics)urce, liumitti,,us. 

-1.8 Make certaninf.ttcra11Y nodificatiim Of thC Origilti 

avi!id ec.CeCm tagre1 

sclhcdule that m activitv has bell shil'tcd suttch 

that 	 it st.rt> hCto)r all redc-,LesMol activitics arc 

t iIish eI . 

5. Use the(Gantt Chart to manage the project. 

5.1 	 Indicat, the si.ni.iant imilestolils by drawin a 

vertical line througl tle aplir pa i tc datc. 

5.2 	 ConsidCr the ScIdIliillLo aciitivities wilh slack: it 

tIle activity is sL aditleil 11r the ea rlicst start tiimIe, 

the slack will all o,,ir at thc end: if 1hc activit\ is 

sclaedulCd to StrI At the latcst ptossible tiie. tic, 

activity will bccimmC cr itical tl,av,,id dclI stub­ys ill 
sCtliCit activities md the project 

5.3 	 Assign staff and other resrceLs to cCh activity 

aid discuss the chLcdulL 1iid e X ' nrtlIr-

Malice. 
5.4 	 !)evelop a repotiting systeiii which Ical be used to 

mark the progress and comiletiont ofeach activity 

on the chart. 
5.5 	 Provide for a periodic staff review of proiject ac­

tivities to) emphasize the interdpendcy of the 
work. 

5.6 	 If the to meet the schedule. updateproiject fails 
the chart and, if necessary, recalula te the critical 

path for the remaining activities. This process is 

facilitated by providiiig space on charts to add ac­
tivities aad to expand or shift the time scale. 

A siniple Gantt Chart illustrates the activities required 

to design and executive a survey (SVY,page 30). The 
example is adopted from Moder and Phillips (1 904). 

Construct the CPM Network 
for the Project 

The survey task was broken down into eight activities, 

and the CPM network was constructed (see figure 2). The 

earliest and latest starts and finislies and the slack for each 
activity were calculated ott the ietwork and tabulaced (see 
figure 3). The minimum duration for the project was esti­
taated to be 36 days. 



FIGURE 2 

Critical Path Network for Survey Project 
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FIGURE 3 
Activity Table for Survey Project 

PROJECT: Planning and Conducting a Survey NETWORK PLANNER: G. Gallup START DATE: April 6 TIME UNITS: Days 

ACTIVITY T IMMEDIATE IMMEDIATE START FINISH 

No. Description DURATION RESOURCE PREDECESSORS SUCCESSORS EARLIEST LATEST EARLIEST LATEST SLACK STATUS 

A PLAN SURVEY 33 - BC 0 0 3 3 0 Critical 

B HIRE PERSONNEL 5 1 A H 3 8 8 13 5 

C DRAFTQUESTIONNAI RE 10 3 A D,G,H 3 3 13 13 0 Critical 

D SELECT HOUSEHOLDS 4 2 C E 13 16 17 20 3 

E CONDUCT SURVEY 13 1' DG,H F 20 20 33 33 0 Critical 

F ANALYZE RESULT 3 3 E 33 33 36 36 0 Critical 

G 
PRINT
QUESTIONNAIRE 0" C G 13 15 18 20 2 

H TRAIN PERSONNEL 7 1 B,C E 13 13 20 20 0 Critical 

LIMITED RESOURCE: Manpower 
*Only one supervisory staff required 

**Sent to printers 



FIGURE 4
 

Gantt Chart for Survey Example after Adjustments for Limited Manpower
 

WORKING DAYS May 11MILESTONES: April 6 
-I I
II I ­

5 10 15 20 25 30 35 40 
I 


ACTIVITIES 


I
Label Description il II ii l iii
Duration I IItl hit II iiltllt 
Plan A-3
A Survey3 A-. 1
 

Hire
 
B Personnel 
 5
 

Train H-1

H-IH Personnel 

Draft 1//C-

C Questionnaire 10 C-3
 

D-2
Select ____D Households 

Conduct E-1
 
E Survey 13
 

Analyze 3
 
F Results
 

Print G-0
 

G Questionnaire 5
 

Required: Manpower
 

Resource 
 1133333363333336. 1331311± 1IIII
Available: Manpower
 

Planned
 
KEY: Duration Slack 

Activity A 

Progress Resource 



The limited resource for this exanple was the staff 

available for planning and condu cting the survey. The 

manpower necessary for each activity was deteriined t see 

figure 3, column 4). 

(onstruct the Gantt Chart 

for all Unlimnited Resource 

The (;antt Chart is shown in figure I. The scale is in 

working days. Note that the slack for non-critical activities 

the tine scale. This chart representsis shown directly on 

an early start schedule since the slaclk period always fol-

lows each activity. 

I)etermnine Rcsource kequireinients 
for each dl y w ere tabulated. T he 

The total resources 
nian-davs; thetotl rLI~irnletfr he rojctwas 81 

totaii requilremient tilewrproject 
tveage daily requirement wats 2.44 Ilien. 

Adjust the Schedule 
for the Limited Resource 

No more tha i three stafIf inembers are available during 

this exceeded the average re'luii,--the project. Thoughi 

men t, a comparison with the Gantt Chart figurc i re-

are needed on days three throughvealed that four men 

eight of the schedule. lHiring personnel to coiiduct the stir-

vey lnd designing and draifting the questionnaire could iot 

be scheduled concurrently. All three statff iieniibers were 

needed to draft the qucstionnaire ai] the duration of that 

activity remained its estimated. Five days of slack followed 

the hiring of personnel; this task's iniipower requirentiil 

could be halved and the duration doubled without delay­

ing the project. Yet, the resources required would still 
y,haif a staff person per

have exceeded those available 

day. Assuming that the job of hiring personnel could not 

be delegated to another part of the organization, the only 

remaining choice was to rcsc'iedule the two activities so 

that they no longer overlapped. 
The revised schedule required a minimum of 41 days. 

but the manpower requirement remained within the limits 

for the entire project period (see figure 4). The average 

daily staff requirement was just under two men. Activity 

B, HIRE PERSONNEL, became a critical activity in this 

schedule. 

Use the Gantt Chart 
to Manage tilt Project 

Milestones were added to the Gantt Chart at 25 work-

ing days, or May 11, assuming the project began on April 

6. The non-critical activities were scheduled to stairt at 

their earliest feasible time it. order to provide acushion if 

time estimates were wrong or delays occurred. The prog-
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ross as of May 4 2 workinigdavsat'ter the project began) 

was shown It the chart by cross-hiatchilg tLe stast 

each activity. Note that liou se hold selecn011 hiad ioi 

star ted, and attention was given to getting that task under­

way. However, it w.Is !::.t nece.ssarll to redriaw te ( diii I 

Chart since there was suit'icien t slack to coiplete this task 

without delaying the project. 

TH EORY 

The Construction 0,t" ar Chart illiltiiMC the 

schedule of project activities origintates Iromii liiiltiagllent 

iniar i l . co ieple' t eo i d I h 
p ractice rather th 

th e 

two
G;antt (hart tClnIiiqne .IS dCserIilbeh IIere dr[W'. tri'1 L' 
theoretical ireis: network sCiiliicclill( inCS see, m 

Cxample. Mlodcr lod I'lillipS. P 0l-1'iitd r'sourice h 

theorV seeC ).9vis, I6)(in. 1r11 review ot relevanttin 

theor 
The Gaintt Chart technique described iii the gelneril 

procedure sectil coiistrLcts J tilIe-'.c.aled (T:lM nltwork" 

hit i. . a ne work ill which the ICligti I)f the coti inltill 

atrrows sh uws t lie dura tion of tie activities. 

The 6aiitt (:irt provides a graphic record-keiepiiig for­

mat for sclhediling Il iimited resource. It deno litprovid a 

icanls 1mr optiliuIn allocaition ol'scarce restiri is as this is 

beyond a trial od error approach. Tli tecliniqe hiis been 

described as heuristic mid, ias such, is inore in art than a 

science (see Mulvaney. 1969. and BeCLworth, 1973). 
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Logical Framework
 
PREREQUISITE TOOLS 

PURPOSE 
decsio makeLogical Framework enables the decision maker to 

identify project purposes and goals and plan for project 

outputs and inputs. 

USES 

The Logical Framework has been used widely by 
The Missoinal Fra k aofaUSAIL) Missions to: 

1) Aid in planning a project. 
2) Provide measures to evaluate a project. 

3) State assumptions about causal linkages. 

KEYDEFINITIONS 

1) The purpose of a project is its primary intent.an or 

aim; it is the reason why a project is designed. 
2) Thegoil of a project is a value judgment which satis-

fies one or more human nccds. A programor sector goal is 
the broader objective to which a project contributes, 

3) The outputs of a project are the desired and unde- 
sired results of the transformation process of a system, 

e.g., paticnts leaving a hospital, cured or not, are the re­

sults of a health delivery system. 

4) The inputs of a project are the people, information, 

and/or physical items which enter the system to be trans­

formed by a sequence into the outputs of the system, e.g., 

for an agricultural development project, inputs may be 

seeds, money, etc. 

The sector is the larger Lystem of which a project is5) buildles atrjciparta eragwor ah grclua 

sector.part, e.g., building a dam is a project in the agricultural 

6) Objectively verifiable indicators demonstrate that 

certain desired results arc being accomplished. 

7) Aleans of verification are the specific mechanisms 

by which quantitative indications of the accomplishment 
project may be observed. 

SHORT DESCRIPTION 

The decision maker uses two types of logic to arrive at 

explicit statements which serve to help in planning or in 
evaluating a project in progress. 

A vertical logic clarifies why a pr'ject is being under­

taken. It specifies the program or sectorgoal, and project 

purposes,outputs,and inputs. 
A horizontal logic identifies what is to be produced and 

the evidence that will signal success. It lists objectively 
verifiable indicators,means ofverification,and important 

assumptions. Figure 1 presents the basiz format for the 

Logical Framework. 

http:intent.an


FIGURE 1
 
The "Logical Framework"
 

PROJECT DESIGN SUMMARY Life of Project: 

LOGICAL FRAMEWORK From FY ---- to FY ___ 

Total U.S. Funding 

Date Prepared:Project Title: 

OBJECTIVELY VERIFIABLE 	 MEANS OF VERIFICATION IMPORTANT ASSUMPTIONSNARRATIVE SUMMARY 

Program or Sector Measures of Goal Assumptions for 

Goal: The broader Achievement: achieving goal targets: 

objective to which this 

project contributes 

Project Purpose: 	 Conditions that will Assumptions for 

indicate purpose has been achieving purpose: 

achieved: End of project 

status.
 

Outputs: Magnitude of Outputs: 	 Assumptions for
 

providing outputs:
 

Assumptions forInputs: 	 Implementation Target 

(Type and Quantity) providing inputs:
 

Rosenberg and Molly Hageboeck, "Management Technology and the Developing World." in System Ap-SOURCE: Reprinted from Leon J. 

proaches to DevelopingCountries,Proceedings of the symposium sponsorcl by IFAC and IFORS, May 28-31. 1973, Algiers, Algeria, page 5. Used 

with permission. 
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AI)VANTAGES 

I) The Logical Framework is simfplC to understand. It 

provides a structure for concepts, ensuring that tile dec|-
sion i ak r t1i ks through the ridamen tal aspect'; C a 

pr0c;ct design. 
2) The frainework aids in evaluating a project since 

are clearly delineatedboth i:itial goals and final results 

(simiilar to the Systeml )efinition Matrix, SDIM. pag'. 
07). By explicitly identifying hiow the project is to be eval­
iAted, thC tlecisioit iiaker call ilak, realistic estimates of 

p1Iijjcct oUtt'onits ntd call identify problems which might 

be elICullllerIltt. 

I)I)uring tIle plalmiug process, the Logical Frame-

wolk doe., lo0t take ulCIertain ty into accounit. Neither does 

it allow for tie :imsideration of potential alternative 

actiois. 
2) A linear causal seqIueliCe is assumed which is an tin­

likely siiuplifiCatioii of the relationsliipc ;mong various 

projpct comnponents and elements in the enviru. ilent (see 

)val I)iagraniiig, ( )VI ), page 81). 

RILQUIRIA) RILSOURCES 

LEVEIoF EFF()RT 

The decision maker must define tile project goals, pur-

poses, iii puts, and outpUts in measurable or objectively 

verifiable termis. Thus, while the Lojical Fraiework iay 
gulide the plamning process, it is not a substitute for the 

comsiderable el fort required to plan effectively, 

SKILL. LEVEL 

'he decision maker must be able to think logically and 

to consider the imlportant attributes, both quantitative
and qualitative, of the project. 

TIME REQUIRED 

Completing the Logical Framework takes from several 

days to several weeks, depending on the size of the project. 

i)ESCRIPTION OF TOOL 

REQUIREI) INPUTS 

rte decision maker iieeds to identify the project whichs 

is part of a program or sector. The success of a program 

depends on the success of the various projects carried out 

within that program or sector. 

Other tools may be used to complete the Logical 

Framework. The Abjective tree (OBT, page 49) canl help to 

structure goals, pUrp-cs. and criteria for evaluation. To 
explore the links between inputs and outputs. interaction 

matrix diagrams (IMI). page 92) wouht be useful. To de­

velop a more thorough structure of a system, the System 

Definition Matrix (SI)M, pagc 67) can be us,:d. 

TOOLOUTPUT 
The completed Logical Framework matrix is one out­

put of the technique. The other is the contribution that 

the process makes to the project design or evaluation. By 

thin:ing through the horizontal logic, crucial hypotheses 

about causal linkages may be determined. )eveloping the 

horizontal logic forces the planner to think in terms of 

realizable results. The Logical Franiework then serves as a 

statement which, to some degree, indicates the complete-

IWsS and soundness of these analytical processes. 

IMPORTANT ASSUMII'lONS 

Underlying anly planninig technique of this sort is an as­

stUIlption of the inhcre'nt rationality of project inter­
ventions. One need only ident: y the causal linkages from 
inputs to outputs to purpose, and the project has been de­

signed systematically. Yet it is lot a systems design ncces­
sariy, since systems seldom exhibit exclusively linear 

causality. There arc interactions with environmental con,­

puncnts, feedback relationships, and complex relation­

ships among the elements of the system. Thus the Logical 

Framework assumes a simplicity qualified only by entries 

ill the "assumptions" colullin. 

METHOD OF USE 

GENERAL PROCEI)URE 

The recommended procedure is based onl the work of 
Rosenberg and Hagcboeck (1973) ard the Office of Pro­

gram Evaluation. USAID (1974). The vertical logic (col­

umn I in figurc 1) clarifies why a project is being under­

taken. It characterizes a project as a set of linked hypoth­

escs: ifwe provide the following inputs, 
then we can produce the requisite outputs. 

Jfwe produce those outputs, 

thten the purpose will be achieved. 

If.the purpose is achieved, 
then the goal will be realized.* 

Lo-eon J. Rosenberg and Molly Hageboeck, "Managenment Tech­

nology and the Developing World," in Systems Approaches to 

Deiylopiuki. unitries, 'rocccdings of the Symposium sponsored 
by IFAC and IFORS, May 28-31, 1973, Algiers, Algeria. 



FIGURE 2 
Ali Example of a Logical Framework 

NARRATIVE SUMMARY 

Program or sector goal: 

Provide universal 
education geared 

to needs ofTeinasek 

Project purposes: 

1. Meet the educational 

needs of a rural 
agricultural coMMunity 

Outputs: 

1. Students with 


degrees hi: 

Agriculture, 

Science, 

Engineering 


Inputs: 

1. Faculty 
2. Students 
3. Scholarship program 

O,BJ ECTI VELY 
VERIFIABLE 
INI)ICATORS 

Measures of 
goal achievemen t: 

(a) l)egree of 

sliurtagc/surpls 
in various professions 

Measures of 

purpose achievement: 

(a) Number of students 

fronm rural and urban 
areas proportionate to 

the populatiott of 

potential students 

(b)Research and 

course directions itt 
School of Agriculture 

Magnitude of outputs: 

500/year 
100/year 
200/year 

Implementation target: 

"1,tc Quatity 

PhD iinAg. 9 

MS inAg. 5 

MS in Science 5 

PhD in Engr. 10 

MEANS OF 
VERIFICATION 

(i) QIcstionnares 
to llajor ildustrits 

(ii.; Comparisot 
id tUtIbcf of 

studetIts graduit ted 

with objective ill 

I0-year plan 

(i))emographic 

data 

(ii) Opitions of 

leaders of rural 
interest groups 

Data collection 

by university 

Data collectior. 

, university 

IMPI(ORTANT 
ASSUMI"OIONS 

Assumptions It 

achicvilig go'l t~lo ts: 

Ability u 

tcontoMlit sctlf 

povide jobs predicted 

in Ill-ve.. plo, 

Assoitt tiots for 

achieviltg 1)1rposC: 

Ability of primt y 

,ttd sccOtIry schoo0ls 
in rtl ltC. it) 

provide SttltdCtS 

with at1,dc t,UAt
1 


out tdatioll fol 

tertary cdicatitt 

AssumptioNi for 

providingttPlts: 

AsstumptiIs for 

providing inputs: 

Brain drain iscut 

by half in five years 
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1. 	Complete the vertical logic. 

Determine at each lower level th- conditions which are 

necessary and sufficient to achieve the next upper level 

(see figure 1). The inputs must be necessary and suffi-

cient to produce all the outputs; the outputs must be 

necessary and sufficient to achieve the purposes, etc. 

For example, for the coJnstruction of irrigation canals 

covering 2,000 acres (,output), there could be several 

inputs: "20 shovels," "fariner support," and an "irri-

gailont gineer." The a nstut sure that eachthe be 
canals. FiC shonld deterin iCii the ionutsare sufficient 

or ifsonice are i issing, 

2. 	 Complete thle horizontal logic.LoiaFrewkfrthspje. 

2.1 	 At each level of tile vertical logic, complete the 

three part horizontal logic. )etcrmine: 
which de-a) 	 Objectively verifiable indicators 

nionstrate that the desired end has been 

accomplished. 
b) 	 Means of verification, or specific mechanisms 

through which accomplishment is objectively 

c) verified. assumptions which affect the suc-

of the project. Here, the project designer
cess 
explicitly identifies the uncontrollable factors 

that may affect project success. 

2.2 	 Consider objectively verifiable indicators which 

may or may not be quantifiable. The two step 
"clarification of evidence" involves identifying 

first tie indicator and then the means of verifica-

tion. The project designer is encouraged to mea-

sure what is important, rather than what is easy to 

measure. 
2.3 	 Follow each of the vertical logic levels through the 

horizontal logic. For instance, after the purpose of 

tIhe project has been established, fill in the condi- 

tions which indicate that the purpose has been 

achieved according to the means of verification. 

There may be many indicators which point to suc-

cess at the purpose level since a single indicator is 

seldom sufficient to signal success. 

2.4 	 State the assumptions which underlie the achieve­

ment of the project purpose. 

EXAMPLE 

Consider the educational sector in the country of 

Temasek. Currently. there is a National University in 

Bandar Be~ar, .he capital, which is attended mainly by 

students from urban areas. The northern rural areas, with 
strong agricultural needs, do not receive enough agricul­
tural education from this university. A project is under­
taken to establish a university at Bandar Kechil to serve 

that area's needs. Figure 2 shows a partially completed 

Logical Framework for this project. 

THEORY 

The Logical Framework technique is based on a sys­

teins planning model. The vertical logic cioscly relates to 

the System 1efinitioii Matrix (SlM, page 67). Some theo­

retical work has been done on identifying social indicators 

(see, for example,
and objectively verifiable indicators 

DcGreen. 1973). 
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CGA, MCU, SPA, SVY, TRD 

Delphi 
HIS, NGT, QTN 

Discounting 
BCR, CFA, IRR. NPW 

Exponential Smoothing Forecasts 

RGF 
Flowcharts 

DTB, IMD, SCN, SDM 
Function Expansion 

BSG, IDL, NGT, SDM 

Gaming 
CGA, CSM, IMD, OVD, SCN, TRD 

Gantt Charts 
CrM, SVY 

Histograms 
DLP, RTS, SPA, SVY 

IDEALS Strategy 

BS ''BA, FEX, NGT, SDM 

Inpa, ncidence Matrix 

BCR, FEX, INS, MCU, OVD, SVY 

Intent Structures 
BSG, DLP, FEX, IMD, NGT, OBT, TRD 

Interaction Matrix Diagramming 
BSG, DLP, NGT, OVD, RTS, TRD 

Internal Rate of Return 
BCR, CBA, CFA, DIS, DTB, IPX, NPW 

Interviews 
BSG, HIS, NGT, QTN, SVY 

Logical Framework 
IMD, OBT, OBI), SDM 

Morphological Analysis 
CGA, DLP, IMI), NGT, SCN, SDM, TRD 

Multiple Criteria Utility Assessment 

CEA, CGA, DTPI, OBT, RGF, RTS 

Net Present Worth 

CBA, CFA, DIS, IRR 

Nominal Group Technique 

BSG, DLP. RTS 
Objective Trees 

IMD, INS, IVW, LG F, NGT, PPB, RTS, SVY,TRD 

Organizational Climate Analysis 

IVW, OBT, QTN, RGF, RTS 

Oval Diagramming 
CSM, FEX, IMD, LGF, SCN, SDM, TRI) 

Planning, Programming, and Budgeting 

BCR, CBA, CEA, DIS, DLP, FEX, INS, LGF, MPA, 

OBT 
Program Planning Method 

NGT 
Questionnaires 

CBA, DLP, HIS, IVW, SVY 
Rating Scales 

CBA, CGA, DLP, DTR, MCU, NGT, SPA 
Regression Forecasting 

OVD, SVY 

Scenarios 
DLP,GAM,OVD 

Subjective Probability Assessment 

DLP, DTR, IVW, RTS 
Surveys
 

CBA, CEA, DLP, GNT, HIS, IVW, QTN, RGF, RTS 

Synectics 
NGT, RTS 

System Definition Matrix 

BSG, CBA, CSM, FEX, GAM, IDL, LGF, NGT, SCN 

Tree Diagrams 
DTR, IMD, O;T, OVD 



Glossary
 

ACTION STUB. That portion of a decision table which lists the actions or decisions to be taken ifa 

particular combination of circumstances occurs (DTB). 

ACTION-EVENT PATH. The sequence of alternative actions and reievant events represented by 

the branches in a decision tree (DTR). 

ACTIVITY. An operation with a well-defined beginning and end and a specific purpose (CPM). 

,AND LOGIC ELEMENT. Links sub-objectives to objectives where all sub-objectives must be 

achieved in order to attain the higher level objective(s) (INS). 

ANNUAL CASH FLOW. The net incremental benefits for each year of a project and the difference 

lictween the incremental benefits and costs (CFA). 

ASSESSOR. A person who estimates the probability distribution of a set of events (SPA). 

ATTRIBUTE. The elements or components of tL.e system and the interrelationships among them 

(MPA, SCN). 

AXIOLOGICAL MEASUREMENT. Involves value judgments, where the data necessary to deter­

mine accomplishment of an objective are gathered via subjective methods (OBT). 

BASE SYSTEM STATE. The set of current conditions which describes the essential characteristics 

of the scenario (SCN). 
BINARY-EVENT OBJECTIVE. An objective that either clearly occurs or does not occur (OBT). 

that governs the construction of relationships in a tree diagram
BRANCHING RULE. A rule 

(TRD). 
CAUSAL CHAIN. Asequence of cause and effect relationships between variables (OVD). 

CAUSAL LOOP. A causal chain which is connected so that a change in any variable eventually 

feeds back through the chain to affect this variable (OVD). 

CENSUS. A survey of all members of a subject population (SVY). 

CENTRAL TENDENCY. The most likely, or average value of the variable (HIS). 

CHECKLIST. Used in design or analysis where items are marked or otherwise noted item by item 

(SDM).
 

CLASS INTERVAL. A uniform division of the variable range (HIS).
 

CLOSED QUESTIONS. Questions which require the respondent to limit responses to prespecified 

categories (QTN). 
CLUSTER SAMPLE. The process of randomly selecting several clusters of subgroups from the 

total population and surveying all members of the selected subgroups (SVY). 

CLUSTERED DATA. Used to aggregate the data into fewer points for analysis and plotting (HIS). 

COMPONENTS. An entity in a system which may be elemental, or it may be a subsystem having 

distinct components (SDM, TRD). 

CONDITION ENTRIES. The conditions of each factor (or question) listed in the condition stub 

(DTB). 
CONDITION STUB. That portion of a decision table which lists the factors to be considered when 

making decisions in a given situation. Each factor iswritten hi the form of a question (DTB). 

CONTINGENCY. A particular combination of factors that describes a future environment (CGA). 

treats variables that change continuously over timeA model which 

(CSM). 
on an infinite number of values over sonic range of possible 

CONTINUOUS MODEL. 

CONTINUOUS VARIABLE. Takes 
valuc:. (H.S). 

DIMENSION. Evaluates and regulates any element's specification. This dimension 
CONTROL 

measures each element as the system operates, compares the measure to what isdesigned or 

desired, and takes action if the difference is greater than desired (SDM). 

CORRELATION. An observed relationship between two or more variables in which the changes in 

one variable may be associated with predictable changes in another; the relationship, how­

ever, is not necessarily cause-effect (OVD). 
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CORRELATIVE BEHAVIOR. An assumed relationship between two or more variables in which 
the changes in one variable may be associated with predictable changes in the others (RGF). 

CRITICAL ACTIVITY. An activity which, if not completed on time, will delay the entire project 
(CPM). 

CRITICAL PATH. The sequence ofcritical activities from project start to project finish that deter­

mine the shortest project duration (CPM). 
CROSS-INTERACTION MATRIX. A representation of relationships between dissimilar sets of 

variables (IMD). 
DECISION RULES. The action entries of a decision table which link a particular combination of 

condition entries to specified actions (DTB). 
DECISION SYMBOL. Represents a step in a process where there is a choice among two or more 

alternative actions (FLW). 
DEPENDENT VARIABLE. The variable being forecast (RGF). 
DESCRIPTIVE MODEL. A representation or imaginary entity containing information in a prede­

fined form, intended to be interpreted by its user rules (SDM). 
DETERMINISTIC MEASUREMENT. Where the realization of the objective is unequivocally de­

termined from numerical data (OBT). 
DIMENSION. Collections of attributes of the system, where each collection represents a major 

aspect of the system (SCN). 
DIRECT ANALOGY. Compares the problem being faced to a parallel situation in another field, 

technology, or discipline (SCN). 
DIRECT ANALOGY METHOD. Used in Synectics sessions when members compare the problem 

being faced to a parallel situation in another field, technology, or discipline (SYN). 
DIRECT EFFECT. An interaction between two variables so that a change in one results in a similar 

change in the other (OVD). 
.IRECT MARKET VALUES. Measures of project costs or benefits which are assessed from equiv­

alent market prices (IPX). 
DIRECTED LINE. Links two symbols together with an arrowhead indicating the sequence (FLW). 
DIRECTED RELATIONSHIP. Specifies that the existence of the relationship is dependent on the 

order in which the two elements are considered (IMD). 
DISCOUNT FACTOR. A fraction between 0 and 1 which gives the present worth of one monetary 

unit spent or received (DIS). 
DISCOUNT RATE. A percentage rate (usually annual) which equates the present and the future 

worth of a payment (DIS). 
DISCOUNTED CASH FLOW. A single value which represents the present worth of tile net incre­

mental benefi-s estimated for each project year (NPW). 
DISCRETE STOCHASTIC MODEL. A model which describes the changes in variables at definite 

points in time (CSM). 
DISCRETE VARIABLE. A variable with only a finite number of values which are multiples of a 

basic unit (HIS). 
DRIVING FORCE. An attribute of a system which causes changes in the system state over time 

(SCN). 
DUNNING. The process for recontacting participants who have failed to return their question­

naires (DLP). 
DURATION. The estimated time needed to perform the activity (CPM). 
DYNAMIC BEHAVIOR. A consequence of delayed interactions among system variables. The 

dynamic state of a system depends on the prior values of state: variables (OB'.', RTS). 
EARLIEST FINISH (EF). The sum of an activity's earliest start ti ie and its duration (CPM). 
EARLIEST START (ES). The earliest time (measured from the start of the project) when an activ­

ity may begin, assuming all immediate predecessors are completed (CPM). 
ECONOMIC ANALYSIS. Analysis from the viewpoint of the national government and the econ­

omy (CFA). 
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The degree to which the project or system design objectives are achievedEFFECTIVENESS. 
(CEA). 

ELEMENT. Part of a problem situation which can be described by all its elements (MPA). 

ELSE RULE. A column in a decision table which applies when no other decision rules may be 

added to cover the case or where no combination of conditions applies (DTB). 

EN VIRONMENT. The set ofall factors which are salient to the understanding of systems relation­

ships, but which are outside the influence of the system variables (OBT, SDM). 

EVENT. A future outcome, the occurrence of which is uncertain (SPA). 

EXTERNAL CONTEXT. Represents the constraints on the base system (SCN). 

FANTASY ANALOGY. The participant's wishful thinking that the problem may solve itself or 

cease to exist (SYN). 
FEEDBACK STRUCTURE. The set of relationships describing a system that involves one or more 

interlocking causal loops (OVD). 

FINANCIAL ANALYSIS. Analysis from the viewpoint of the individual, group, or business which 

will directly gain or lose because of the project (CFA). 

FREQUENCY DISTRIBUTION. Plots the frequency of different categories of response (QrN). 

of the system. It is the fundamental dimension oi purposeFUNCTION. The primary concern 

(FEX, IDL, SDM). 
FUNCTION HIERARCHY. An ordering of system functions from the most specific to the broad­

ct (FEX). 
FUNDAMENTAL DIMENSION. The basic characteristic of the eight system elements (SDM). 

GOAL. A value judgment which satisfies one or more needs (FEX, LGF, SCN). 

GOVERNING RULES. Describe the relationships between decisions made by the participants in a 

game and the resulting changes in the simulated environment (GAM). 

HIERARCHY. An ordered structure illustrating which factors are subordinate to others (TRD). 

HUMAN AGENTS. The personnel who may be neressary for the system to achieve its function, 

yet are not themselves inputs or outputs of the system (SDM). 

IDEAL SYSTEM. Asystem that achieves the function in the best possible manner asjudged by the 

criteria for evaluating the system. Such systems typically require the least possible cost, the 

least amount of human resources, and the least time while providing maximum benefits 

(IDL). 
IMMEDIATE PREDECESSOR. Any activity which immediately precedes an activity and which 

must be completed before the activity can start (CPM). 

IMMEDIATE SUCCESSOR. Any activity which immediately follows an activity and which may 

not start until completion of the activity (CPM). 

IMPORTANT ASSUMPTIONS. The factors which affect the success of a project and which are 

beyond the influence of the decision maker (LGF). 

COSTS AND BENEFITS. Computed by subtracting the "without project"
INCREMENTAL 

values from the "with project" values (CFA). 

INDEPENDENT VARIABLE. The non-random variable which is used for forecasting other vari­

ables using regression (RGF). 
INFLUENCE RELATIONSHIP. When one variable's change in value influences change in another 

variable (TRD). 
INFLUENCE TREE. A tree that diagrams the variables which influence other variables which are 

higher in the tree (TRD). 

INFORMATION CATALYSTS. The communication (written or verbal) and the knowledge which 

are not inputs or outputs of the system
enable the system process to occur, yet which 

(SDM). 
INPUTS. The people, information, and/or physical items which enter the system to be trans­

formed by a sequence into outputs of the system (LGF, SDM). 

INTERACTING GROUP. A process that permits discussion among participants (NGT). 

INTERFACE DIMENSION. The relation to other systems or elements-a linking entry to related 

system definition matrices (SDM). 
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INTERMEDIATE IMAGE. An intermediate image describes the state of the system after a time 

interval n3(SCN). 
INTERNAL ECONOMIC RETURN. Tile rate of return derived from an economic analysis of the 

benefits and costs to the society or economy of the country {kIRK). 
INTERNAL FINANCIAL RETURN. The rate of return derived from a financial analysis of the 

project cash flow (IRR). 
INTERVAL SCALES. Scales that reflect not only the rank of one factor over another, but the 

degree to which one exceeds the other. The difference between them corresponds to a length 
of scale interval (RTS). 

INTERVIEW SCHEDULE. The plan for conducting an intervi,w. It includes the questions to be 
asked (IVW). 

INVERTED EFFECT. An interaction between two variables so that Jichange in o'e re:;tilts in in 
opposite c hange in the other (OVD). 

IRREVERSIBLE VARIABLE INTEILACTION. When the variable only increases or only de­
creases (OVD). 

LATEST FINISH (LF). The latest time (measured from the start of tle project) when an activity 
may be completed without delaying any immediate successor(s), thereby delaying coiple­
tion of the project (CPM). 

LATEST START (LS). An activity's latest finish time minus its duration (CPM).
 
LIMITED ENTRY. A type of decision table which permits only a limited set of condition and
 

action entries in the decision rule columns (DTB). 
LINEARLY LINKED MATRICES. Matrices with a common set ofrows or columns (IMD). 
LOGIC ELEMENT. A symbol indicating the nature of the relationship between two or more ob­

jectives at adjacent levels in a hierarchy (INS). 
LOGICAL INCONSISTENCIES. When hypothesized relationships anong variables are inconsis­

tent (OVD). 
LOGICAL MEASUREMENT. Determiles whether a binary-event objective has or has not oc­

curred (OBT). 
MATRIX. A mathematical ard graphical representation in two dimensions (IMI)). 
MATRIX ENTRY. The symbol used to indicate the existence or absence ofa relationship between 

the element in the row and the element in the column (which together define tile entry) 
(IMD). 

MEAN. The average value or central tend-..cy of the data (HIS). 
MEANS OF VERIFICATION. The specific mechanisms by which quantitative indications of the 

accomplishment of a project may be observed (LGF). 
MEANS-ENDS ANALYSIS. The identification of alternative actions to achieve specified ends 

(OBT, TRD). 
MEASURING INSTRUMENT. A technique for eliciting and measuring responses from a subject 

(OCA, SVY). 
MEDIAN. The value corresponding to the midpoint of the data points (HIS). 
MILESTONE. A point in time (specific date) which marks the completion of a sequence of activi­

ties or the beginning date for subsequent activities (CPM). 
MIXED ENTRY. A type of decision table which permits extended entries such as a range ofvalues 

for a question in the condition stub (DTB). 
MODE. The value or class interval which occurs most frequently (HIS). 
MODEL. A representation of an imaginary entity that contains information in a certain predefined 

form and has specified rules for interpretation (TRD). 
MULTIPLIER EFFECT. Occurs when a project impact on one aspect of an economic system gen­

erates a stimulating effect on other aspects (IPX). 
MULTI-STAGE SAMPLING. Draws random samples in stages (SVY). 
MUTUALLY-CAUSAL VARIABLES. Variables that occur when a change in one variable causes a 

change in another which is fed back to affect the first (OVD). 
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PROJECTS. Incompatible alternatives where implementing one pre-
MUTUALLY-EXCLUSIVE 

cludes implementing the others (NPW). 
which the members work independently but in each

NOMINAL GROUP. A group process in 

other's presence (NGT). 

NOMINAL SCALES. Scales that categorize different factors (RTS). 

OBJECTIVE. A specific statement of purpose expressing a desired end (INS, OBT). 

Indicators that demonstrate that certain desiredINDICATORS.OBJECTIVELY VERIFIABLE 

results are being accomplished (LGf). 
to answer as he or she chooseswhich permit the respondentOPEN QUESTIONS. Questions 

(QTN). 
to a particular use as measured by the 

OPPORTUNITY COST. The cost of committing resources 

highest return that could have been obtained by committing the same resources to an alter­

lative use J()IS). 
the attainment of any one or a combination of 

ORt LOGIC ELEMENT. Links objectives where 

sub-objectives will achieve the higher level objective (INS). 

ORDINAL SCALES. Scales used to rank-order a set of similar objects along a criterion dimension 

which reflects a basis for comparison, but not the degree of difference (RTS). 

The elements or components of an organizational system
ATTRIBUTES. 


and the interrelationships among them (OCA).
 
ORGANIZATIONAL 

ORGANIZATIONAL CLIMATE. The relatively enduring quality of the internal environment of 

an organization that (a) is experienced by its members, (b) influences their behavior, and (c) 

can be described in terms of Lhe values of a particular set of characteristics (OCA). 

same set of elements in the rows ofMatrices with theORTHOGONALLY LINKED MATRICES. 

one matrix and the columns of the other matrix (IMD). 

OUTPUT. The desired and the undesired results of the transformation process of a system (FEX, 

LGF, SDM).
 

OWNER. An organization or person who possesses intent for, or has a vested interest in, a project
 

(INS).
 
over the entire range of the system behavior being

PARAMETER. A quantity with only one value 


simulated (CSM).
 
about and impressions of a se-

PARTICIPANT OBSERVATION. The gathering of information 


lected group by direct interaction over an extended period of time (SVY).
 

PAYOFF VALUES. Represent the gain resulting from the occurrence of a particular action-event 

path (DTR). 

PERIOD. The time interval between successive observations uf the underlying process (EXF). 

PERSONAL ANALOGY METHOD. Used in Synectics session, where a group member identifies 

as thoug%. he were that element (SYN).
with an element of the problem and looks at it 

PHYSICAL CATALYSTS. The equipment, facilities, etc. which are necessary for the inputs to be 

are not themselves inputs or outputs of the system
transformed into outputs, but which 


(SDM).
 
POLICY. Long-range decisions which influence a large number of diversified groups with different 

values. Policy made at one level of an institution fornis the miding criteria for shorter-range 

decisions at a lower lev AI(INS). 

PREDECESSOR ACTIVITY. An activity that must be completed before another activity can start 

(CPM). 

PRESENT WORTH. The value today of a future payment (DIS). 

Occurs when the attainment of the objective may not be 
PROBABILISTIC MEASUREMENT. 


determined with certainty (OBT).
 

PROBABILITY DENSITY FUNCTION. Represents the probability distribution of a set of contin­

uous events (SPA). 
Associates each event in the set with its probability of occur-

PROBABILITY DISTRIBUTION. 


rence (SPA).
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PROBLEM ENVIRONMENT. The set of variables and relationships which are germaine to the 

decision process under study (G &M). 
PROCESS SYMBOL. Represents an action which takes place over time (FLW). 

PRODUCER-PRODUCT RELATIONSHIP. When one variable isa product of the other (TRD). 

PROGRAM CKIEGORY. A system category under which specific projects, or program sub­

categories, are developed (PPB). 

PROGRAM ELEMENTS. The resources or inputs needed to carry on a project (PPB). 

PROGRAM SUB-CATEGORY. Refers to the specific projects considered under a program cate­

gory (PPB). 
PROJECT EFFICIENCY. The ratio ofproject outputs to inputs (BCR, CEA). 

PURPOSE. A project's primary intention or aim (LGF). 

QUALITATIVE OBJECTIVE. Objectives that are judged subjectively to determine f they have 

been accomplished (OBT). 
QUANTITATIVE OBJECTIVE. An objective that represents a quantifiably verifiable end or re­

sult (OBT). 

RANK-ORDERING. The process of weighing one item against others and then ordering the items 

by weight on a scale such as importance or priority (BCR, NGT, NPW, PPM). 

RATE DIMENSION. The performance measure for a system element (SDM). 

RATIO METHOD. Estimates probabilities for a set of events by first obtaining the relative chance 

of pairs of events for all possible pairs (SPA). 

RATIO SCALE. An interval scale for which the dimension of comparison has a natural zero point 

(RTS). 
REDUCED MATRIX. A matrix formed by omitting one or more rows or columns from the origi­

nal matrix (IMD). 

P.EFLEXIVE RELATIONSHIP. Occurs when the variable interacts with itself (IMD). 

on another when the former is dependent on
REGRESSED VARIABLE. A variable is regressed 

the latter (RGF). 
REGRESSION COEFFICIENT. The coefficient of the independent variable in a regression equa­

tion (RGF). 
REGULARITY. The most frequent or dominant (and occasionally the most important) condition 

of concern to the project design (IDL, FEX). 

RELATIVE CHANCE. Reflects whether one event wvill occur rather than another (SPA). 

RELEVANCE TREE. A tree that diagrams the relationships among different sets of factors at each 

level of a hierarchy (TRD). 

ROUND-ROBIN. A process for serially recording ideas where each participant provides an idea in 

turn. No discussion occurs, although the leader may ask for a show of hands on how many 

participants had a similar idea. Those responding then eliminate that idea from their respec­

tive lists. The process may continue in a circular fashion until all participants' lists are ex­

hausted (NGT). 

SAMPLE. A subset selected from a subject population, the attributes of which are assumed to hold 

true for the total population (SVY). 
SAMPLE STATISTIC. A quantitative parameter which characterizes some aspect of the popula­

tion from which a set of data are drawn (HIS). 

SCORING. Used in game's as feedback to the participants to reflect the effectiveness of their deci­

sions (GAM). 
SECTOR. The larger system of which a project is part (LGF). 

SELF-INTERACTION MATRIX. A representation of relationships within a single, set ofvariables 

(IMD). 
SEQUENCE. The process by which the inputs are worked on, transformed, or processed into out­

puts, usually with the aid of catalysts (SDM). 

SET. A collection ofelements having some common property (IMD). 

SET OF CONTINUOUS EVENTS. Consists of an infinite number of events (SPA). 



GLOSSARY / 273 

SET OF DISCRETE EVENTS. Consists of a finite number of mutually-exclusive events (SPA). 

SHADOW PRICES. Adjusted market prices which reflect the true benefit or cost to the economy 

(CFA). 
SIMPLE RANDOM SAMPLE. A sample made so that every member of the target population has 

an equal probability of selection (SVY). 

SLACK. The amount of leeway allowed in either starting or completing an activity (CPM). 

SMOOTHED VALUE. An estimate of the average value of the variable being forecast (EXF). 

SMOOTHING CONSTANT. A fraction between 0 and 1 that indicates the degree of confidence 

placed on the most recent datum (EXF). 

SOLUTION COMPONENT. The part of a program that is proposed as the solution (PPM). 

measure of the dispersion of the data values about the mean 
STANDARD DEVIATION. The 

(HIS). 
STATE DIMENSION. A specification of anticipated changes and plans in specific time horizons 

for each of the four dimensions (SDM). 
(the state of the system and the external 

STATE SCENARIO. Describes conditions and events 

context) at a single future point in time (SCN). 

STATE SYMBOL. Represents a tangible product, requirement, or specific condition associated 

with a process sequence (FLW). 

STOPPING RULE. A rule that determines when any branch of the tree diagram should end (TRD). 

STPATEFIED SAMPLE. A sample that selects a proportional sample at random from each of the 

groups in a stratification of the total population (SVY). 
of all events or entities which possesses certain specified

SUBJECT POPULATION. The set 

characteristics (SVY). 

SUBJECTIVE PROBABILITY. A quantifiedjudgment of the chance of an event occurring (SPA). 

Describes the problem by objective and impersonal titles. 
SYMBOLIC ANALOGY METHOD. 

These titles are used to identify other problems which may be described by the same title. 

They are generally expressed in two words, usually describing two conflicting attributes of 

the problem (SYN). 

SYMMETICAL RELATIONSHIP. Occurs when the relationship between two elements is non­

directed (IMD). 

SYSTEM. A collection of components which interact to achieve a common function (CEA, CSM, 

FEX, IDL, SCN, SDM, TRD). 

TARGET GROUP. A set of persons with certain common characteristics (DLP, OCA). 

THRESHOLD EFFECT. When one variable does not change until the other variable changes signif­

icantly (OVD). 

TIME PREFERENCE. The general preference of individuals for present over future receipts and 

for future over present expenditures (DIS). 

TOTAL CASH FLOW. The sum of all annual cash flows for the life of the project; an undiscounted 

measure of the aggregate change expected from implementing a project (CFA). 

TRANSIENT SCENAIUO. Forecasts changes in and the alternative actions on a system at various 

stages in the evolution of the system (SCN). 

TRANSITIVE RELATIONSHIP. Requires that a directed relationship among three or more ele­

ments be consistent (IMD). 
exists between any two factors (OBT,

TREE GRAPH. A set of linked elements where only one 

TRD). 
TUNING. The process of making changes in the parameters and initial values for variables in order 

to minimize the errors between expected and actual simulation output or between observed 

or simulated data (CSM). 
an outcome

UTILITY. A quantitative expression of the worth or satisfaction associated with 

(DTR, MCU). 
a criterion may take with the utilities for 

UTILITY FUNCTION. Associates the possible levels 


those levels (MCU).
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UTILITY MATRIX. Presents the elements of a decision under certainty (MCU). 

VALIDATION. Testing whether a computer simulation program simulates the observed sy:tem 

behavior. It is a process of simulating the past and checking the simulated data against actual 

data (CSM). 
VARIABLE. A factor used to describe a system which may change value as a function of time 

(CSM, OVD). 
VERIFICATION. Testing , computer simulation program to see that the program functions as 

intended. It is a process of eliminating logical errors in the progran (CSM). 

XOR LOGIC ELEMENT. Links mutually exclusive sub-objectives to the higher level objective(s). 

The achievement of one sub-objective alone achieves the higher level objective (INS). 
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