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Foreword
 

This is a toolbook. inplementation. This is important because some of the 
It can be used either as a text or a reference by people best-cstablished, most conventional techniques of anal

studying or doing such things as project analysis. ysis, used undiscerningly, make it possible to design un-
In principle, analysis is the mother of rationality. The workable programs and projects. 

word analysis labels a large array of orderly efforts to This book reflects another important idea: analysis is 
transform the imponderable into the manageable. People not solely the province of insulated experts with little 
try through analysis to identify the key properties of responsibility for entrepreneurship or implementation. 
pi ob!inaid ii ;ituatio, i, to .ontrivt. promising solutions. Some of the techniques presented here are as useful to 

and to frame these solutions in convincingways. "operators" as to "analysts." All of them can profitably 
Three things affect the success of such efforts-the be understood by people primarily concerned with pro

natureof the "reality" being examined, the power of the roting and executing projects. 
analysis tools that are used, and the decisionalarrange- In practice, the interplay ofanalysis and action is quite 

ients to which analysiscontributes. What is out there and complicated. How it works depends chiefly upon the third 
our interest in it set the basic requirements ofanalysis. The factor mentioned at the beginning of this brief essay: the 
tools and their use determine what we see and influence decisional arrangements to which analysis contributes. 

what we then try to do. This volume focuses upon tools In most organizations which rely upon analysis as an 
and their uses. it indicates how they can be applied to important input into decisions about programs and proj
study various kinds of realities, or to imposing a sense of ects, systematic analysis and decisional action tend to be 
order upon real-world concerns. It does not address the rather loosely linked. 
third factor which affects the success of analysis efforts - A good part of this looseness is necessary and desirable. 

the decision-making settings in which the tools are Studying things and doing things are frequently very dif
applied. ferent kinds of activity engaged in by different kinds of 

The trend of our times is to demand more and better people. Even so, decision makers and people with discre
analysis tools in order to try to solve increasingly compli- tionary responsibility for executing decisions had better 
cated problems through planned, managed action. The understand the nature-and the limitations-of the ana
solutions often breed new problems. The expanding pres- ly tic techniques upon which their decisions and their man
sure to diagnose and resolve outruns our ability to re- dates may be based;just as analysis specialists will be wise 
spond. One American sociologist speculates that the ulti- to perceive the practicad usefulness of their products and 
mate outcome of this dynamic imbalance might be the the limits thereof. 
collapse of societies in "the stupidity death," as the needs Various kinds of analyses produce knowledge for use in 
to interpret and manage fatally exceed the capacity to do designing, reviewing, deciding, and executing programs 
so. and projects. Such analysis, coupled with criteria about 

No single book will solve that problem. This one goals and standards, helps produce decisional frameworks 
may make some incremental contributions to the intelli- and programmatic targets. It also helps produce decisions 
gent use of analysis in sensible problem-definition and about particular plans or proposals: Do they fit within the 

informed solution-seeking. For example, it presents a wide frameworks? Are they likely to achieve acceptable tar
range o; anidytical tools--about forty-and it classifies gets? By helping answer these questions, the analysis may 

them into nine functional categories, from methods of reduce the uncertainty of efforts to shape the future and 
generating ideas to techniques for controlling and evalu- lessen the need to rely upon hope arid intuition. Even 
ating results. There is an important implication here: there when uncertainty defies dissipation, the authoritative use 
are many kinds of analysiswhich can be usedfor a variety of systematic analysis techniq , .: imposes a degree of 
ofpurposes. order and focus upon decision making. 

Why does this matter? Partly because the formal anal- Order is a much valued quality in circumstances where 
ysis strategies ousocial and economic change organizations uncertainty abounds. It is also a limited, potentially per. 
are usually quite selective. They arc usually skewed in verse quality. The quest for order sometimnes buries real 
favor of certain kinds of issues and techniques. The pat- uncertainties beneath exhaustive analyses. These analyses 
tern of this book at least shows that there are significant tools apply techniqucs which look like formulas or recipes 
categories of analysis beyond the economic and financial, for calculating, deciding, and planning. They are often 
and beyond determinate systems techniques for planning treated as if they are formulas or recipes. But they are not 
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much of its bulk presents relatively determinate computadecisional recipes. Analysis techniques only produce 

ingredients for cooking in decision-making pots, and for tional tools. Bccause these are the tools we have. 

A longer essay on the interplay of analysis and actionenvisioning the future. With sufficient skill and judgment 
would address other important aspects of tire subject, such

these ingredients-the products of analysis-can be used in 

cooking up programs and projects. But they are readily as the use of analysis to manipulate consent and accep

tance and the manipulation of analysis to secure acccpmisused too. 
for 	 of analysis in the

The tendency toward misuse is encouraged by the lop- tance for proposals. The function 
agencies is not

sided, unbalanced quality of our aggregation of too!s. The 	 decisional processes of development 

limited to the uncontaminated generation of unassailable 
more intrinsicallydeterminate the tools, the more attrac-

objective premises, nor can it ever be so limited.tive they are. Economic analyses and financial analyses, 

and schemes for "mapping" formalized plans of action But the ultimate justification of analysis as a kind of 

;wlich are actually techniques for hopefully idcalizing activity is i.s contribution to better knr,.!ed[e, better 

what is intended), are attractive. Quantitative analyses of understanding, better decisions--to the reduction of error 

costs and benefits, of cash flows, of sensitivities, and so and the enlargement of human capacities for auspicious 

action. it is to these aims that this toolbook is dedicated.forth, produce determinate answers, even if important 
maps of future The book itself is the eventual product of a questiondata must often be stipulated. Projected 

sequences of events have the appeal of apparent certitude, put to two young industrial engineers at the University of 

sorts of tools and tech
even if they do not tell us how these sequences are going to 	 Wisconsin a few years ago: "What 

niques do you people use in defining problems and shaping
be caused and controlled, or how plausible they are. 

To say these things is not to reject the merit ofquanti- solutions which might be transferrable to the field ofeco

nomic and social development?" Here are the answers pro
tative analyses and precise-looking maps of future courses 

vided by Professors Delp and Thesen and their associates.
of action. Both can be valuable,just as both are dangerous 

in the hands of those who take tire products as "true." These answers are neither exhaustive nor definitive; 

there is little limit to the full array of tools that might be
Unfortunately, these intrinsically determinate techniques 

are not matched and balanced by methods for analyzing cited. Many of the individuai tools offered here are them

how best to orgarnizetire activity, how to detertniie namna- selves subjects of more than one book. But this work is at 

to valuable introduction and overview. Each tool is presented
gerial resource needs and ways to meet them, how 

specify the iticentireswhich will increase the probability in a way which facilitates hitelligent judgment about its 

range of effects. use. The tool descriptions are buttressed by citations
of success, and how to measure the fil 

which enable the reader to pursue topics of special inter-
Our tools for doing these latter things are at best rather 

messy and imprecise. So decisions tend to turn more upon 	 est. 
If tins book should somehow cause one consequential

the findings and projections of the neater techniques; and 

endless effort goes into refining and applying them. error to be avoided, in the design or innmplenentation of a 

single project significantly affecting tire lives and well-
This general observation is reflected in the contents of 

being of sonie people, the enterprise which has produced it 
this book. It does present heuristic techniques for address-

of the troublesome problems of design-gener-	 will stand justified. Given the limits of our ability to ana

lyze certain kinds of cause-effect relations we shall never 
ing some 
ating ideas, pinning down objectives, and trying 	to map 

complex relationships, for example. But, understandably, 	 know. 

William J. Siffin 

Director 
IDI/PASITAM 
June 1977 



Preface
 
The word "tool," in its strictest sense, refers to an im-

plement, a means for effecting some purpose. When we 

started the project which led to this volume, we used tech-

niques, miethodilogies, and tools synonymously to de-

scribe various rnears for planning. On reflection, perhaps 

the stricter definition is also im-ppropriate, for this collec-

tion represents a set of implements-tools for implement-

in,!a Sv,,rc' ,opp ',ach i planning. 

Systems, system models, and the systems approach 

tend to blur together into a conceptual mass whose tan-

gible aspecis are represented as tools. We've called them 
"system tools," not because they are necessarily derived 

from systems concepts or systems engineering, but be-

cause they are tools which facilitate a systems approach to 

planning. A systems analyst uses techniques which shape 

plans from a systems perspective. The wholistic, future-

oriented, inter-relatedness of systems thinking models the 

situation facing development planners-situations filled 

with myriad interdependencies, uncertain futures, an ill-

defined present, and a data-deficient past. The alternatives 

to a systems approach tend to produce fragmented, incre-

mentally effective (if not counter-productive) develop-

ment efforts, 

Action-oriented development activities are imple-

mented as policies, programs, or projects. We have used 

the project concept to represent both programs and poli-

cies in the sense that one or more projects are specific ac-

tivities in order to implement a program or policy of ac-

tion. The distinction between a project and a system is not 

always clear. 
Often the system tools describe techniques for plan-

ning a project or a system. For example, cost-effectiveness 

analysis is used to evaluate 1) alternative components of a 

system, 2) alternative systems, or 3) alternative projects 

(which may involve many interacting systems). In many 

cases, techniques for project design and techniques for 

system design are indistinguishable, 

Planning, as we have used the term, encompasses the 

entire range of activities associated with achieving devel-

opmentends. Planninga project requires that allaspects of 

the project be designed or specified. This includes identi-

fying objectives, sub-objectives, and criteria for evaluating 

the achievement of objectives. It includes specifying the 

essentials of implementation-those messy details of get-

ting from an idea to a project. A systems approach to plan-

ning requires that the requisites of management be incor-

porated into the design and that the essentials of evalu

ation be considered in the planning process. Short-term 

feedback systems to provide management information are 

designed to complement long-term feedback of project 

impact in order to inform development planners. This 

broad view of planning and its intimate connection to im

plementation has guided our selection of techniques and 

rheir dcsc rip tions. 
One aspect of the description which needs elaborating 

is our distinction between decision makers and analysts. 

Certain techniques require special skills for successfulim
plementation (e.g., Surveys, Cost-Benefit Analysis). An 

analyst, possessing these needed skills, may also be the de

cision maker. In some techniques the two roles are distinct 

(Delphi, Program Planning Method), while in others the 

separation of roles is not important. A decision maker has 

discretionary control over resources including those re

quired for analysis. Therefore, he views the problems of 

project planning from a different perspective from the 

analyst and usually a different degree of accountability. 

This reflects not only the way techniques are employed, 

but the decision to emply a particular tool. The classic 

case is an analyst who needs information recommending a 

sample survey, and the decision maker reconsidering this 

approach because of political sensitivities. We have in

cluded this distinction where relative to the application of 

the technique. 
While we have sought to be comprehensive in our cover

age of systems tools for planning, we recognize the omis

sion of a great body of planning techniques developed in 

such fields as econometrics, business, and operations re

search. Linear programming, input-output models, or ma

trix algebra are useful planning tools, but they represent a 

level of sophistication, a rigidity of models, and a depend

ency on accurate data and computer implementation 

which seem inappropriate for the intended audience of 

this volume. 
This collection of techniques and methodologies is in

tended for practitioners in the many diverse fields in 

which development touches both the peoples' lives and 

livelihood. Our examples are drawn from agriculture, edu

cation, health, family planning, employment, and re

source management to underscore our belief in the univer

sal utility of these tools in planning. We have focussed on 

project design and implementation as the action interface 

of planned developmrnt. 

Peter Delp 

Nairobi, 1977 
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Designing development projects requires some form of 

"systems" approach. If any plan is to succeed, the factors 

that will probably determine the outcome must be identi-

fied, and their relationships must be established. There 

will always be surprises as implementation proceeds, for 
our ability to predict and control the future is limited. The 

object of planning and design is to keep thtse surprises at a 
minimum. A systems approach, properly used, can serve 

this aim. 
There is anotherjustification for a systematic approach 

to project planning and design: Even the simplest interven- 
tions have secondary effects-consequences which are 

easily overlooked because they are incidental or even irrel-
evant to the project itself. An irrigation project, designed 
to raise farmer income through increased productivity, 

may threaten established social and economic relation-
ships. It may introduce water-borne disease vectors. It 

may have other unintended consequences which, in some 

cases, are more important than the direct impact of the 

project. 
In the West, the word "systems" has acquired, for some 

people, a certain magical quality. The term is used promis-
cuously, vaguely, and enthusiastically. The problem lies 

not in the meaning of that term, but in the way in which it 

is applied. 
Conceptually, a system is simply a set of interactive ele-

ments. In conventional usage, the term refers to a set of 
factors which are known (or assumed) to be necessary and 
sufficient to some purpose or effect. Systems thinkers 

often work backward, beginning with a desired objective 
and then determining what factors are needed to accom

plash that objective and how those factors must be related. 

The success of this approach to design depends not on the 

use of the term "system," but on the ability of the design

ers to truly knowwhat is necessary to the desired effect. 

There are many areas where such knowledge exists, for 
example, in designing an electric motor, an automobile, an 

airplane, a computerized data processing program, or a 
water control system. In these and similar examples, the 

system can be thought of, for all practical purposes, as 
"closed." It is a tidy system. There is relatively perfect 

knowledge of its parts, and of their relation to a desired 
effect. And the essential relationships between the system 
and its environment can be known and controlled. 

Problems arise when this alluring idea of "system" is 
transferred from the fields of determinate design into the 

messy world of "open systems." These are loose and not 

necessarily stable arrangements in which the environment 

of an action system, such as a government plogram, an 
enterprise, or a farming venture, is always affecting the 

working of that system. 
InI the language of systems, the "environment" consists 

of the factors which affect the system's working but which 

are not subject to full control from within the system. The 
weather is an important environmental factor in agricul

tural systems. "Politics" constantly affects the behavior 
and potential of a bureaucratic program system. In short, 
open systems are not nearly so determinate or so capable 
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of pccisc specification as the more closed systems of in-
sulated engineering. There are two potential dangers in ap-

plying the idea of a system to designing development proj-

ects. 
The first is the danger of failing to identify ess':ntial ec-

ruents of an open system, or to effectively judge their 

probable working. A systems perspective cannot guar-

antce against this danger. It cannot tell you ahead of time 

what the factors are or how they will work. It can, how-

ever, make you aware that they exist and th at you had bet-

ter try to find and asscss them. 

The second danger might be labeled "undue narrow-

ness," the danger that "incidental" effects may be ignored 

or undervalued. This can result from systems analyses 

which, as noted above, start with some desired arm or goal 

and then work back ard to identify the necessary and suf-

ficient factors for meeting the goal without also consider-

ing the other effects which those factors will have. 

It is possible to examine and analyze the larger array of 

effects produced by any system. Some systems ap-

proaches fail to address this vital matter, but onlly a broad 

systems perspective can consider these effects in a reason-

ably orderly way. Therefore, The systems approaches re-

flected in this collection of tools and techniques are corn-

prehensiwe. The ann is to help people search systematically 

for the broad implications of planned change. The ap-

proaches supported by these techniques are future-

oriented. They offer help in trying to forecast immediate 

and longer-termn effects in open systems design,. The ap-

proaches supported by the following tools are essentially 
pragmatic.They address the realities of the socio-political 

environment of any of the kinds of systems likely to con-

cern us. 

In these approaches, the systems analyst attempts to 

deal with unbounded complexity by identifying a set of 

salient variables which describe the problem. The organiz-

ing concept is the notion of a system, defined not as a 

static but as a dynamic entity. The values of descriptive 

variables and the status of relationships are projectedinto 

the future in order to look at tLe consequences of planned 

interventions. The systems designer recognizes both the 

limitations of deterministic analysis and the realities of 

power as it invariably affects the best laid plans. Conse-

quently, a hallmark of a systems approach is pie-planned 

adaptability. Adaptive systems are better equipped to deal 

withv uncertain futures, the vagaries of power, and the real-

ities of complex political, social, and technical interac-
tions. 

Engineers have long straddled both hard and soft ap-

proaches to problems. In true engineering fashion, he/she 

uses whatever technique fits the task or promises insights 

into solutions. For the non-technical aspects of problems, 

the systems engineer must turn to other disciplines, 

APPLYING A SYSTEMS APPROACH 
Tackling complex problems requires a variety of tech

niques. Flowcharts (FLW, page 10 1), a diagramming tech

nique which flourishes in the computer sciences, show the 
logic and sequence of complex computer programs. Not 

much imagination is required to adapt the technique to 

the complex decision processes confronting development 

planners. The aim for design remains the same: using the 

technique to understand the determinants of decision and 

action. 
This adaptation of systems technology (5oftware) to 

the complex realm of human behavior is a two-way street. 

Be havioral scientists have developed systems oriented 

techniques which have been readily adopted by project de

signers. Brainstorming (BSG, page 3) and Nomihal Group 
14) emerged from a marriage ofTechnique (NGT, page 

small group theory and empirical creative process analysis. 

System designers utilize the techniques because of their 
demonstrated power in generating ideas and innovative 

solutions. 

Criteria used for selecting (or excluding) techniqucs 

from the volume were based on the needs of the intended 

audience. Many sophisticated techniques utilizing optimi

zation theory and computer technology fill the systems 
literature and seem inappropriate for meeting the needs of 

a project planner in the field. Consequently, linear pro

gramming techniques, queuing and game theory, input

output models, and cross-impact matrices have not been 

included. By and large nothing more sophisticated than a 

pocket calculator is required for any of the tools. The cx

ception is Computer Simulation Models (CSM, page 120), 
which was judged sufficiently important that a summary 

description was included. Complex mathematical formu

lations have been avoided, except where a step-by-step 

procedure can be described (see Regression Forecasting, 

RGF, page 160, and Discounting, DIS, page 184). 

TOOL DESCRIPTIONS 

Each tool describes what the project planner needs to 

know in order to 1) select a tool, 2) utilize the tool, and 3) 

understand its implications and underlying theory. 

To aid selection, each tool begins with a brief statement 

of purpose and a summary of uses. A short description fol

lows (supplemented by key definitions) and is augmented 

by a listing of advantages and limitations. The decision 

maker is thus given a brief overview of the tool to help him 
decide if the technique is a candidate for addressing a 

problem. To this end, a section on required resources (ef

fort, skills, time) concludes the first part of each tool de

scription. 
In order to use a tool, a detailed description is needed, 

beginning with required inputs, expected outputs, and im
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ships of a system and defines a system as distinct from itsportant assumptions. Moving from inputs to outputs in-


volves a procedure, which is described for the tools at dif- environment.
 

fering levels of detail. An example illustrates the proce- One possible sequence for using the tools is given in 

figure la. The analyst uses a tree diagram (more specificdure. 
Finally, a brief section on the underlying theory and a ally, an influence tree) to develop the relationships which 

prescribe system behavior. This leads to a specification ofbibliography conclude the tool description. Together with 

the listing of assumptions and limitations, these attempt system variables and environmental factors which influ

to give each tool a theoretical base, while leading the ence variables within the system. At some point, the tree 

diagram is redrawn as an oval diagram to show the feed
reader to additional sources. 

Ideally, each tool description should be self-sufficient, back relationships and multiple interactions of system var

iables. If the oval diagram becomes too unwieldy, the ana
but in order to save space and provide essential continuity, 

lyst may turn to a matrix description. This has the distinct
the prerequisites of each tool precede tile description. For 

Of systu ma tiC,dly piln ointi g tvery poi..ible in
example, the ,,c ription Of cost-benefit analy'is (CI'A, advantge 

212) takes the form of a summary linking prerequi- teraction among system and environmental variables, 
page 
site tool descriptions comprehensively. In some cases, a while rcfiningthe oval diagr .m. 

The analyst may wish to begin with an interaction ma
common example is carried throigh several tools. 

The examples draw on a broad range of problems and trix diagram rather than a tree diagram (see figure lb). 

This approach appeals to those who are more comfortable
situations confronting project planners in the develop-

ment fields, ranging from education and health to agricul- separating the identification of variables from the specifi

cation of relationships. A tree diagram or all oval diagram
ture and economic policy. Most of the examples refer to 

is then used to interpret the interaction matrix in a formconven-

ience) has a widely varying climate and diverse ecological which permits tracing the sequence of cause and effect. An 

The examples interaction matrLx diagram is particularly useful inbreak

the developing country of Temasek which (for 

zones. The population is mostly agrarian. 

are drawn from first-hand experiences, hypothetical situa- ing down information-gathering and analysis tasks into 

distinct groups, thus facilitating task assignments.tions, or the literature, 
The oval diagram constitutes a first attempt at a causal 

model of the system; it presents an explicit statement 
USING THE SYSTEM TOOLS HANDBOOK about key variables as well as hypotheses about cause and 

The tools included in this volume fall into a number of
 

FIGURE la
categories: generating ideas; assessing qualitative factors; 


defining objectives; describing complex relationships; ana- TRI)
 

lyzing complex processes; accounting for alternative out

comes; forecast and prediction; analyzing projects; and
 

planning, controlling, and evaluating projects. Clearly,
 

many techniques could be include din more than one cate

gory. For example, computer simulation models (CSM,
 

page 120) could be used for the last six purposes listed. It OVD Op IMD
 

is presented in analyzingcomplex processes because that is
 

the most basic use of computer simulation.
 

Each tool is designed to stand alone as a source of infor

mation for a decision maker, as an aid to the analyst, and
 

as a catalyst for multidisciplinary design teams. The tool FIGURE lb
 

description (together with any prerequisite tools) provides
 

a basis for action and/or the evaluation of actions by IMD
 

others (e.g., permitting a decision maker to interpret the
 

models used by analysts).
 

TRIDEVELOPING SYSTEM MODELS 

Three tools are paramount to the description of any 

system: Tree Diagrams (TRD, page 74), Oval Diagram

ming (OVD, page 81), and Interaction Matrix Diagram

ming(IMD, page 92). Each describes the complex relation- OVD
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effect relationships. These hypotheses may be tested by 
regression analysis (see RGF, page 160) and then quantita-
tively modeled. The oval diagram is then used in various 
ways to gain greater understanding of system behavior (see 
figure 2). For example, a computer simulation model 
(CSM, page 120) can be constructed in order to predict the 
con.equence of changes in the system. A scenario (SCN, 
page 164) may be developed using the oval diagram as a 
basis for describing the base state and the kinds of changes 
expected in the futuie. 

FIGURE 2 

0VI) 

F LW 

DTI 

CSM SCN 

GENERATING AND ANALYZING ALTERNATIVE 
GENA IN A I) 
PLANS OF ACTION 

Tree i'agrams in the form of ends-ineans diagrams (see 
TRI), page 74) are useful for breaking a system into coin-
portents or an objective into alternative means. This begins 
a sequence using several techniques to analyze alternative 
plans (see figure 3). The central tool in this process is the 
Decision Tree (DTR, page 141). Branches of a decision 
tree map alternative actions and probabilistic outcomes, 
The alternatives may be identified by the tree diagram 
branching process or the matrix format of morphological 
analysis (MPA, page 10). The probabilities of various out-
comes are often subjectively assessed (SPA, page 137). 
Closely related to the decision tree, contingency analysis 

FIGURE 3 

TRRI)i TS 

MCU 

SPA~ 0I)TR'/ 

CIIA 

CGA 

(CGA, page 147) tabulates alternative plans against the 
various possible states of nature which affect their out

comes. 
Outcomes for both techniques are expressed either as 

monetary units (costs and benefits) or as utilities, using a 
concept which translates preferences for an outcome into 
a dimension on an interval scale (see RTS, page 29). Utili
ties assessed for various criteria are combined in Multiple 
Criteria Utility Assessment (MCU, page 32). 

In short, these possible sequences of tools (figure 3) de
scribe a process of analysis which begins with generating 
alternatives and results in an evaluation of alternative out

comes. The en! usumay bc employed for a cust-bene: t 
analysis or for the selection of plan elements. 

CO-OPTING CLIENTS, RESOURCE CONTROLLERS, 

AND EXPERTS INTO filE PLANNING PROCESS 

There is a set of techniques which claim their greatest 
strength in their ability to generate cooperation among 
various actors on the planning stage. Th. central tool is the 
Program Planning Method (PPM, pai,e 227). Supporting 

this tool are a number of techniques, !ach of which is pow
erful when used alone and potentially more so when incor
porated into a strategy (see figure 4). The Nominal Group 
Technique (NGT, page 14) permits iaximum efficiency 

in generating ideas. It is particularly effective when used 
by diversely composed groups. 

A companion technique is the Delphi process (DLP, 
page 168) to which experts and decision makers contri
bute without face-to-face confrontation. This anonymity 
is often necess -ry if the pursuit of ideas and constructive 
problem exploration is not to be hindered by social and 
bureaucratic sanctions. The Delphi utilizes repeated 
rounds of questionnaires (QTN, page 19). 

The Program Planning Method combines these tech
niques to produce plans which co-opt clients, resource 
controllers, and experts in a carefully orchestrated plan
ning process. 

A NORMATIVE APPROACH TO PLANNING 

One planning strategy begins with a normative concept 
cf the ideal system, rather than analyzing what could be 

FIGURE 4 

NGT 

jQTN 

IPM 
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FIGURE 6FIGURE 5 

RTS QTN 

IDL 	 IVW 

wrong with the existing one. This stratt-gy is emnbodied in 
the IDEALS Strategy (IDL, page 231). Two other tech
niques support this approach (see figure 5). 

SVN - IllsFunction expansion (FEX, page 45) forces the system 

designer to think in terms of the purpose of the system 
desired-what the system should be doing. This leads to a 
specification of the "ideal system target" which becomes 

LGF 
the basis for designing a feasible system, using essentially SDM CBA 

the system design strategy. The form of the specification is 	 when a large sample is to be covered by the survey, even 

the system definition matrix (SDM, page 67), which is the 	 though a high return is seldom possible. 

output of the IDEALS process. The survey results are quantified and aggregated, often 

Focusing on function rather than on problems gets pco- in the form of histograms from which statistics may be 

pie involved in a constructive assessment of what should 	 computed (HIS, page 131). These results are then used to 

be, rather than what's wrong and who's to blame. There 	 formulate policies, to specify system design (see System 

are sound arguments for both approaches. The IDEALS 	 Definition Matrix, SDM, page 67), to qiantify costs and 

Strategy often comes under attack because its emphasis on 	 benefits (CBA, page 212), and to evaluate programs (see 

normative specification may possibly ignore experiences 	 Logical Framework, LGF, page 260). 

gained from problems with the existing system. If tie ideal 

system target proposes a radical change, where only incre

mental changes are acceptable, normative prescriptions PROJECT FINANCIAL ANALYSIS 

The financial analysis of projects is a sequential process
may be counterproductive. Still, there is an intuitive ap-

peal to any process that encourages minds to explore an which begins by identifying costs and benefit time streams 

177) and culminates inunlimited problem-solution space, unbounded by existing 	 (Cash Flow Analysis, CFA, page 

the presentation of recommendations (and assumptions)system descriptions, 
to decision makers (see figure 7). Many techniques sup

port this analysis at each stage. A survey may be necessary 

USING SAMPLE SURVEYS TO GATHER to gather financial and production data. The various im-

INFORMATION pacts of a project may be tabulated across directly and in-

A sequence of techniques is particularly useful for gath- directly affected groups in an impact-incidence matrix 

207). This technique attempts not only tocring information across a broad spectrum. The principal 	 (IPX, page 

quantify all impacts of a project, but nonmonetary intechnique is the sample survey (SVY, page 36), which be-

gins the design of the survey questionnaire (see figure 6). pacts of a project using ratingscales (RTS, page 29). 

streams of costs and benefits are discountedWhere subjective assessments are to be quantified and ag- The time 

to give their present value in order to compare project algregated, the questionnaire may incorporate rating scales 
ternatives (see Discounting, DIS, page 184). The criterion

(see RTS, page 29). 
for comparison may be net present worth (NPW, pageThe questionnaire (QTN, page 19) must be pretested 

and refined so that the objectives of the survey may be re- 188), benefit-cost ratio (BCR, page 194), internal rate of 

alized. The means for obtaining the desired information return (IRR, page 200),ora combination of these. 

may vary greatly, but one useful technique is the direct The cash flow analysis, the evaluation criteria, and the 
in cost

interview (see IVW, page 23). This is usually the preferred 	 impact-incidence analysis are brought together 

benefit analysis (CBA, page 212).The end result may take
approach in pretesting the survey because it requires less 

the form of a single go-no go decision on any one project,time and gives more design information than mailed ques-

or a ranking of alternative projects for funding.
tionnaires. The latter technique, however, is widely used 
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FIGURE 7 
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FIGURE 8 
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THE "CONVENTIONAL" SYSTEMS APPROACH 

Systems analysis begins with identifying objectives,
specifying alternative means, specifying the criteria for se
lecting among the alternatives, and then synthesizing a SDM 

C1A 

LGF 
system or plan from the choices. A sequence of techniques 
for applying the systems analysis strategy begins with Ob-
jective Trees (OBT. page 49) and/or Intent Structures 
(INS, page 55) (see figure 8). Braiastor:ning, Nominal 
Group Technique, or morphological analysis may be used 
to specify alternative means (see also Tree Diagrams, TRD, 
page 74). The alternatives are analyzed using either deci-
sion trees or contingency analysis to develop the project
plan. Cost-effective analysis, multiple criteria utility 
assessment, or both are used as criteria for evaluating alter-BS 
natives. The plan may be specified as a System Definition 
Matrix, Logical Framework, or as an operating Planning,
Programming, and Budgeting system (PPB, page 236). 

This strategy is not altogether different from the ID)EALS 
approach; however, tile starting point of the latte, is the 
function of the system rather than objectives for a project. 

PLANNING PROJECT ACTIVITIES FOR 
IMPLEMENTATION AND CONTROL 

Two complementary techniques which specifically ad
dress the scheduling of project activities are the Critical 
Path Method (CPM, page 241) and Gantt Charts (GNT, 
page 252). The techniques may be incorporated into a 
strategy which plans and facilitates the implementation of 
a project. 

Critical path techniques begin with a list of project ac-
tivities essential to the achievement of project goals (see 
figure 9). The list may be generated using techniques 
such as brainstorming or, more formally, from a system 

PPB 

CPM 

FIGURE 9 
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CPM 

GNT 
X Z 

IMD GNT LGF 

specification (see System Definition Matrix). From the 
critical path network, a Gantt (bar) Chart may be pre
pared, enabling a planner or manager to schedule activities 
and resources. He may wish to present the activities and 
officers responsible in an interaction matrix (IMD, page 
92) in order to emphasize both the interrelatedness of 
tasks and the multiple staff responsibilities. A Logical 



Framework may also be used to sharpen the identification 

of objectively identfiable indicators of progress. These 
milestones are shown as vertical lines on specific dates of 

the Gantt Chart and written on the Critical Path Method 
network at the appropriate nodes. 

Altogether, the techniques serve to ease the manager's 

job by breaking down a complex project into finite tasks 

with planned start and end dates. Progress monitoring per

mits effective use of staff which is essential to successful 
project implementation. 

ANALYSIS ANI) IROGIRAWMMING OF 
DECISION PROCFSSES 

A decision-making system exists for a purpose. 
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the result of a strategy which incorporates intuition and 

judgments into a coherent framework (see figure 11). 
FIGURE 11 

Q[N '. HIS 

RTS 

SCN 

Tile Delphi technique (DLP, page 168) begins by 
The first step in anyan a pose, directing questionnaires to a selected group of progirostiysi istsfn specifictepin nyanalysis cators. Tihe results of each round aire sunmmarized 

specify that purpose (FEX, page 45) (see figure 10). The De l rou l, r o 

Thefirt isafunction expansion to for the 

ofte ach as it or hi 

Delphi group, often i the form of a histogram which 
aim is to specify the key decision points and the condi-

aggregates the individuajudginents. Rating scales attempt
tions which lead to particular actions, i.e., the decision-
making policies. Two processes may be used to obtain this to quantify priorities and opinions. The I)clphi romnds are 
information. Ifthe system exists, decision abkers may be then used to produce the successive state descriptions of 

interviewed (IVW,page 23). Ifte task is to design a sysb te scenario. The desired result is a clearer understanding 

tem, then idea generating techniques (e.g., Brainstorming. 

BSG, page 3) are used. 

FIGURE 10 

FEX 

BSG IVW 

FLW 


TB 

The results of this analysis are presented in the form of 
flowcharts (FLW, page 107) or decision tables (DTB, page 
113). The flowchart uses different symbols to display and 

analyze complex processes. The decision table presents 
the decision as a preprogrammed process by specifying the 
conditions which precede-and the action which fol-
lows-a decision. Both techniques are usefully employed 

in management training as well as in diagnosis of potential 

problems in implementation. 

QUALITATIVE FORECASTING 

A scenario draws on a variety of expertise to produce a 
map of the future states of a system (SCN, page 164). It is 

ofthe forcesand constraints whic are involved inplanned
 

change,
 

PROBLEM ANALYSIS STRATEGIES 

Problems in systems (whether ongoing organizations or 

newly designed projec ts) may be analyzed by using a num

ber of techniques, none of which guarantees a solution. 
Rather, they promise a greater understanding of the di
mensions of the problem. Two techniques are central to 

the analysis of problematic behavior: Oval Diagramming 
(OVD, page 81) and Organizational Climate Analysis 

(OCA, page 40) (see figure 12). 

FIGURE 12 

NGT BSG 

IVW OCA 

OVI) 

Problems are first identified using a technique such as 

Intent Structures (INS, page 55) to specify c,oiflicting ob

jectives and competing interest groups. The Nominal 
Group Technique (NGT, page 14) or brainstorming (BSG, 

page 3) may also be used. The problems lists may be em
ploycd to guide the information-gathering, the interview
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from simulated interaction among
ing necessary for an analysis of organizational climate, or problems which arise 

Synectic prob- system and organizational components.
the tackling of identified problems by a 

page 6). The very least to be exlein solving teani (SYN, 


pecred from a Synectics group is a better definition of the CONCLUSIONS
 

problem and a creative attempt at a solution. This volume is a collection of techniques drawn from a 

for combining all variety of disciplines and presented in astandard format in 
One highly recommended technique 

thc.e analyses is an oval diagram which describes the sys- order to bring together various means to a common end

sterns better development project design. The organizing theme 
temn or organization. Most problematic behavior 

is a systems approach t,,ioject planning. The techniques
from poorly designed feedback of information within a 

are means to developing . iject designs which are compre
systom, and poor understanding of the far-reaching effects 

hensive, future-oriented, and pragmatically shaped by the
of actions. 

realities of power and uncertainty. While no singe tech-
The analyt miy ltlLitlyteV wi.,h to test the problem 

Iique is the system engineer's ulique contrib ution, all 
6 ames (see Ganing, GAM, nanagcmenanalysis by using 

to identify should contribute to better project design. 
page 124) which are carefully designed 



System Definition Matrix
 
PREREQUISITE TOOLS 

None. 


USAGE 

IWOS E 

The System )efinition Matrix is a prescriptive model 

for identifying the conditions and details that need to be 

specified Indeveloping aplan or design. It is also adescrip-
tile nmodel for understanding and specifying the ctom-

ponetilts of a systen and the interrelationships of the coin-

portents to tile systemimnctitmi and entironne'ot. 

USES 


ie System i)efi:ition Matrix may be used as: 

I) A comprehensive means for identifyingand model-

ing the essential components of a system in order to con-

municatc and to help understand the systemi's function in 

its environment. 

2) A checklist to guide information-gathering for de-

sign or analysis. 

3) A format for specifying details of a system design. 

KEY DEFINITIONS 

1) A descriptit'emodel is a reprcscntation or imaginary 

entity containing information in a predefined form, in-

tended to be interpreted by its user rule., (Thcsen. 1973). 

2) CompootS ,utare which maythe entities in asystem 
be elemental, or they may be subsystems having distinct 

compone nts. 

3) A system isa collection of components wIIhIhinter

act to achieve a cominion function. 

t etiop is the primary concern of the system.4)The 
It is the fundamental dimension o pnrposC. Note that 
functions are not the goals, or tm dcsircd result., of the 

system. This distinction is fiurther clarified in Function 

Expansion 'FIX page 45). 

5) A checklist is used in design or analysis where itemln,. 

are marked or otherwise noted item by iteml. 

SHORT I)ESCRIP'ION 

Tie System Dcfinition Matrix has eight elemen ts (rows 

of' the matrix): plurlose, input, output,seqt'nee, lli'iron1

ment, physical catalysts, himin ,gelts, and iim,ration 

cat,lysts. 

Each of the system elements can be described in five 

dimensions (cOlumns of the matrix): Jumlamnetal, Late, 

comrol, interfilce,and state dimepisionls. 

Time specification of eleiments by these dimensions 

composes the System l)efinition Matrix (see figure I). 

ADVANTAGES 

1) The System )efinition Matrix enables clear separa

tion and identification of the interrelationships anlong 



FUNDAMENTAL 

FIGURE 1 

System Definition Matrix Format: A Hospital System 

DIMENSIONS 

RATE CONTROL INTERFACE STATE 

PURPOSE Treat patients Malpractice 
suits filed 

Provide 
prevcntive care 

INPUT 
Ill and injured
people 50 cases/day 

Schedule 
surgery referrals 

Emergency
medical service 

OUTPUT 
Patients 
released 40 releases/week 

Hospital
review board 

Outpatient referrals 
morgue 

Z 

SEQUENCE 

SEUEC 

ENVIRONMENT 

See flowchart' Average stay: 2 days 

Location,
Locato, 

humidity, temperatureT-group 
Supportive climate 

Monthly bed check 

(random) 

Automatic control, 

PHYSICAL 
CATALYSTS 

Structure: beds. 
equipment, supplies 

Depreciate on 10 year 
cycle, wcekly purchase 

Audit 
quarterly 

Double capacity 
in 10 years 

HUMAN AGENTS 

Medical staff, 

secretarial staff, 
custodial staff 

Hospital 

review board 

Medical 

school system 

INFORMATION 
CATALYSTS 

Staff assignments, 
patient care, charts 
planned, referrals 

County public 
health office 

Computerized 
patient care system 

*See Flowcharts, FLW, page 107. 



components of a system in order to characterize the 

system structure. 
2) It provides a more detailed model than that found 

in Logical Framework (LGF, page 260). 

3) Specifying rate, control, and state dimensions re

dynamic view of the system. This explicit treat-quires a 

ment of time facilitates planning and project control. 

4) Simply specifying the fundamental aspects of each 

element can be advantageous, e.g., the breakdown ofof the9., ilebreadow ic 

system may be used in other tools (for example, Scenarios, 

SCN, page 164, and Computer Simulation Models, CSM, 

page 120). 
5) Complex systems can be structured by treating 'ach 

row, column, or cell as a System Definition Matrix. This 

as far as necessary to handle the coni-
can be extended 

plexitis. 

LIMITATIONS 

1) A somewhat mechanistic approach (input -ae-

quence - output) may not be palatable to project 

personnel. Describing a project in a matrix may be alien 

to their way of thinking. Other techniques for character-

izing system structure (see Section IV tools) may avoid 

this. 
2) A System Definition Matrix is seldom completely 

specified since components may not be identifiable, or 

their specification may not be relevant to the description. 

over where a system component be-Confusion may arise 

longs in the matrix, 

REQUIRED RESOURCES 

LEVEL OFEFFORT 

Considerable effort is required to completely specify 

five dimensions for each of the eight elements, particularly 

since entries in the matrix may be hard to define. How-

ever, simply completing the fundamental dimension re-

quires the least effort and may give the greatest return. 

SKILL LEVEL 
a 

Identifying or specifying matrix entries requiresx. 
thorough understanding of each entry in the matrix, 
Working through examples of familiar systems and con-of 
paring them with similar efforts will provide confidence in 

developing System Definition Matrices. Function expan-

sion (FEX, page 45) is useful in developing relevant skills. 

TIME REQUIRED 

The time required is directly proportional to the com-

plexity of the system and the degree of matrix complete-
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ness desired. For design problems. the d-gree of creativity 

one is able to exercise in specifying entries influences the 

time. 

DESCRIPTION OF TOOL 

SUPPLEMENTAL DEFINITIONS 

is the set of all factors which are1) The e,irinentsalient to the understanding of systems relationships, but 

which areoutside tile influence ofthe system variables. 

2) Inputs are the people, information, and/or physical 

items which enter the system to be transformed by a se

qucnce into outputs of the system, e.g., the raw materials 

of the project. 
the desired and undesired results of the3) Outputs are 

transformation process of., system. The desired results en

able the system to achieve its function. Patients leaving a 

hospital, cured or not. are outputs 0f a hospital system. 

4) A sequencc is the process by which the inputs are 

worked on, transformed, or °-ocessed into outputs, usu

ally with the aid of catalysts, e.g., the steps in diagnosing, 

treating, and curing a patient. 

Physical catalysts are the equipment, ficilities, etc.5) 
are necessary for the inputs to be transfotrmed intowhich 

outputs, but which are not themselves inputs or outputs of 

the system. 

6) 1I himai agcnts are the personnel who may be neces

sary for the system to achieve its function, yet are not 

themselves inputs or outputs of the system, e.g., medical 

staff for a hospital system. 

7) ln/',rmalioip catalysts are the communica:ion (wrt

ten or verbal) and the knowledge which enable the system 

are not inputs or outputs of process to occur, yet which 
the system, e.g., staffing assignments at a hospital. 

8) A Jiodamentaldimension is the basic characteristic 

of tie eight system elements. The hospital building is the 

fundamental dimension of the physical catalyst element 

of the hospit d system. 
9) The rate ditmension is the performance measure fir 

a system element. For example, a hospital system may 

have as its input 50 new cases per day; the rate dimension 

of output may be 40 releases per week. 

10) The control dimension evaluates and regulates any 
element's specification, e.g., more than two mortalities 

output) in a surgery unit may
pesult in corrective action (control dimension) by the 

H-ospital Review Committee. This dimension measures 

.ach element as the system operates, compares the inea

sure to what is designed or desired, and takes action if the 

difference is greater than desire:d. 
to other sys11) Interface dimension is the relation 

tems or elements-a linking entry to related System Defi



FIGURE 2
 

System I )cfigiitiou Matrix iii List Format for Alcoholics Treatnit Center
 

Function 

I:udMt iental l)ii sion: 

Rate I)imension: 

C)mol I)ilicnsi,':,: 

luter face I)iunension: 

Filtoirc State Im)inension: 

Input 

Fundamental DiimcnsiOn: 

Rate I )ilnenlsiol: 

:(Introl Ii.ension: 

Interface illiension: 

Futo re State I )imension: 

Output 

Fundamental I)imension: 

Rate I)imension: 

(onitl I)itnension: 

Interface D)imension: 

FUture State ICimension: 

Sequence 

FundamIen tal l)iiensioii: 


Rate )imension: 


Control Dimension: 


Interface Dimension: 


Future State )imension: 


Treat alcoholics 

Reduce alcoholism 

County department of health review 

Disease treatmleit 

Treatment centers expand to meet rising demand 

Clien ts 

Approximately ten per diy 

Check that no more than two turned away per month 

Client identification. clean bedding from laundry system 

In five years inay take drug re ferrals, elim inate rcpeaters 

Detoxified clients
 

100 perccnt release
 

Check for subsequent referral
 

None
 

Not specified
 

Sign in, contact relative, detain, examine, release
 

)etain 24 hours, notify relatives within 2 hours
 

Check that no clients detained more than 48 hours
 

Physical examination systein
 

Not specified
 



FlivironnnCU; 

Fun daiCntal l)imension : 

Rate )inension: 


Control Dimension: 


Interface Dimension: 


Future State )imension: 


Physical Catalysts
 

Fuldaeiletal Dimension: 


Rate Dimension: 


Control IDimiensii: 


Interface I)imension: 


Future State )imensioi: 


I-Hnan Agents
 

FundamentalIDimcn sion: 


Rate I)imension: 


Control Dimension: 


Interface Dimension: 


Future State )imension: 


Information Catalysts
 

Fundamental Dimension: 


Rate Dimension: 


Control Dimension: 

Interface Dimension: 

Future State Dimcnsion: 

FIGURE 2
 

Continued
 

Social: unsupported, political, decriminalized 

treatment, pl iysical: plLa salit suounn iidiin gs 

N.A. 

Atmospliere should nut Codonc behavior. iio cmddling 

Not specified 

Not specified 

Beds, toilets. hot coffee 

Ten beds available per night 

Check for clean bedding 

Laundry ysteni for bedding 

Not specified 

Socild worker, family counselor 1policel. physicians aid 

24-hour staff on hand 

Shift staff to maximum use hours 

Police referral. Alcoholics Anoiym ous 

Not specified 

Admission and release forms, client identification 

N.A.
 

Four weeks supply of forms on hand as safety stock
 

Police record system 

No police record in three years 
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nition Matrices, e.g., the input of a hospital system is 

linked to tile output of an emergency transport service. 

12) State diptiension is a specification of anticipated 

changcs and plans in specific time horizons for each of the 

four dimensions. For example, expanding the number of 

beds (physical catalyst) in tso years or physicians (human 
;aents) in three ears at ahospital. 

REQUIRE) INPUTS 

The primary input for specifying or developing a de-

scriptive Systeln )ef inition Matrix is to gain a familiarity 

with the existing system. For designing or planning a sys-

teln, see II)EA LS I I )L., page 231). 

TO()I. OUTPUT 

The butputis the System )efinitioniMatrix with a par-

tial t.. complete spccilic ation of elements and dimensions. 

The Systcll Iefinition Matrix may then be used in other 

tools, such as Scncairis ,SCN. page 164), Ganing (GAM, 

page i 24), Cost Ilcnefit Analysis ICBA. page 212), and 

Co np liter Simulation Models I,CSM, page 120). The 

IDEA LS Strategy (II)L. page 231) uses tie System l)efini

tion Matrix as a Itorniat to specify results. 

An altcrnativL breakdown of system elenients which 

dcscribes public service agencies niaV be used to avoid the 

input -- scqlCnCC - output terminology. The terminology 
avoids tile jargon used for tile System )efinition Matrix 

elenents. The list amnd questions which may be associated 

with each celenicnt lnd the corresponding matrix ec-

mmm'mit)are: 

Purposes fJunction): Wim y? What is the mission? 

Backmtooumd Iinformation): What do I know? What are 

their prcvious states? 
Clients (inputs): Who? What are their present states? 

Results (outputs): What are the changed states of 

clients? 
Method ,SClUence): What ways? How to get results? 

Settling (environment): What is political or social 

altnuosphcrc? 
Pcople (lUlllan agents): Who are the doers? 
Facilities (physical catalysts): What is needed to do it? 

)ollars (inputs): What are the costs? 

IMPORTANT ASSUMPIrONS 

The 	 development of a System Definition Matrix as-

sumes that a system can be broken down morphologically 

into distinct components. The distinction between inputs, 
outputs, and catalysts may often be blurred. This is par-

ticularly true if the same set of components isinvolved in 

quite different functions. For example, hospital staff arc 

human agents in a patient treatment system and inputs to 

the hospital managenent control system. 

METHOD OF USE 

GENERAL PROCEI)URE 
The development of a System Definition Matrix may 

bc acreative as well as an analytical exercise. Consequent.

ly, involving knowledgeable staff is productive. Nominal 

Group Technique (N(;T, page 14) or brainstorming (BSG, 

page 3) may be used to discover entries. 
The procedure begins with function specification, but 

may repeat and backtrack as necessary. 

1. Specify the function. 
1.1 	 Discuss the s'ystCm to determine its function (a 

ftunction expansion. FEX. page 45. may be used). 

1.2 	 Proceed to the fundamental specification of other 

elements before specifying the other four dimncn

sions of the system function. 

2. Identify inputs aiid other systemciiiemIts. 

2.1 	 Try to complete all the entries for tile funda

niental dimension coluin of the matrix. 

2.2 	 If a list format is being used, skip dimensions of 

rate, control, etc. and return to them after other 

elements have been specified. An alcohol work

shop identified the inputs for the treatment 

system as "clients with a drinking problem" 
(see 	 figure 2). 

3. Complete the dimensions for each element. 

3.1 	 Complete the rate, control, and state dimensions 
for all elements except function. It may not be 
possible to specify all cells in the matrix, and they 

may be temporarily left blank. 

3.2 	 If an element of the system does itot include a 

particular dimension, indicate "none required" or 

"not applicable, N.A." in the matrix to show that 
the possibility has not been overlooked, e.g., there 
may be no control dim'ension for system inputs. 
Figure 2 contains a description of a partially spe
cified alcoholic treattment system. 

4. Complete system function dimension. 

4.1 	 Complete the dimension specifications of system 
function if possible. 

4.2 	 In this row, indicate foreseeable changes to the 
system function. 

4.3 	Note uitei faces with other systems. 



SYSTEM IFFINITION MATRIX / 73 

5. 	Complete interface dim ensions. TII EORY 
Where appropriate, complete tileinterface column of 

the System Definition Matrix for the eight clements. Thc theoretical basis for the S'stem I)einitiun Matrix 
is 	 founded in the theory of' sy'stemns.Indfigwhts

For example, the alcoholic treatment system inputs 	 Ite In iiig what is 

(clients) may interface with the output of public ser- nt by a system, different termiiology and levels of 
detail may be used. but Cssentialy a decriptive Iiodtl is 

vice agencies (e.g., the police), 
developed. 

The System l)efinition Matrix imposes a morplological 

6. 	 Check the matrix for completeness. structure on a conceptual model to produce a description 
similarFill blank cells as additional information isgathered. 	 of the system components. This may differ from 

systems descriptions ill the explicit treatielt of sVyst'il, 

fuinctioiis amld diiiicusions 0f rate and future state. Naller 

7. 	Repeat process to desired level of detail. (1970) is responsible for the System I)efinition Matrix 

Repeat the process for particular cells. For example, forat, p.articularly the emphasis .n function and the ex

the control dimension of system Output may suggest a plicit treatment of catalysts. 

subsystem whose function, inputs, onttpnts, etc. HIiav 

be specified in a scparatc matrix. in this way. atvery 

detailed morphological breakdown of a systei and its BI BLIOG RAPYI Y 
subsystem s may be modeled. 	 . lDcsi. Ho1Miewood. Ill.: R. I). lrwiii.Nadler, Wt'ork 

1970. 

IDIA 1,S (.oiiccit.Nadler. (W. It'ork Syst-'tis I)vs Pi: Tl )EXAMPLE 
HoincwVout. Ill.: R. I). Irwin, 1967. 

Figure 2 presents a partially specified System h)efiii- Thiesemi. A. "Somjie Notes onl SystemIs Models and Model

tion Matrix (On list format) for an alcoholic treatment ling.- Ilitcrnatioial .Iourpal of Syste'ms Scincm- 5 

system. (1973): 145-52. 



Tree Diagrams
 
PREREQUISITE TOOLS 

None. 

USAGE 

PURP oSE 

A tree diagram illustrates a set of complex relationships 
by fitting them into a hierarchy of related factors. 

USES 
re dialgrains are used to: 

1) Describe the relationships aniong objectives of a 

project (see Objective Trees, OIT, page 49). 
2) Describe the relationships among alternatives, its in 

mea -vn'ds analysis or Decision Trees (DTR, page 141). 
3) Clarify sequences of relationships in Interaction 

Matrix I)iagrams (IMI), page 92).4) IDevelop relationships among variables of a system 
as inDeelope reatiunships aythe variablesdaovficasoits in i.lluepce trees which may then be redrawn as oval 

diagras
irid VD pare ffrbranching 

among different sets of factors, as in relevance trees, 

KEY DEFINITIONS 

I ) A hierarchy is an ordered structure illustrating 
which factors are subordinate to others, 

2) Aieis-ends analysis is the identification of alterna
tive actions to achieve specified ends. 

3) An ifl encCe tree diagrams the variables which in 

tlt._nce other variables which are higher in the tree. 

4) A relevance tree diagrams the relationships among 
different sets of factors at each level of' a hierarchy. 

5) A model is a representation or an imaginary entity 

that contains information int a certain predefined form and 

has specified rules for interpretation (Thesen, 1973). 
6) A tree graph is a set of linked elements where only 

one link exists between any two factors (see figure 1). 
7) A branching rule governs the construction of rela

tionships hi a tree diagram (see figure 2). 

SHORTI DESCiRIPTION 
A tree diagram is a model which describes a set of rela

tionsips by using a treegraph (see figure 1). The branchtishpbysngaregrh scfucl)Thbac
ing points arebacigrd.Tetpso factors related to eachatr other accordingn to ahw h 
braching rule. The types of factors shown and the 

rule used arc determined by the purpose of the 
diagram (see figure 2). For example, project objectives arc 
modeled as objective trees (see OBT, page 49) to describe 

subordinate relationships. More information may be 
added to the diagram to facilitate analysis and to clarify 

relationships, e.g., to identify the !cve!s of i relevance tree 
or to assign weights to alternative outcomes. 
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FIGURE 1 TIME REQUIRED 

Tree Graph Form Tree diagramsi may be drawn rpllidly .i.tie dehl op

iIlentis usually quite logical. Some tie is ,Cl',5.,If' 

Lveihr ' ii i n tli tltioI-gitile ing .ild ai i s,,is.A pClit ithi on the 

particular type of iCe di,,gac. 

i)ESCRIITION OF TOOl. 

NTA. I)IINIfIONSSUPPIEMlxvl 2 
I) A s\,it(m iS .ACollecthtii I 11 1 )( ItelA )I o tLtk I \whlh 

ace to ,aClieca Collll! fuinctioii. 

2 A, ()iinOmitiil of I,stcIsl isrllUtitv whi, h may tw 

elt'tCt tal Olrit lilav be d in,\ ,teIn hilAvilg distinct I il 

eltt.s. 

3) A st,)lp)iig rUl detertilwlils WhI 111\ ti ,n,11iofI the 

tree diagratm should ,nd. 

4'blechaei inil d e ClLCs Ch ,H iluls h ItI I 'i

able. e.g.. the ACCEPTANCI (W: INNt iVA'TINS is in 

iluieiited by tihe Y1 LID) ) (UIS.CROP 

0..v,,I 5) "lhierc II ct rh'latiollhil Wiheni onisl IJ,,CI,'r-/)Id 

i 'e.L',. variadhic il a product of the othIli e.g.. RANt; L IH"i i 

P ilI .product otAVAIIALI'AS'Ll 

KY: REQUIRFI) INPUTS 

0 Iactors (variables. objectives, altcraitivcs, e.; lI pnrp't of it tree digram shioi ld1WCelyh'e 
- Relationships icausal, influeti:e, subordinate, ctc. tblidled prior to it', constructioin to dettriti eithe ty\Cv, 

of factors to be shown and the Ielitioiiships to bw dt

scribed. Sonii familiarity with the prohDiei toitexi i., 

Icessr,,,rN il order to be able to dt)iCt rClatiishlip Sand 
ADVANTAGES identit'f aCttor
 

A tree diagram is constructed by doing a logical break

down of complex relationships. The braniches of tlc dia

gram reduce a set of relationships to its essential compo-" 1 T 

Tree diagramming results iiladescription of d cLGIIj)lCx
nen ts to expedite analysis. 

set of rclationislips. Simply dcvcloping tit tree diaglaii 

may be sufficient for gaining alnuidcrstAnditig iiito tile 

LIMITATIONS ,truictture of relationships adll tileSpan of relevaice of var 

A tree diagram implies i level of determinacv which ous factot s. 
usual lythe i[Itermedia te may be unwarranted. All elements of the diagran can sel- lowever, tree diagrams are 

a fact which luist 1iot be output of a more detailed atalysis, e.g., iltfuiteuc diador be detertnined iti advance-
overlooked during subsequent atalysis. granis may Lhe coM'etcd into oval diagrlals (lVl), p).ge 

81 ).and additioniaf if ornltiol Can be gAtILeriC t) Cotu
ple te adecision tree! !1)1'(,,paige 14 1 ). 

RESOURCES
REQUIRED 

IMPORTANT ASSUMII'IIONSSKILL LEVEL 

A hierarchical relationship is assumed to exist amotngTree diagratmnhig can be learned r,,pidly with practice. 
a tree diagram. For cxamnple, if the set ofBecause other techniques may be required to make maxi- the clements of 

of the tree diagrnam, the skill level required de- complex relationships describes a system, then the treemum use 
diagraiti deconiposes the systein ilto Cohl0n)cvilts, each of"pends on the purpose. 
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Fundancntals ot"Ircc Iagramuonstructiol 

TREE DIAGRAM FACTORS I)IAG RAMMEI) BRANCHIN( RULL
 

TYPE
 

INFLUENCE TREE SYSI EM VARIABLES 	 II)ENTIFY THE VARIABLES WHICH INFLUINCE 
THE VARIAIlE 

IIDENTiI:Y 'THE IFACTO)RS ASSOCtIATL-FI) WITHIEAIIt 
SETS F I'ROGRAM FACTORSRELEVANCE TREE 

FAC "( 1 IN NEXT HIGHEST LEV-I. 	(F THE 'lIE:IE 

OBJECTIVE TREE OBJECTIVES IIFY T1IE )BILC'VLS N-Ct:.AR\ 1" ACHIEVE
 
EACH HIGHER (LE.VE
I.E\:EI BE(TIVE 

,WO 
HW()\ IS THIS A(,liL()N T(O BE ACHIEVEI 7 
\\) I ( )\VN T I TREE: 

MEANS-ENDS TREE 	 ENDS AND ALT NATIVE ACTIONS WORI K I. l' 1T1131T1(1E:
 

HR)W IS TIllS A(TFI()N 'I() B1E UNI )EIIAKEN?
 

DECISION TREE 	 ALTERNATIVE ACTI()NS AND EVLNTS IID)ENTIFEY A TERNATIVE A(F:I'()NS: 11IENTIFY F-VENTS, 
WHICH AFEECT ( )UTC()ME ()" ACTI()NS It :PEAT INTI I. A TER NAT' V ES AR EX1IA IISTE ). 

http:N-Ct:.AR


FIGURE 3 

Relvance Tree Examnyes for Family Planning Program 

MISSION GOALS I OBJ ECTI V ES TARGETS INSTRUMENTS 
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which may !t) fu rthr b;ol..ii iitot1+olloellts, etc. (r The loilowilng excerpts from a description olif M.I.T. 
cv'ry systet' ,y be Subdividhd iIito subsysteius..ind con study describe the factors aflecting tilt, cotnditions in the 
st'(tl veryell, sostnl is a comlponenit oI Moillie laiger Saull: 
system .1 

I'V t .'I [ lld Il' cd+,t It, +;It 11 llt[], M 11; \ I 1 lIltl LI ',i ']' tll"
W E J I %I- ['t llI I t I i II\ I I'll I ,,IItll , itt'AI i i 1 1i II I I c1L,Il t 

M I'TI I1 ) OF USE c,,w' .iid ,ut, illh l.i d Aith t ... . , d i i. . 
h'.two.Il WAtC, hl ,h. . \%k tu 11a ~ll, I, %%,,IIllil: i l l H IL .111 1 d t illig 

G NI+AI. I'lO Ct(I)C)UI:t l t.'i, , d,'o l niL.e' till -u11l i , ti idvl,,ud Intlu .i diggigl
wL']i., tillr11tlg iJIilt (th(. 1,.1a.'lllt' *1 Il111 li-. 'ILu l ,i til ]"l llil I I , l t l 

1. I )r l+Iei-i ti liltV tit' lfactors tt) be showl 1)11 tile , . ltui , u:iin. im-t:luh. t th i , .'iig lald Itl.l1ig1.1i11, O W,+,I* L~f l +ItIJ t i lt. \ aI tt, t ,It N , , ll.ill\ ,,ll]t J%%ItiI: th el !,, ld 
+2. l it-rinlinet' ilt- a+p p~ro pti.itt' lran iig r tilt. I,I rl t, II, I,\ .I, "II,. i.,~ II ( , , fillill," Iteit, 1,% 11t !,%% d Irl 

it'I hit' , 'tilig iactor tee. iti'lu .ci 

-I. Iteitlily ltelatt'd ilols t rl., ruth \itithlie 


3. i)tt I lilt sl ll tile se.,uti Wit,. t, tt.ui ,, r nil that his .liti t.l\ Ieen 
Il' uisinig e ching ' IV'rgItCud .11l. Sttu rihti it .Z, hut, htuilt *,t':,.l 

.oltl show as c i the i t... ,, . ...11,1111 Itr.l stt'lilll| lg frolm startilig t.ut 

,c[rie ar Slippi. ti. s tDi - ~tiahlt.. ,,lete, teis itilt- I't t .'- tti 

l th e ,ltS tilluiliiips ll0. ) t-Rhj ll ses Ii 'l r t'i)h )et'isi ii il'it'e i ),gt at he, t i t it ci ii i t al Ps 
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lties ll prir.Ito'Io5. l i hea sllse51'01 , ltlstrhr +tiletre ii t .tt ' I , L iUN ,l. Add ll inyviia . i l ll'0tlLiltsis. d lil+,t l hgi t Ni tNaI til + , + its i tl,'rl' . r I ,iisd Clitistll'ilb W icild t ie i lt lt.il 
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unh'ssIt+Iclil' sl~ppi+g , ial e i 
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i~~l~lic.tit i, nu,,+iti 'isal : t citl llt d t .ib+i ti tued-Thl ietil i - ,tis tcausCelitet. wir filtn)SIZtli . ,alliWIvip,
E!XAML ESl¢t 1',IlCd I t)S'Ti t t it)I<.i 111 111t(hICitt.tC,tt.L i ,+ l.tlli,+ l 

1

I) \ tw Id e il iI i l lt t oe tis '15- tle c vari a l n)t A TI N i. >,ii tu ,ll\, t U edi itt S ,il uici,ie li tI e 

)il hililit C h iiu _, ()t l)ive i tio iS JrCp o u d ill th ts 

t IgClti I) T ' s I)T Rl . stl C iL th a t it iti ll r il t tie)lt ct.'iI by6 1.11 )oi iLleC CC N ICi.it)lilts th , r 
ti3) W, aat lrilelt' aritesititirir. t'tltIdl tII tLSCri i tie, ) l141 a ale tilt ll ltillli tlei I . t ilSlt te , l ti eth 

i a ri s do 
e v a nc e Tree I )iag rain I ) to iI eflL 

A I'eL'VdiICC ucestihe l btiUs tS~tili lotid e psnrib it b i'aticiii lilt [llt tilt'e 01 tilships o1 diflcit-nt el.Iill++ts illi ,i l1lliily' plani dsieIe Itiuel i engiiproglrail t iis e 
k+++,eIigtirc 3). ()thile[ IcIl~tiOli).StiIt>.. ,_ill bet- di,iLLr,1iintned b%' intI.'rItinig 

'artL e i si. ende ittiiie vliabl is t lietification o tiltthe "llois" h it s variable to Change" ill tie 
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Sition ?"I* 
 l ite biu tac i ngr t wert-, chi,+tgcd tol:
 
2) W~hat ar+e tile objectives which c.u, restpond to eacl.hg
 

goalI? Idell Iilfy Viari b1lts wh iCIh Irc I11t Co Crne)t,' 111 aibcn his 


3) What ,+re tile tairg2tts lfcneach ubjecti\'+?
 
4) W hIat 
 arC t lie ililts t i 1 ellt s I C le va ll t to Cach1 t.irge t fotr tile direction 01" iilttlueCIIC iIInpliCL, by' the treet. StiRICtllL
 

.Ic o l-'t hl 1;the objectivt-'
,lll w ou~ld be_rev'ersel.d. (;el11_rill),, it I.s easier tu sta~rt with ob
Ide-ntitN ing th~e ili.,truMi,t CoulnlltltS tile treeC ;iIIL . crvcdcltteccs~ti~d attempilt toidettClati su , '
 

t~hu.s dtecomposes.. ,+ comlelx ioglrain it its wariOLIS TWO 
Stop11)llgn rule,, \ve. to telUsed inaite thle branchi
e l e m et 
n t s . i nig pr oc e s : 

inftliccree |)i-+gralii 1) S'top) with any variable which is already showin oil 
M uLchI Ofttie success Of tiI techlniqu e depends ill the the dijgah i , or 

ilrt ,lnd exlpertise of' the anlalyst. The examnple tliat follows 

e'xaminles somlie of' tile relationships \whichl describe the' no -.'+.I.N., - "F'liap.dy),il tilt- Commons~i+,.' ill Atfries,," +e;ch ,ow/,y Re
in1 .11. p'as t o r ailis ml c o - s)'s t ein , Lc b c r-N u\,c vmb a..ic , (t t , 19 7 4 ), t11. 73 -7 .. 
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FIG URE 4 
Influence Tree Diagram for Nomad Pastoralisn Eco-System 
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2) Stop with ally variable which is consirdered outside 

Ie firp~Os' ,t the system, and which is not likely to be 

irtfluCtied by 111N'ther fat tor previously identified. 

RtIh. 2 Ij)plied fr variables, like SEASONAL RAIN-

FA I. I. anod SI )CI AI. V ALU I:()N C( )NSLJMI'I'I()N see fig. 

1). Aysummig rI thil esCCyste fiiiictions touSstalli life 

oil tlie Sahicl. the1, Ylri.le ,ie cosMidered Outside tIre in

v.ith thlitu'tV ct i ft,A IN1BI svte. 

w'Vl t es e.g.. I liF I) SIZE )and was 
rRUIC I il'licd Sc 

eIph1y d to kVI)id Cdidit branching. When r1n1iers 

brari(lrih telrirnate with the same variable, an oval dia-

gram is a nricecrimomicl f trin of representation for the 

ctr)ill)lex relrirrI.Sip:,. Tis cx.arrile is continued iin the 

det-r rliori of tlIr OVA diaigrrniriirrg tchnIiqueC 

page 8 I;. 

T'ree diaIgr.irris ale routed ill graph theory and the repre-

sentation of hierarchical relationships (Warfield, 1973). 

The ad 1 rtiu of tree griphis for tire trec diagramming tech-

IiiqIe relates rIrore closely tin s..ters theory than t 
ri.theriitical tr ipolog y. 

has described the structtral represen-Warfield 197-1) 

tations of complcxity which emphasize tIre correspon

deuce b'tweeri a i: atiix irid a graph of rclationships. A 

tree diagrari may be used to trace tine linkages in an inter-

imitrix diigrar IMI). pIge 12) ill order to clarifyaction 
the ilitel.I til,. 

The decoiipOsition ofa set of conrlplex relationships by 
1972) has called ,,process of

techniques., whichIHarrison 
repeated-:;urbdivision." assuLnies that tIre relatiorsiips 

form a hierarchy. The hierarchy may be a chain of cause

effect relationships, the nesting of one set of components 

within a larger component of a system, or the ordering of 

objectives from the specific to the general. 

Relevance trees have been discussed extensively in the 

technological forecasting literature Alderson ard Sproull, 

1972) its One of the more useful qualitative techniques. At

tern pts to quantify tile order anrd strength of the relation

ships iin a relevance tree ,iscicr, 1970) are beyond the 

scope 0this pres.ertatioll. 
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Oval Diagramming
 
PREREQUISITE TOOLS 

Tree )iagrams (TRD, page 74). 

USAGE 

PURPOSE 

Oval diagramming describes a problem as a set of coin-

plex relationships among system variables and variables in 

the system env'ironment. 

USES 

An oval diagram provides an explicit statement of cause 

and effeet relationshi thii a systein and between the 
system and its environment. This diagram may be used to: 

1) Examine the internal consistency of the analyst's 
conception oftthc complex relationships. 

2) Comntunicate the analyst's understanding ofcausal 

relationships to others and to provide a graphic definitio,, 

of the system. 
3) Promote further study of hypothesized causes and 

observed effects, particularly when these represent prob-
lematic behavior. 

4) Provide an input for techniques such as Computer 
Simulation Models (CSM, page 120) and Scenarios (SCN, 
page 164). 

KEY I)EFINITIONS 

1)A vriale is a factor uscd to describe a svstcii 
which may change value as a function of time. 

2) The eull'iromlntnt ot a systen is tie set of all factors 

which a: salient to the understanding of'systcis relation
ships, but which are outside the influence of the system 
variables. 

3) Dytnamic behav'ior is a consequence of delayed in

teractions anmong system variables. The dynamic state of a 

systein depends on the prior values otstate variables. 

SHORT I)ESCRIPTION 

An oval diagramn is a model which identifies system vari

ables in ovals) and the connecting arrows which link the 
variables together (see figure 1). The type of interaction is
deternuined by considering tie effect ofa small change in 

vral t u antd faohr 
ote variable on the magnitude ofanother. 

An oval diagram is constructcd by drawiig on the ex
periences, observations, and intuition of the analyst(s) i,, 
order to translate mental models ito an explicit state

nent. This statelicnit forms the framework for testing 
hypotheses, gathering additional data, or analyzing the 
systern's dynanticbehavior. 

ADVANTAGES
 

1) In oval diagramming, complex causes and effects 
arc seen as expantding sequences starting from a key vari
able. 
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FIGURE 1 
Oval Diagram for Nomad Pastoralism Eco-System 
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2) The thought that goes into oval diagramming often 

uncovers relatiolsips that may be the key to a further tin-

derstanding of'system behavior. 
3) ()val diagrams facilitatc Col iilCat6in bctweCii 

anIalVsts and decisioll iiakers by hliglhiltilig undsCirable 

effects and relatioliship that require carefiil attention. 

4" by treating assuluptions anid hypotheses explicitl, 

oval diagramus miay resolve discrepanlcies Or defticielcies ill 

the mental iniodcls used by decision makers. 

5) THi span of relevant facturs is easilN slowl in the 
Oval diagraM so that clhaigC., ill the problem scope can b 

accommodated by changing the diagram. 

LINI ITATIONS 

I) I)iagramming all conceivable interactions rCsuilts ill 

ii complex and unwieldy diagraii. On the other hand. high-

iili'c ices .ibi itly aggregated iiiodels miay lead to f.ilse 

systemi bChavior see I)eNeufville alld StaiOld, 190)a. 

2) The validity of the oval diagraii can Ol\ be ini

feCrred by relation to Cxpericncc. Any hv pthesitcl reil, 

tionllip ,iiay be proven false by a statistical ahilysi. of 

data, but failure to do sO d10e. not validate tile relation-

ship. FOr exalpl!C. it may be dllllstr.ltcd that , rclatitl-

ship between NUMlBER OF1 X'I'NS I( )N W()lK 'I(S and 

N UMBER( O) 1: A I FR S 1:NT ERING A PlR )(;RAM 

doies not exist: however., 11 test will is.SSlC olle that tilere 

isa cau sal rclatio.hlip. 

3 An oval diagiamin ay bC idiosy nira tic bec.au se there 

is 110 uniue represelItatioI of a CoIlex set f relation-

ships. 
-1) The Selection of salicnt variables and rlatioiships 

reflects the biases of the aiialyst, eveI thOll lgehtdiagrAiii-

mer may attempt to incorporate shared values intto the 

hypothesized relationships. 
5) The oval diagraii is i descriptive imoiidel oily the 

couuplex iliteractiLi of iiultiple variables and relatoll-

ships caii only be inferred. Other techniques are rc,uircd 

to fully understand the behavior Of the entire s'.stci (see 

Computer Simulation Models, CSM, page 120). 

REQU!RED RESOURCES 

LEVELOF EFFORT 

The level of effort required depends on the planned use 

for the tool. 
1) If the oval diagram is a first step ill complex miodel-

ing and systems analysis, then the effort will match the ill-

put requirements of the tool used iinthe next step. 

OVAl. I)IA;RANIMIN; 8.3 

2) If the tooil output is tied for collimulicltiOl. di, 

cission, Or traillillg, thIeli 1l41'e e '1o t IIIV be speil ol IC 

ining tie final diagraii. 

3) II tile tool i. designed to f.Itciiite rstimdhlgas 

di aid to decision making, or for carifk itig issIes. teLut 
mIore attetltioln ,iliIst be giveil to 0ile developiiieiit pIrIOcTY 

and explicit tr'eatlellnt of a.slUm)titllis anid l,\ pothceses. 

SKILL LI'VITi. 
l"rh,,nalyst Illust be ableCto tileItpblcl iiid ClIvi 

rolient as a systel. A Sv.tii I)efiiitin Matri\ ,Sl)N, 

page (i7'r may be u.el litre. 

\VicI ideitifving variablc. there is a teIIdeIcy' tm,thiiik 

oinl ill termils Of SvSttili COII l leilts, e.g., oi .mlii/iimiiai l 

units. lhus skil u.sCd to)ideItify sy.ell f1liICtiOll 1:111h 

and system pcr rIiiiiihCCtiol EIxpansionl. tI:X. page 45 

ITICdSurcL ',Ltgictl I"raiiiwot k. L(; :. page 260' CdlI be use

flti. OvI diagiaiiiiiiing ,IiSt be he,irii'd by repeCt d a

teMipt, at describing complex Ielationships. 

TIME RLQU IR') 
O)val diagramIls Iay be cOMstrrictCd 'ithCr ill a shl)Tt time 

hess thll all hour , or over a longer tile 'e.g.. tile lifeli1.1a 

pr"o.cct i, dependig oil the level of detail aiid iliterlal Con

,istelCy desired. 

I) :SCRI PI ON o F To L 

SUPP LEMENTAL I)EHlNITIONS 

I A cimsld chlil is .1sCquenCe of caI'SC and effect re

lationsihips between v.aribles ,see figure 2). 

2 A caMsal 1op1 isacausal chaiin which is connected sit 
that a cluge iii ay variable eveitt, ilhy feeds back 

thrlough the chain to affect this variable. A caus.il lop ]las 

dbatk effCtI. s'see figure 2). 

3) .lititally-Cais/ variables oCClr when a change in 

one variable causes a chinge in another which is fed back 

10 affect the first, e.g., , causal loop involving only two 

variables *se figure 2,. 
4) Feeldback strnillre is the set of rclatioisiips de

scribing a system that involves one or more interlocking 
causal loops (see figure 1). 

5) Correhatioli isaii observed relationship between two 

or more variables iii which the clhanges iin one variable iiay 

be associated with predictable changes in onother: the re
lationship, however, is not necessarily cause-cffcct. 

6) L,,ical incoisistelcies occur when hypothesized 

relationships among variables are iiconsistent. This iiay 

result from ail imprecise variable LIc fiiitioii, fauty logic, 

or a coilfusion of corrclative behavior with cause-effect re

lationships. 
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FIGUiRE 3
Kinds of iiitcr~icthils: 

Types of Interaction Between 

1) A ditlt 'JJl'ct is ll it'r. tillli bctweCll two vari- Two Variables, A and B 
ablcs so that a change ill oIc results in a similar Cldalgt in 

the Otht'r, i... cithcIl boith illclcasc or both decrease scc+ 

figUi 3,.A 	 

2) Ali m,,,r'ted ji,-]J( is ill intciractiioi between two 

ill 01C rCSultS ill all cIj)),Sitc 

chaulge ill the MIliir. i.e.. it onC ilLl'tase's the other dc

creases, if oneiC(lcrc'a.,t:, the otfict illcr..ls ' see figurc 3). 
If A: Th'll B: 

variables s, that a Chl;ligC 

3 A thr.,hoIlll jIetl 1CIS Whl.n 011C variable does 

ilt change unitil the )thc variable changLs signi'icantly 
(see ligure A'. 

-I) A vairiabic inttraction is irri'l'r.sible it the variable I)ircct li1crcacs Increascs 

O)iily ilnc rises or o ilN dc, Icca,' IiguirC -lcc'se c 5, 

I)cccacs I)Rr1: 2s 

'______________FI(;UlItiL 2 

Mult iple (aisal Reltioislhipls 

Mutually (iusal Variables 	 EXAMPLES: 
+-IYHYBl) SI:l) YIFI.I)S Variabc A: iuil-tlic NUMIII.lS \'.liilbk' 1PI',Et( t)F NLV, AI)l ' 

FEMAES (Variablh A)Pr PCtrIElatio 	 (iW LRTTII.Ppa'UI.ATIhN 
produccs NUNELIR OFi IiI(TIHIS VAritblc B) 

' 
FI(ILI.IZ :I'IKAPIPIEII (\'lrj'iblv A causes CR 01l 

YI.LI) (V'tri,blc B, 

Poplaio 	 Brs 

A Causal Clain-

I A: Tilil B: 

it\'crtL-d Ilcrcascs )ecreascs 

1:11ec 

A Causal Loop: Feedback F ffect 	 )ecreases Ilrcases 

Reere 	 CEXAMIPLES: 

+ANTI-SMOKING ADVERTISING (Variable A) influences 

CIGAR ETTE CONSUMPTIO N (Variable B) 
EXTENT O1' FILOOI)ING (Variable A) produces CROP 
YIELDS (Variable 1,) 

Decposits/ CONTRACEPTIVES AVAILABLE (Variable A) causes 
Withdrawal NUMBER OF BIRTHS (Variable B) 

http:FI(ILI.IZ


I:I(;URE 4 
Illustration of Threshold iclationships 

I-I I+ 1 

Imverted 

°lihrcshold 
EffLc t 

A must ilicreasc 

significantly be fire 

I decreases 
or 

A inuist decrease 
sign icaitly before 

It increasc 

I )irect 

"hresh ld 
Ailfict 

A ilw. 

sigitkfii dvtlw i, 

IT iLt re.asc 

,r 
A i ist di' i Ntv 

signil ithilt]% bti ,r. 

It lt l asuN 

EXAMPLE: 

Whcn POLITICAL AGITATION (A) excCeds a leve'l of 

tolcrance, the LEVEL (OF CIVIl. L.IBER'TIES (1t) is 

auffeted. 

"NAMII E: 

\zit, Ci)I)IERATIVE MIMIERSI III' (A 

iireshold numibter, FAI(MGATE IRICES IIlt 
IafeC te0d. 

t d 

nl lie 

FIKUItE 5 

Illustration of Irreversible Effects 

4 

If: Theii: If: 'Thci: 

A increases, or C increases A deCLreascs, or dCd ,L'.tWS 

Irreversibly B decreasts Irreversibly , iiiCleaSt's 

Increasing Icreasinig 

Variable Variable 

Otherwise C is unchanged O1therwise C. ii ot hanged 

EXAMPLES: EXAMPLES: 

Increasing PRICES (A) cause increasing WAGE DE- Increasing 01L CONSUMPTION (A) dtcrCastCs (depletes)
 

MANDS (C) tue OIL RESERVES (C)
 

Decreasing PASTURE RECOVERY RATE (11) causes Decreasing PRODUCT QUALITY (B) dccreases (destroys)
 

increasing DESERTIFICATION (C) COMPANY REPUTATION (C)
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METI 101) OF USE
RE(U IR I1)NI 'I'NS 

I5nlot v tile is( )val digl Jllilllint , I ttLcti ,,,eill )Lirpl)s' (;ENIRAI. PROCEI)I .E 
.e-lici' tltdilg (,d,cu up1' lFalc , illlll " 

.,lr dig a pro
toif~lC 1ML,, ti 


i g i
nlis'thcrcfmre desiriablc, te ()val tliil..ar.Illillngr f r i isi !Sl essentiallyrtn tt a trial and error 
iltywith tile' lpr,b~cm Nitutlii 	 ."lh 

cdurc i.to start' with i 
lt 	will colle Ir l 1 basi underc , 1 iti:h tilt' i'll 

stltldillg 0l t.Itil ls' Il ' Illent lIlt that Ire il 
I
tice di.lgran: T1 I).page 74, ,tld wh1el tllilll' 

til glt It 
c.g.. tile llti 	 c di' T'Dt page 74 t 

{trllnttd fit1)11 \Ilt'lit' .iitd OhslvpltiIm. 

crcllt 1 raliCles ( It tile tre e . 
I tt a .lll,tile I,,ttw srsk ce it'tl tCIllI-i llig ill d i tt' 

di. gl ,llll ,t t' t tkuIStr uctCd b yWICll) VAl llda iwil l le i t ee.
 

u t'tit1.110 ',C.tC LV w ithr t Iitch tt) 

IlI ent : ' hI,1Lu1ld b rt..lly IC CtIbcrI 


t., u l lllitl\ tii .nl
tileti , l .II . til, i 
r
t' lt'Il ll l 	

,ttt . 'l 
1C S, c 	diiagra e o 1 

1. o(ClItlic t J i 
. 3 I lIti at . 1 lliVV, 'ri llcli r*t i till) i p ar rs. 

b ce ttll it he lp"T"M p ,a,c
' l ' tCt' Si111s tl1,1 ilt.1), 74 iv 	
tCo ll

.2 i )lC lt I l t,lr ti t \ . i,l e s\V llt d CiSglasl 
I 	 I II I %t'5I ),t1t ig .111(1 Li 

. tirit'l,1 CiLit'itiss'- s i t it ra i ttlivciiut vatiid -Irllit Alli in-g. IIL 	 te .i r AtpctlelL
i itilt i 'l il' iC,r illW .t'rAltt IM ll tl i ,l i I Tti 	 telllls.page 9 .... 
l 

Ite Vic t tbitat1.3 C In~tu tt he t'r' bla'itill t le e a 

ili e,il ti r ,lls wi Ch ibltueneCil har r scnil 

the.ute oiJ c Itivrible as mge vtll 

to)o va l d ia gra m f 'ol-n.
:]tolvr th e i uflu e n c e tre e 

'I~ll(-W)L~'dl~I~ilt Sg T III VII CIII~r~o id V ,I 'V,~ ll iC 2 .a ~i!d~grm rwd l ~~~~~~~I lt)citec , itingvtiLlcithThtr~~~~~~~~~~~~~hc agahc 2 I)~tlti'the titrll+s 
ec. 

iv t e g viilt'reia(IL~ltIa SI SblN, page 164rLI it'CiIllirjI y'l tl~uI 
rOlli s at r . 

It) 2 lll t ia tt 
tit 	i.A tl111'sl'VSi I S 

t ia Vl itIl t'lt.l ld I ll -d
Statel cl)t l 	
3 ti et 1 jltti) lp til r e e

le illiu r c ishi 
' veiutt . II 

ll. Tal itil b ver the 
teScti o tile Svtttl.ll t 

Sa( e tIl Vclti titt tetI .tea 	 (lle .illt'1 tiexcep ertd l t 4) 

TIilt. lb iiit' l Il u.'',ttltit l tile re1- ch ipt.fvariables.
ieC llakes IICud F em igcit.rt, 

m "' 4 2.5I tiC, I 'l ()t repeat v riaebles o ISly sh o w n v ;" ,b les .tie diagra . orm:'
rltit I l ipll. Tl e I,V.11d i , grm ]pt idc b a ic in p u t t o Sdl loop)sbuCk t C) I )levi 

page 164, tp '4ther titilt', itilie prSCN,
l[Appy ,l,SCrteprisp 


t,'i' 
 t.
' bclivit)r.
eagr tilldersttlldillg 01' systeeellm ;..a Lienti3. tohe It llcrilctioisbetwc isttitsi 
sltlr 

tw vriableswd a 

S1ti1ri inICIciISeri st,'L 
3. I olate va t imtgin the effect iat 

ilr tilbC variatble tll have 

allother
aff cted variab, assuming that 

P ItheIs O T T A S 

whether ltvariabre t ionshi isidirev cto riilileO,.,. Setti WclbltdiCtrtc 3.2thecimi mt olll4111 tSll'rt ll Iti 

i'b' ,etI tleSi' utttl eSt, d bt-htvi l l r ll d select chtice., v-rte eject .see figure .3.
 

of action. Mental modtls iay be very complex, yet tre? 3.3 Indicate if, thr'sh,,h v'ject ishypothesi/ed (se
 

ilt figureI 1 ltr 
llteldL ltiAillil tjtltlcit I lett iference frolll t 


is ma kcrs SgI ie depen 3 A )i 0tet e interaction is irreversibl,

tiarS Of tilte i tvall di t rreiig Is In if vi-i dle 

lbilitVy 1,'1M t'ag74d C i.i IItt' t 
ases 

t 5.t e.1t lig re5is.l 1 
ztise. lyte Illv 	 i 1 f'l ()I' I()N tle tt Rvewtile diagra tott CA restt 111d ,ISS1l1111CLIII~vp)OtIhi,1cd tCl,ktiOII-.lil)S
tileIlt(I'' A'.l Iiara rep eiltltIILt 

.4. Idt'nltify' varia les tmtsidc the system. 
°rRD, page.4.1 Apply thle iriluence tree stt)pping rule 

Thldel' t. i(ISb tCj iribC sieljISM CIitj-j 
74,, to identify any falctr which is outside the 

fledby~llll~llideiug~l~llge il tie cus~l v~iilleInfluence ol'other varialbles within tihe system. 

IIrge tuaigi- 4.2 Friclose these Vailiablc., inlI box tO distlinguIishIkelatil.hilIS ofteul Change .luIIJcter wheuI 


tilde iII exAuuinlil 0o this beha,ik theml from System va.riaJbles(optional).
vilri~lti.)IIs oLccur, b l t)r 

is 	 0t itsileht:provinIce 01' this techiqueIIC.
 

The oval dtiagramtl delfiuititn of"tihesystem 5. consistency,
Review the diagramu t'()r 

a similar level of'detail/ 
represents a 

that is,tlistiuct fr'm the envirOlMICnt. Setting a boundary 5.1 See if' the variables reflect 


be tw eenI tie S 'Stell .11d its enIViro nm11c~lt iISSL ICS a bier- ggr gatio n .
 

the largr
alrChiCAl rclitomship between systemIs and 

S},stellSwhihheltt~ltilll,tcn~,,lil en iro tntntll ')val diaLgrams mav hec mi)structcd fr-mri Interaction Matrices (sce 

h cra ch NM ,g 92). 1111 this culphA Wsi 'irst,cc I p 	 'cs identiintg all variablest xpa
vliialen.'prt di g vst tu 

then determlining the relationships.'rreeD~iagramls, 'IRI), paige 74 ). 

http:igcit.rt
http:Svtttl.ll
http:tliil..ar


__ 

II(;UEI E 6 

Summary ol Symbols and Notation for Oval Diagramminig 

MEANIN(;SYMBOL 

VAP!ABLE 

EXO(;ENOUS VARIABLE 

VARIABLE WHICH (ONLY INCREASES 

VA"ABLE WHI(:H ONLY I)ECREASES 

DI RECTI ON 0OF CAUSALITY 

+ _,_ DIRECT EFFECT 

-___ INVERTED EFFECT 

NATURE OF INTERACTION CHANGES-


NATURE OF INTERACTION UNCERTAIN 

.-+1 - --- v-- TI iRESHOLD EFFECT 

DIAGRAM CLARITY)QBREAK IN ARROW (FOR 
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5.2 I-littiilite jlly edunidatit relatiotiships. 

5.3 Look for spurill, Cinrelliois, e.g.. two Vauibl'5 

which 	 al' sh,,wn ,Isc.,usally related when the ap-

jtiol is lctkldl.v thepilltCt (111SC' Alld L' i fL'it i iWt c 

cle t )I . thi d viablh.'I'hc classic example iSthl 

Corleitlti Ibtcen HltI! TR.ICKS and FIRE 

I )AMA( ;. Thc Inberf thfire trucks Irespoiditig 

tll ' ,i llltlllt of'dltlilage; thet, a fire ( lo Ilt. 

fiieaffects both valiables I)eNeufville,sizt' oI til 

I 9(Ill9)
 

h\v)tlCCs by consider5.A Tlst tilt Cals.ll ChIllS of 

iMg 	 the ridiatiig elfect (f a sliali claIge in avari 

Liaiii. Arc tilc seIfleiceS of ititeractionlsable ill tue 

C nisi clit with tIle otbserved behavior ill the 

6. (:o nlipletil iiih diagraitu6.-fr disply or .aii yvss. 

IW till' diagl'i to clalrify reli,0.1 11 ileCess tSM. li 

Iguoe (I). 

ps ,,iI ky v,Iri,bles by IighIliglIt
tillsilips Ise 

.2 ISlIaItcc-lhtINl 10 
in u.,,w d i algr li l n g t hen m e p alrately .I 

:X AM 11.I 

which Was 	diagrammed is anTlie CCIOsN'sletl probliill 
ill'iieice 	IreCse Tree I)iagratis, TRI). page 74 will be 

Cl li llt'ld. 

(:lltstrtlci a Tree )iaigr'alU i tile Systel 

The tree dilll ltrcresetts factors which intteract to 

Ciluse i' ilotliad popula tion's 	problesls ini the drought

stricken Si;lliei. A stltittg variable for the diagramn %vas 

selected by first Stating tue known conditill or s illtill;l 
overpopu-which describe, tile prooletn: the region is 

hited with both people aid animals. The tree diagram 

could have been started with OVEIPOPULATION OF 

N()MAI;S or ()V L RSIZEI) IHII)S. However these vari

ables are not neutral, e.g.. ,vcerpt)puiatioi is only relative 

a0 resoulre.'s.G li..t'tly . HlEI) SIZE, was,vailable 
ili re!aselected' beviiuse it may ill Cl increase or dtCreis 

tiu to other .. , iables. This periits tile problein to be re-
variables.preseuted .as the ion .litt svstel 

if tile branching rule. "IdnCItifyRepeited ,,pplication 

the variables which iunfltence this variable." for each new

ly identii'ied variable resulted ini the conmpleted diagram 

sho%%n ill figure 7 tsee Tree )iagrans. '[RI), page 74). Ill 

to start die oval dia-
practice, ol)ly partial tree is needed 

Itralli. 

*NOMAD PI.OIPUILATION would have been alt equally acceptable 

starting varia liet'or the ti c diagram. 

Convert the Influence Tree to an Oval I)iagram 

["1le starting variable was drawn ini the center with the 

see figurevariables which illtuence it clustered around 

8). 1he branches of' the tree diagram became arrows be

twen tie variables which becaiie ovals. Each branch be

a variable wa, repeated inlcLatte a cansal chain, and when 

the tie' diagram ie.g.. FtRI) SIZIE a causal loop was 

foml ed ee 'figure9, the miiina/,1lv calsal-r latios ip be

tween1- ItI) SIZE and WATER AVAILAIbLE) 

FIGURE7
 
lInfuence Tree I)iagran Prepared to
 

Start Oval )iagrani of
 

Nomaiid Pastoralisn Lco-Systenl
 

sSEASiNALRAINFAILL
fA N A . 

WATER IER) 
AVAILABLE SIZE 

E H 

WEI.L.S 

AVAILABILE 

PASTUIE 

RANGE HER) 

FEED SIZE 

G;RAZING 

PRESSURE 
fIlllRD 

SIZE YIELD 

i)l: HER) 

INCOME 

SOCIAL 
-tratVALUES: 

CONSUMPTION 

_DEMAND 

FOR FOOD 

I)ESIRED 
HER!D 
SIZE 

CULTURAL 

NORMS 



OVAL. I IAGRAMMING 81) 

FI ;URE 8 RATE OF PASTUIRI RECMIRY. u i jug with in the 

The Initial Steps inl Constructing an system diagrain was llotlheSi,'cd tI inlluiiii c the S!FA 

Oval Diagram from a Trec l)iagrain SONAL RAINIALL. 

Other tacto"S %%c:c A.ddcd it) the ,,vl di.,.tir .t,.i c
I to show the 0 t' illtel%'t'lltiml , ,I*tNlloI C'AtC11lldlDe ietigUrC 

Herd Size 	 tile sN StCll. e.g.. dlegiig 1)IIT WIKI.I" IS il! l)1 iliv 

i( )NY and I IIi (I I()N '( I M.,i the 
itCr 	 RAN(;E LIM ITA 

inoriiads bxl go,'rinlclt in ITCe 4cllt. i.t I ,o ti .t ,IItiu. 

were detcrilijiid bv IlWc oll v,.ibilI Withill tlC >,,t,, ll 

aild could also be sh wn (,li tile dia ' ' 'cl,1 ,.liii 

Available 

.111tiOHiln)sli)l hetweC (;RAZIN(; PlILSSU!RIl and ) 

Size 	 SI ZI C( )N'I,( )I. 

Review tihc IDiagram I'ml Consisi,, i,t 

()no oI the. hiL 'Cst I'lol l 'ls ill ma,,l t 1lllllll, t., 

Ra ge0 show WiLIcI, vJt i\ 11vcL dct,,il l!.t'11 I ( d ,,,g ,l 

FecdIresir 	 ibie',' Ill tlhus exalilllie. 11I loill,1. i d .111a l i\Ceq k \vcie 

aggrcga tcd iulL ust two vatri.ablcs: H )PL IAl IN ald 

HERI1 D SIZI . "liha tiles i rilir I o n . lil t I I id ,,l ,,e 
sh rwgiOli,il VAri, bil', Ill trib.,l [),ilb l hi, ,l,oilil,: 

S'hould foil(,w .Jhr t i ttC111It at a Ilor" !CJ 1,d.l.gcIl' 

AvsailableA 1cdL1l.idl1.llit l2l,ti0Wilii l%i sh,0w.lit iliiti,,ll\ ill tIll 

Pasture oval diagr,,i bietveein IIEII)SIZI. md RAN( I 

Ctigu . 

was df.incd to link I 11 .IZIl with RA I ()I 

PASTURE I C()VI']Y. When levi vinp, the,' iLe1,rl. it 

\vjs obscl v'd that tile CI'Ice t ( 1d1(I) SIZI: (n I.AN IA 

coinii arc C ) with lignrC I'.( I; A/IN(; RI1 1 .1 RI 

Iwncoane 
F[1) was actcollnted Ilo b% the link.ic thiough 

GRAZING PIRESSURE. 
Identify the Types of Social vaic relationship, werc slown tath'r ambigii

interactions Between Variables ou.;lv oil the diagram. A rclatiomdip .b.twte. I)l.SIRI 

If HERD SIZE were to increase by some small ai"tlt. HE, I) SIZIE and N()MAI) P()I'ULATI)N %as hy l-th 

!he WA CER AVAILABLE would decrease it Al other 	 c,i/,ed to include not only tile I)-MANI) I )1R II(1) but 

factors were held constant. The - Sign by the arrowhead a set of CULTURAL NIR)IMS. The lorell Iliay hc .1 tladi 

o1 the relationship shown in figure 9 indicated this in- tion that X cattle are desired lt.r Y family miembhers. Such a 

verted relationship. By posing similar changes between h ypoth esis requires that inlormiation he ga thered Il 

each pair of related variables (considering only one rela- tfirtherstiudv. 
tionship at a time). the analyst indicated onthe diagram SOCIAl VALUES : CONSUMTION inluncehw 

the hypothesized interaction between the 'aribles. 	 the YIELI) froin the HER!) was to be taken either to cl-

One such hypoithiesis concerned the relationiship be- fect FOOD SUPPLY o: to produce INCOME ro inmilk or 

twecen the RATE OF PASTURE RECOVERY and tile beef sales. The INCOME may bc applied to further build 

AVAILABLE PASTU RE. It the RATE increased slighitly up the H-Rl) SIZE. Bv constructing these narratives., the 

the AVAILABLE PASTURE was directly affected. If the I) pothesized relationshi. s represented iii the ,Wal dLi

rate decreased below some threshold value, the relation- grail wcrC systematically examined. It i, important, how

ship became distorted (DESERTIFICATION increased ever, to consider both increases .nd decreases in key vari
irreversibly, which decreased the AVAILABLE PAS- ables. 

TURE). These hypotheses were noted on the oval 

diagram using the symbols shown in figure 9. 	 "It wiild have becti all error to dcpio t I IL ITIs a ,airiable 

sill C this is jnst a vre.. low vIcl it ths nieitral viriabIlc, SEA-

St)NAI1 RAIN[AIIL.Identify Variables Outside the System 

The SEASONAL RA INFALL was sii own as a variablc "The orl.timiships butwccn mtside intrvcltio 111d 5stell 

wI, ich was outside tie system. Although this variable pro- varia bles art dleso ribed further in the c,,til .it ,lhibi. cxiaiii pl 

duced the WATER AVAILABLE and influenced the ill Interaition Matrix l)iagr;iis(IMil), ptg' 92). 
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0val )iagram Depicting Causal Lotps ii Nomad Pastoralisn Eco-Svstcm 

)ES I REl)
 

HERD SIZE
 

SEASO.NALH ERDI SIZE 

R A INFAL
 



Complete the I)iagram for I)isplay or Analysis 

There Were a InUniber of"interacting causal loops which 

led to the problems of the nomads. Iaci of these loops 

could be isolated for futhcr analysis and pcrihaps pio-

granimd on a coimpUtel simulation model ,CSM, page 

120) (Picardi, 1974. For purposes of"prescitatin to dcci

sion make,s, it isdusirablc toisolatCthsc nlajoreffucts by 

redrawing the diagram or liigliliglitiag the rulatioLisNhips 

cfcctivc in construct-involved. Transparent overlaVs .Irc 

ing the model hcfore an atdinucc. Color-coding and go-

metric shapes (other than ovals) arc also effective in clai-

fyig the col Iplcx causal Il V'I)ot heses. 
At the very least, tiis examiplc ihustrates the kind. of 

interactions wliichi hclp to orient efficient information-

gathering for detailed analysis and design. 

T[I E()RY 
Oval diagraniniig, or causal modeling, draws from 

iv st 


miainy diScipliiics iliCiLdiig ccianoiiiics. sociology', huLsi-


iess, and engince, ing. I)cNeiilfillc aid St,'ford' 1969'
 

describe thu use of "arrow diagramIs" to iiiodul the causal 


relationships between variable.. The fiCld if SysteCIIs 

Dynamics aForrcstcr. 	 19081 stciis fromiiluf'orts tO iiiilaCl 

the coiiplx relationships which lead to plrobhciiatic be-

havior in industrial organlizations. The MIT group sub 

sequently attempted 	 to model cities 'Forrcster. 1969, 

and the world (Meadows, 1972). 

While these efforts Wcrc iiaiilh' cniccrncd with dc-

vcloping a computer sit ulatiu iiiodel to test hypothiesus 

and demonstrate the probable coiisequenices of differentc 

policies, each iust start with a causal model air oval dia-

grant of the relationships to be tested. 

Thu work of Harrison 	 (1972) and Abrahiam (,1975) is 

iin their attempts to translateparticularly noteworthy 

complex techniques 	 into straightforward models of' 

problelnatic system behavior. 

A second approalch concentrates on identifying the 

structure of interactions (see Interactio'l Matrix I)iagriiis, 

IMD, page 92). IntCrprCtive Structural Madeling X',ir-

field, April, September, 1973 1974) relies on coin-

puter assistance to maniiipulate the niatricc,, of relation

ships into a model. An interaction matrix has adirect cor-

oval diagram and provides a powerfulrespondeiicc to an 

technique for automatically analyzing large nuinbers of 
describes an appli-

complex interactions. Gerardin (1973) 

cation of the technique to planning, and at arecent con-

ference (IEEE Conference, 1976) several authors applied 

the technique to development problems. 
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Interaction Matrix
 

Diagramming
 
PI [:it IQIJ ISIl ']'()() [S KEY I)-FNI'i ( NS 

'rec I)igra i ('i,1), page 74) and Oval )iagramming 

()V D, page 81). 

LISA(; 1 

PLRISE 

Interaction matrix diagrams describe complex relation-

ships by identifying self-interactions within members ofa 
members of differentset and cross-interactions between 

.sets el'el~lclts. 

S ES 

IntetraCtiOil matricCs Uav he used singly or ii combina
(ioll to: 

I) dcitilv the elcments (e.g., objectives, constraints. 
or s em v,,riables relevant to the description ofla prob-
leii, prljcct. or system ). 

2) Systcmatically explore the possible interactions 

within a set ofcltliClitS. 1:.ing a sC /-inttera, "i11t matrix, 
3) I ldicate the cxitilce. slreingth, importanice, or d;-

rectiol ofa.tii interaction between any two elements. 
.1 Idei tifv the interactions between two different sets 

of 1'IlCtOrs. e.g.. between project objcctivCs aiid aCtiVities. 

5) Provide a matrix checklist for record keeping, con-
tmicalili. land planning. 

1) A matrix is a mathematical and graphical reprcsen

tatlioi in two dimensions. 
2i A sI./-iot'ractimi matri.x" rpresCuts relationships 

within a single set ofvariables. 

3 ,\ coss-iocr,awtim ma ri."x tre rci.nts relationships 
between dis.iiiilar sets of variables. 

4) A re'cc'did matrix is fn'ied by omitting one or 

mote rows or CI l1iiiiii' out the original matrix. 
S) A st is a collction of clemiets having somc com

111"') propertv. 
6' A matrix entrv is the ymbol used to indicate the 

Cxistncc or absence of'a relaticnship between the element 

iii tile tow aind the element ill the coluin (which together 

d0finC the entry,!. 

StIoRT I)ESCRIPTI()N 

I ltCractiOll matrices t)rovici a techiniLjue for first iden
tifying the iembers of a set of elements, e.g.. the objec
tives for a project. and then systematically examining all 

the possible interactions anong members of the set. I fthe 

factors call be categorized, the cross-interactions between 
members of different categories can be determined (see 
figure I ). A matrix eitrv may show a range of informa
tiol, including whether the relationship between the two 
eIlemelts has been lypothetically or empirically deter
mined, or whether the relationship isor would be desirable 
if it were established. The matrix entry may also show the 
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relative strength or importance of the interaction. 6) The procedure lends, itself to a riulti-disciplinary 
Interaction matrices correspond directly to tree diagrams approach. 
(TRD, page 74) and oval diagrams (OVD, page 81). 

ADVANTAGES LI.MITA'FUI)NS 

I) All factors relevant to the description of a problem 1 ) Separating tilt tasks of' gcnieiating elelents and 
or system are identified in a separate exercise prior to spc- idcnitiing relati(J)IlslliPs may rut coter to thought pro
cifying interactions. cesse., e.g.. traciig.c.iusc-Cflfect chains or the oider of prlc 

2) All possible interactions between elements are ercncc amni.g desctiptive elcnlts. In thisc prcL;Cessc., 
examined in i systematic procedure which miniinizes iew clemnits oten cInrgc aIsri.tionlshuips .ttCxuiiiintud 
omissions and tests for inconsistencies. (see Tree D3iagrams. TRI), page 74). 

3) The existence of a relationship is determined with- 2) [lhe ntmber of rclationships to, be x.umioud ill
out having to further specify the type or degree of in'er- rilu s as tile ',uarC of the n i b.,rIf h1LItiN ele t slt.na 
action. e.g.. there are nine poss,ibc illtr,t iohpSis ,oling hillr. 

4) A large number of variables may be analyzed with- elcIueuts. lortuiiaely.h not all itclractiols nced 1o be 
out significantly affecting the clarity or utilityv. ,xaliiued, Ilt the procets tI eI ini,.'-oisu[uuig. 

thht st
5) The matrix providesa convenient ieans of record- . ., u ihuI't- thIt!cW0; l.0 ,"iuululu;lt lthu,It'il .u 

ing information and tasks for further study. be c\,TIihint.d. 

FIGURE I
 
Interaction Matrix )iagram Derived from Oval Diagram of Nomad Pastoralism Relationships
 

A. I4-id S;: 
R(jillg:CI' cd 

0 0.d 

0 

.I't ,~ Itil l>il 0 I -

tit . . . . ..----- -- -:-- -"--

Rangll,' 1t". l, -- -- ----- --i- 0 - --

It~~lllgl.'~~................. lltl~ -. --

llt'M t~t i ,'rd.1,' 

KE'Y: I iictduii,S 0 ,, , . 

Sel]litta~ctiun Matricc.s: 
A, I I,C, I)t 

l liii ~ ., 

C r s h t r a t ion M a t r ic .: N mii ll nud l t i 0 . . . 

X-ro variab......... ...... 0 
isiillrucnc-d 0 
by,colnimu variable IntcrV0iiol1I0 ' 

( r blank -nIuur ict nfh s: 1.AicII -- --P- I -- - -0 -  - - -

----- -------------- ------ -,---, ,--...-.- ----r-- ,_-. 
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'I ratiiig . Llica ilt iisli ips -tiit oIther liikages 

tlirl ulih tlt' IItttix Still tllrc till bc clfusilig. An oval or 
fi e 'iilftiJ lr €V idls gre t e rtt' d atity th a nl th e m a trix 

lIo III.at. 

It E(.)U II 1:1 ) R IS( )U R , ES 

H.ATI L ()1" IT11" )I1I, 

Clltirittittitf ittiL'cttil i atrix diagrailis requires 

Iwoi thStintt task": idcntiiiiig rtlcVdIt eleiiCIlt.S. Muid all

,lly iut iitcl icti is ,littll thleli. The first task m a' tx-

ploit tilet'Ctlcctivt ildgiiiCit ti a large group using brajin
stirming ]IS(;, pigc 3; ot ie Nminal (;roipleclliiquc 

(Nt T, page - i. Sccoidai in foriinisiti strces may also 

be used t) tlcvCll the list. 
ltl taSk of i LLtti yi: f.-t! ;oti .iil ruirsi epi .sConsider-

ablt clft rt antl cxpcrtimt. Tlii,, iiv bc it teami sk iftcarc is 

, 

t.i kenI tol c'XI)pli the ClCIIc~lt, Alld tilIC rcl tioll."lilp w hiChI is 

ito be' tCXItiiI~t'. 

SKILLL liEl. 

S uiii t' Skill is reqtiired to diagiani the interaction 

iaitlicUs ill order tLo pfeservte ClaritV. ,ld to iliterpret the 

lillLig , Iktsetwtcui cluiieIis. 

l'li' ettiIStIii'tiit ofi ti initteractioin matrix ftor ;I rela

tively Small iimbilt of"ftctors may take hours. depending 
il Ntsalbility tot assess the matrix entrics and the 

.i ll ill (i illf'ollfll-titll! iCi dCId.of 

SPEI'(AL. RIRtEMIENTS 

may be coistrticted usingIllteiattiti i iatlrix tliagrai .is 

sp'ecial uLiiiptutt'r proigralns. This greatly fakcilitates the 

'.\ steilati" analysis of inaiy eleients and permits quick 

aind accurate pCrIIiorinalicc .tif matrix o)eratiOis Warfield, 

197-111. 

I)iSCRIPTI(N 01 TO OL 

St;UPPLE.I.MENTAL. I)I.INfITIONS 

I A transitivt'relatiolshilprequires that atdirected re-

laticinship aiint, three or more elements be consistent, 

e.g.. if A is preferred to B,and ifiB ispreferred to C, then A 

ilust be preferied to C (see figure 2). 
2) A dire'tied rel,itionshifr specifies that the existence 

of the relationship is dependent on the order in which the 

two elements are considered, e.g., "is influenced by," "is 

preferred to," aid "is subordinate to." 

FI(UIGI 2
 

Properties of Relationships
 

Sclfhlntcraction Matris o1" Retlationship IR 

;i h t i t' a k 

h () ii i) iib I oNi 0) 0) 

o o 

d I) i} I '( i 

c -0 I 1 0 . -'(i 

NOIT : "1 I" m til:, tht It'M. c'k-ltVIct i is Ic!.c it, , tIlimii 

6l-tc lict J. "t" itiCAtiS titit IL.ttill il' I tiRdollstti tppls Itwctii 

it ClCeiI lt,. 

( I \.%ltlt,Ig~m Ax,,\,truigl 

i lDircctcd, hitrmmiti'.c A'S\'' titTIOItu I 

anid Irrclc IetVL' iatiO lihit R 

.SYNMIII D)EI:IiFWIT1t0NS: 

It,b,,. d.ain tw I ttli i-ts tZ a t. 

It dei,tes .t rc laltitsiIp ItwetCi ill\ tWtt ciCHIlltS, 

.a It bsi'ltiitics that .iiliti a is rl-itcd ttt ceinitt b hv 

A t\it tltiollill1 R.~MATIlX ItIFIA'I)NSI1III 11IT'lt RTIlFS 
lR,.1c.il'ilV. A rc1 I Mi S11lii IS,ftl]'xItI'c 11 .1 Kt Ri 1)t , 

... - ItRi. IfI i,,t, tit,' iclhtimshi I, is, irr(1h'xit'c b'lk.lils, 

f, urtall ti di.iitiil ciulii 

R. j R i. Ittr cjiiiipi', 
(;omitp A "111i11111iLAC~iS With tit)" G(IItii) 1 . Itli tls 
C..l, (11C IWO> 11,ilLcS Of Ihe lin.itriN arr' S\ illiiiitrical] 

aibot ItI thc' di,igmiidl, lIt not. thcl lite rt'illiliiship is, 

svIIIItriI.ll if wtiCI i it thti 

L.ssvinctrital. 
'i raisiiiitv. A I1,1ititstrh is urmiisiti'e il itc- a itt bit3I bIt d ithci .u it d. Fttr tixtaitplce. tttot A ''is 
arirrd tt tn ttitt I which is lt'¢rrcd t, 

I'rojtct 1), iitrt-ittrc I'rojutt A iliSt [t'1tr''crrcd tio 

Itrojtct [D. I1 litt, the rtlitimiiship I, ititratitic.The 
iltritis at 1t ind artttuiiiiti rows it i ditlirtit. 
inidicainig .111 iraiisitivi, rclt'iouisiip (Oir .11i ilictisist. 

t'it Iitrix titlrs I. 
I 
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3) A reflexiv'e reCitit.lolhipoccurs when the vatriai Ie inl- 1.2 SpCcif'y it tlh' rilatittship i. tire, ted li 
teracts with itselt sec figure 2. directed, e.g.. 1o1 diictit reltitiOllips ill 

4) A svmmetrical relatio hip memits that the relation ludc -i- ssociated with. " nullt itts 

ship bCtwCeet two eletentts is non-dir.cted. i.e.. the with, anti "intelit with.

elements intcrulct itlttiCe ndcttt Of the Orler in which theV It is directeid. i.e.. tt1.3 the rti(-ituslhip (1te 

are considered 'sieCtieire 2-. elCIeeit to the o0lher. th11 sICe if\ it i Itli 

5 Iiarlv titik,'d utri~ts have ,Ic0no10n set Of rows tionship is trillsitive (tilitl.llitivk' see dletitu 

ol"CotllnIs. 'tI1llS ill fitlt Le . 

6 Ortho'olitllv li ked matrie.s the saMc 1.4 ifthe rel.tism k t\lic set Of Sc~it'V ii 101tc.o, 

cleuien ts in the rows ott'le matrix ind theColn1IlttIts 0 tile see ilire 2L, 
oter matrix. 

2. Generateta list of'clettt, tts tor atclh set. 

lS2.I 	 Ask the i1estititn: X\tA Clenellts ie nt1 eCsa 
ItElUI It1: 	 to descrile the tylte of elcittit tit th' ,()It1) INK IS 

It thc itlteractioti ma tiix diagralti is to be a grtittp ett'or t. titx lor CXittite. "Witl ICIileil 1lt' itt C t's 

team tmtetibers should be famitiliar with the probleti ir smitvto d.cTibe the oltjtttives ti in iltitieeritI 

project. They shotld hiavC diverse backgrOtLLds ill Order 1t1ra1l dClveiOilttentt toiic t 
" 

to provide a brad pierspiCCtie Oit rlevatlt eletttl2ItS ald 2,2 (ltitill inttlisitti,iI itiswil to this tinestii it 

possible relatiotnshitps. a1gliup ptuuctss is lsetd. e.g.. 'ititstiiti. 
3',
hS;(;, pagtc Nomlinlli (h;()llTC'llcliIkuV 

{NGT;',l<ae1-I ,oriOlplhi I)IP, pa,t~ 108:g. 
T001i .OUTVIPUT 

lhe i tteractiliti illtrix diagiatii prioviics a 1t4ctl 3. (Coiilrlitl the illteractiloill ttilrtiCs. 

ttodel., but mttay listbe atn illtetilcdiate proLduct which is 3.1 thc ilettitts itt title typet' ill ii ti I.ist ,all t 

tused to gide t'urthier ilttrtittitjtt-tl,itthlg Mid stuild. .1mattrix. 
itit 

this list tf" is h iltill the 

3.2 	 Prcpii , s it-iltttdCtitl iiiuttrixlvi te l g 

ielneltl, .1 ctil t 
IMPORI ANT ASS(MIIIONS ilnatrix to tt,rl .t i e see tigutri I /, 

Ihe i diigratliig prcess represetits aitlippittg of .ill 3.3 lttiie .1 crOss iteriittoll li,1trix v listihg 
ilitertlal tiltital todilel to illexplicit toral t , itlatriccs!. ciCCetilts frtlli..i i+ltereitt set itt tl coitllilli, tit 

The technique systelatizes the illappitg process by cx- the li,itrtx tti tfoli I rectailtt tr tiitrix sve 

allilitng oily lon pir oeeletlieits t a tine. This mia re- tigurc I 

stilt illirilatitonship between two eleelents which is irllt

sistentt with the interaction of each elemenztt to otier .I. I)eterlile niatrix ettries. 

eletletnts )e.g.. tratsititve relitiottship aniong cletletts is .pecify the >y'iibttl ut iI.Ipositive entry to illdi

violated). Ilit this case. it must be .ssumied that titi mental c,ltc til existentce of, a rclatioship, e.g.. 'I. 
ittodel is incorrect. though itc ognitively conplex view of -X.'" or -I -scc ,ilalso figure 1 

the relationship ltnav be the source of the discrepancy. .1.2 Specify tlhsyttibol which itidicites that there 
is no iIttr~icnttion ietwctin twt variables c.g.. 
-0- or blank,. 

METIIOI)-OF USE 4.3 Beginnhitg with tle fitst row ui'th tuatrix. 

GENERAL PROCTEDURE apply tile relitiinishipt test to the row Cle-itent 

anid eich cooliii clttllnt. Test by askinig: Is 
rhrottghout tile following procedure. retnetnbcr thai (et'lelit i) reltillthtil hip) elell' ii t itFr cxt 1) 

interactiul matrices are constructed by simply ttakingaln itltlpe, "'Is t oject A prcei'rrctl to Irojec t 1W'" 

entry at the intersection of' iarow and coluin which itdi- or "Is viriaiblc X ill,,lientd by variable Y " 

cates whether there is a specified relationship between the .1.4 Ifthe attswer to the relationship test is posi

corresponding eleinents. tive. then tile corresponding tlmattrix entry is 
tile positive symbol specified itt step -1.1 . It 

1. Specify the type of elements and the relationship. not, either enter "0" or make no etltry. 

1.1 	 Specify ifthe elcment set is objectives, coil- 4.5 I1fa grou p process is used to exatine ech rela
straints, agencies. needs, variables, itterven- tionship, use it ljority vote or group cot

tions, etc. setnsus to attswer the relationship test. 
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re- 7.3 Eliminatc any clement where the degree of re
for tile entries in tile4.6 	 Repeat this tost 

until all possible matrix lationship is shown as an entry if none of the 
iaitilig matrix rows 

are above a specifiedentries fur that clenent 
enittis have bIeet ictCrrnilIcd. 

scale value (see example on page 99). 
5. Ilxaine thle mat ix for cilisistcnley. 

8. Construct an interaction matrix diagram (optional).5.1 	 If the icl.tic lsil is rflexive. conlirin that 

the diagonal entret'e ac positive :see example. 8.1 Two interaction matrices may be linked to

gether by repeating one or mrlore elnemets of' 
figtirct 

okle ,set il both matrices see HIIER) SIZE in 
5.2 	 I1 tilt rlatiois i is rrtlexive, til diagonal 

A andC in figure I ). 
t ile ,hq idd1,./ i llry,. aallatriCes 

Matrices may be linked to.ether by alteriatingSi.3 If dhe r~liti lsip is nviii'trlcc e.g...i,, 1n- 8.2 
cross- antd self-intcraction ihatrices set' figuredilrCcted Ic.ltioldhip slth .ts "is l1SOciated 

matrices or otthothut cell po0sitiTe row i- I: to torli lio',flv 1i ike'td 

lifik'd matrice.,. For the latter, the 
witi" -, thnci loiif ii 1 

cololliii urilr lol wcl iotefllitionll ilatrix hniisly 
1corrt'spoiidiiig row i tItluln i eltr., whith is self-interaction mat rix bt.lts a pivot poillt 

lilt' matrix entry is incon- teet_ two eross-it'ractitl iatric-s.positive. t)tlhcrwitC. 2,.igIbee 
see t\lllp).

Sstllt 

Clarif the interaction matrix by constrtiCting a tree
5..I If tile r,'LItioliShiil is lil ltled 	 1ia tl', ,siti'. 9. 


,liowil ill figture diagram (optional).
fIllow the it L tive rettLit'd re 
Seltect a row of the matrix as the starting eie3 to tc.t wilctel il illtrisitivc relationship .1 

of' the tree (see Tree Diagrams, TIM,itllitriFor Ct.'elrrV;tlClslllc tt t he matrix 	 ment 

For exailIpt'.' I,stllnt that tilt, matrix i figure 	 page 74: . 

Iranch the tree at each positive colunil entrv. 
2 iles.riles . rtl.,iotsiip bI..t/.i.i 	titiit.litS 9.2 

'le cleiueit oil the braich corresponds to the
i is spbordi-wiht is traositive, e.g.. eiC eret 

For each of thteste clemeints the procc,,s iay be
entriets ii tilte bottoit rolw , ') with tile positive 9.3 

repeatedI by branching at tile positive entries
clie i ow,.i 1) step 7 ill the test seUeudCe') 

tit' ci)luill toenltries irt' incoi-to their respective rows. For the matrix in 
iki[Clt.Is thiit 

figure 2, a tree startt'l with tile ele eictit V 
Sislelit.t'i 's stl'Cldlitite to 1, and if h is ,tS 

would first bralch to elements 1)aid c. each of
be subordinate toa 

which would branch to element a. The branchorditte to al.theini' must 
or tilt' reiatiosiips would betiitralsitivte, 

ing rule iii this procedlure is silllply the inter-
Specify tile relative degree that the 	relationship ap-

6. 	 action matrix relationship. e.g.. identify all the 

neit issubordinate.ifle il ts to w hich this elei 
iie a scale tto indicete tile tig ' 0f l-6.1i e ct r 	 tree diagram the ctmnverse uf the relation

or 0 to 3) (see Rating 9.4 To
teraction (e.g., 0 to 10, 	 ship. repeat the above procedure. but branch 
Scales, RTS, page 29). 

each 	 case at the positive entries in the 
For each row. assign a scale value to the entries 	 in 

Ile branching rulef0.2 	
('011111 of the clement. 

which indicates a relationship. The value 
then 	 becomes inl effect flipped around, e.g., 

determined should reflect the relative degree 
are subordiidentify all the elements which 

to which the relationship applies compared to 
nate 	 to this element. The oval diagram in 

the other relationships in that row, e.g., tile 
figure 2 resembles such a tree structure, except

strength of interaction between the two vari-
that clement e is not shown twice. 

able elements (see example ottpage 99). 

Clarify the interaction matrix by constructing an oval 
7. Construct areduced matrix (optional). 10. 


elements from a cross-inter- diagram (optional).
7.1 	 Eliminate any 
10.1 Select the row elenet.t with the most positive

action matrix which have no positive relation-
entries as the starting element.

ships with elements in the other set by striking 
Cluster .Al the elements which have positive

the row or column from the matrix. 10.2 
Column entries about the startingclernent.clement in a self-interactiol 
Draw lilnes which correspond to the relation7.2 	 Eliminate any 

tmatrix otnly if it has no positive row and 10.3 
ship between each of the elements of apositive

colml etitties. e.g.. it does not interact with 

natrix entry.
any other element within the set. 
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FIG URE 3 
E'xamining anl Interaction Matrix for Intransitive IRclatimiships 
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FIGURE 4 

Reduced Cross-haceraction Matrix for lnvironmntal Assessn ,et 

Actions which can , 

impact environment 

E'xisting enviroxnmental 

characte~ristics or conlditions i 

A.2d \Watter quality 4_ ' 

A. 2e W\atei temperature 2 

A.4b Firosion 5 3 

A.-Ic D~eposition . 

IB.I ai ,'lr. es 4 

C.,I a Wild'rness and op~en sp~aces 44 4 4, 

C:.3, \Vildernessqualitie's 3 1) .44 

.3h Rare' and unique ecosystem 

C.5b Trainsprtation etwork 6 3 , 

(?.5c Utility n~etwork -4 

K 'Y: 

st Relative magnitude of the interaction on a scale of 1 to 10 

4. Relative significance of the interaction on a scale of I to 10 

SOURCE: Agcy for Internatiocal Developmet. G2idelines Manual. Washing
ton D.C.: USAID September 1974. 
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10.4 	 If the relationship is directed. e.g.. "a is pre- from I to 10 (see Rating Scales. IIS, page 29). The first 
ferrcd to b." locate the arrowhead at tile end ctltrv for each otlnbilltioil of''COlditiol Was detIIileLd 

of the linkage in at way consistent with the by an assessment of' tile rel.ative strcllgtll of the ilter 

meaning of the relationship. For example. tile aCtion. This was dolle for everv pl o nat Ailllin.tio. 

oval diagram for the illatrix in figure 2 places second cntrv VN.ssd the relative signif i ,ailt o tih intel. 

the arrowhead at the oval sllrroundilng the ec- :ictioly.Fitaly .ardIIcd cros, iiter.,ction il itiix \%as 

merit which is second in the relationship "/ is formed by elimi ating tilt' rows old CliltlIlIlS. ile rdhi'Cd 
subordinatc to a." illatrlix colltlilcd 01nh' tioSC Cet)lciIts wihosc ilkIdlliui 

10.5 	 Add remlaiinug iemeint anid litiks to the dia- had , strenlgth or significaIce gretCr th.,1t 2 oi tilt'leitive 
grain wverc each link corresponids to apositive scale.
 
cntry oil the Iatrix. This matrix pinpointed the probable arcas where
 

10.6 It' the rclationship is svtltlctrical. ol' the project actiols may have Cither a strong or significallt 

positive entries oil (Ole side of the ilatrix environmental imlpact.
 

diagollal need to bc diagrammed.
 
10.7 	 If the relationship is reflexive, anlarrow may An ItlteractiltoMatrix I)iagrnlm 

be 	showln elitting froti the oval .nd looping of time Nlmlad Iastralisnl Eo-Syteln 
ill tile driiujht tikCllback to it. thIoulgh stICI ilks ,,r oftent The problens of tite nomllads 

omitted. Sahl were represented its it tree diagramITl' R.), page 7-1) 

and all oval diagrat Ut)VI). palge 81). The (ivli diagrattt10.8 	 If'the relationship is transitive. the matrix will 

contain 	atnumber of citries which represent showed til' reltionsiips among a set of v'llies witIt 

described tile 1notiad f.Strlist C(0 Svstctll, .nd Ceoltk'redutndat lilLks )i all oVal diagratmi. These 

rnav be otiitted as shown in til' inik .rows noitlic ai1d social v,.lribles such as tile St )iiAL. VAI.JUL 
f'ro t tnand dto iti figure2. (N CONSUMPTI()N see ftiure 5 . Selfilltcrtioi 

for the two plirts of thii di'i10.9 	 Ali intransitive relatioinship may be oval di.- it ,trices werc colistructed 

granticd as I feCdback loop. e.,. tile ela- ra.l: tile liivsto'-lvironiiletli Old the Iltm.,tiol
t~inship 	"is ,ffected by.'" slcioccollonliC variables Ce figure I. tll.ltriccs A nd (. 

the diagramn is complete by hl cach case, tile outside interv'entions (shown as boxed10.10 	Confirn that 
th lllbrii'ctlleviI ariablies ill figure 5" wvere igsCIAtLdiagratnltd as 	 sp1 rItecountititit number of' connecting arrows. a 

any otmitted reflexive loops. antid aiv oiitted iiatrccs (1Band D).
 
redundant intransitive links. The total should The illtcrilCtiOul matrix dia gratil provides a,systtinatic
 

examiililig tile 	Illultiple "Iteractiolls between ;llaequal tile nttnlibcr of' positive matrix entries. 	 way lfi 

10.1 1 The information oti degree of' rclationship till tside intervention atd tile internall ystCiI vari.ilies. 

may be transferred to tile oval diagr.ll by is- The cross-interaction mIatrices AXB and CXi ) were 

sociating the scale 11t111ber with the connct- constructed to determine which system variabides were itt

lug arrow (e.g., eithler adjaictmt to tile arrow- fittetiiccd by tite outside interventions isee figure I ). As tilt'iead or ot abox oi the arrow), oval diagram indicates (f'igttre 5). these interveltiolns were 
originally diagrammed as affecting only it single systeli 

variable.EXAMPLES 
The cross-interaction ,matrix AX Bwas further spccil'icd 

Constructinmg a Reduced Cross-Interaction Matrix by starting with tile col, 11n DEEP VEILIS and .sking. for 
A set of existing environmental characteristics or con- each row variable: Does this intervel tion ,diggilg d, ep 

ditions, such as water quality anti crosio.. were identified vells) intfluelce this variable? Additional positive eltries 
and listed by various categories to reflect the environ- are siowtn in figure 6 as slashes ill the cross-ilnteractiotl 
mlental concerns of donor-funded development projects ilatrix. 
(!invironmnental ,1tssesst,"tt Guidelintes lamtal,, 1974). A Ill order to determile the possible inlluence ofsystem 
secontd set of actions wlicn calt influence tile environment variables ot tilt' interveltion (i.e.. ,mt1al-causaI r'clltiopl

were also identified by using several categories ofactions. sips-see ()VI), page 81) the BXA and l)XC cross-

These included "altera tion of ground cover,'" energy interactien mnatrices* were constructed, and tile elltries 
generation,' etc. for each row element (interventiol) were detcrmilled by 

A sample environmental assessment was then con

ducted by constructing a cross-interaction matrix which 
listed the environmental characteristics as rows and the ac- 'Note that AXB and BXA ar' rtflogonally Ink'd flltrlct's wih"' 

tions as colunits (see figure 4). Matrix entries were scaled BXA anld BXC arc linearly lilked nitriccs. 

http:diagr.ll


FIGURE 5 

Oval Diagram for Nomad Pastoralism Eco-Systeni 

WESTERN ]H ERD.SIZE+ 

MEIDICINE I -') NTFR I A 

DEAN + IDESIR ED 

FO}R FOOID HER SIEDEEL 

NO)RMSAVIAL + 

SFOOlD RAN{; GRAZING 

SUPP'LY FtEEI PREISSU'RE 

FOIO~~~p ID E L tI''ANIE 



the relationship test: Does this column variable in fluence 

this row intervention in the system? Positive responses are 
shown as slashes entered on the diagram (see figure 6). 

Subjecting the diagram to this systematic process re-
vealed some oinissions iin the original conception of the 
complex ceo-system relationships. For example, HERD) 
SIZE CONTROL affected a number of'other varia bles be-
sides the HERD SIZE. One in particular which should not 
have been slighted is the necessity to influence the I)E-
SIRED HERD SIZE variable of the iioniad pastoralist dc-
cision maker. Also, the crucial interaction between HER) 
SIZE CONTROL and RANGE LIMITATIONS is pin-
nointed. Other interventions such as VETERINARY 
SERVICES can Le added to examine further interactions. 

The oval diagram may then have bccn redrawn to form 
tile interaction matrix diagram to show these additional 
hypothesized relationships. 

INTERACTION MATRIX I)IAGRAMMING / 101 

Constructing a Tree I)iagram to Clarify Relationships 
Multiple relationships may be lost in the Conplexity of 

the matrix format. A simple way to claity tile diagrall is 
to construct a tree diagrami (TRI), page 74) of the inter
actions.. A tree diagram is shown for the relationships of 
HERI) SIZE CONTROL to other elements O the descrip
tiOn (see figure 7). The right-liand tree lists tile factors 
which influence the intervention of HE RI) SIZE CON-
Ti(()IOl. The right-hand branches represent the positiv'e 
elitries in tile coluilinl labeled HERD SIZE C()NI'I( L. 
The left side describes variables which are intluemIcCd bv 
this intervention. The lcft-hantd br,|nchesare the entries in 
the row with the same label. 

Some items are duplicated oil both lists, ildicating that 
attempting to control HER) SIZE is ,acomplex process 
involving feedback of vari,blCs SuCth its I E I) SIZE and 
GRAZING PRESSUR E oil range lands. 

FIGURE 6
 
Revised interaction Matrix I)iagram Showing Il]uences on Iterventions in System
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Glossary
 

ACTION STUB. That portion of adecision table which lists the actions or decisions to be taken ifa 

particular combination of circumstances occurs (DTB). 

ACTION-EVENT PATH. The sequence of alternative actions and relevant events represented by 
the branches in a decision tree (DTR). 

ACTIVITY. An operation with a well-defined beginning and end and a specific purpose (CPM). 

AND LOGIC ELEMENT. Links sub-objectives to objectives where all sub-objectives must be 

achieved in order to attain the higher level objective(s) (INS). 

ANNUAL CASH FLOW. The net incremental benefits for each year of a project and the difference 
b,.tween the incremental benefits dnd costi (CFA). 

ASSESSOR. A person who estimates the probability distribution of aset of events (SPA). 

ATTRIBI ITE. The elements or components of the system and the intcrrelationships among them 

(MPA, SCN). 
AXIOLOGICAL MEASUREMENT. Involves value judgments. where the data necessary to deter

mine accomplishment of an objective are gathered via subjective methods (cBT). 

BASE SYSTEM STATE. The set of current conditions which describes the essential characteristics 

of the scenario (SCN). 
BINARY-EVENT OBJECTIVE. An objective that either clearly occurs or does not occur (GBT). 

BRANCHING RULE. A rule that governs the construction of relationships in a tree diagram 

(TRD). 
CAUSAL CHAIN. A sequence of cause and effect relationships between variables (OVD). 

CAUSAL LOOP. A causal chain which is connected so that a change in any variable eventually 

feeds back through the chain to affect this variable (OVD). 

CENSUS. A survey of all members of asubject population (SVY). 

CENTRAL TENDENCY. The most likely, or average value of the variable (HIS). 

CHECKLIST. Used in design or analysis where items are marked or otherwise noted item by item 

(SDM). 
CLASS INTERVAL. A uniform division of the variable range (HIS). 

CLOSED QUESTIONS. Questions which require the respondent to limit responses to prespecified 

categories (QTN). 
CLUSTER SAMPLE. The process of randomly selecting several clusters of subgroups from the 

total population and surveying all members of the selected subgtoups (SVY). 

CLUSTERED DATA. Used to aggregate the data into fewer points for analysis and plotting (HIS). 
or it may be a subsystem havingCOMPONENTS. An entity in a system which may be elemental, 

distinct components (SDM, TRD). 
CONDITION ENTRIES. The conditions of each factor (or question) listed in the condition stub 

(DT B). 
CONDITION STUB. That portion of a decision table which lists the factors to be considered when 

making decisions in a given situation. Each factor is written in the form of a question (I)TB). 

CONTINGENCY. A particular combination of factors that describes a future environment (CGA). 

treats variables that change continuously over timeCONTINUOUS MODEL. A model which 

(CSM). 
CONTINUOUS VARIABLE. Takes on an infinite number of values over sonic range of possible 

values (HIS). 
element's specification. This dimensionCONTROL DIMENSION. Evaluates and regulates any 

measures each element as the system operates, compares the measure to what is designed or 

desired, and takes action if the difference is greater than desired (SDM). 

CORRELATION. An observed relationship between two or more variables in which the changes in 

one variable may be associated with predictable changes in another; the relationship, how

ever, is not necessarily cause-effect (OVD). 
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CORRELATIVE BEHAVIOR. An assumed relationship between two or more variables in which 
the changes in one variable may be associated with predictable changes in the others (RGF). 

CRITICAL ACTIVITY. An activity which, if not completed on time, will delay the entire project 
(CPM). 

CRITICAL PATH. The sequence of critical activities from project start to project finish that deter
mine the shortest project duration (CPM). 

CROSS-INTERACTION MATRIX. A representation of relationships between dissimilar sets of 
variables (IMD). 

I)ECISION RULES. The action entries of a decision table which link a particular combination of 
condition entries to specified actions (DTB). 

DECISION SYMBOL. Represents a step in a process where there is a choice among two or more 
it ternative actions (FLW). 

I)FI'[:NL)EN'I VA RIABLE. The variable being forecast (RGF). 
I)ESCRIIPTIVE MODEL. A representation or imaginary entity containing information in a prede

fined form, intended to be interpreted by its user rules (SDM). 
DETERMINISTIC MEASUREMENT. Where the realization of the objective is unequivocally de

termined fro-n numerical data (OBT). 
DIMENSION. Collections of attributes of the system, where each collection represents a major 

aspect of the system (SCN). 
DIRECT ANALOC;Y. Compares the problem being faced to a parallel situation in another field, 

technology, or discipline (SCN). 
DIRECT ANALOGY METHOD. Used in Synectics sessions whet. members compare the problem 

being faced to a parallel situation in another field, technology, or discipline (SYN). 
DIRECT EFFECT. An interaction between two variables so that a change in one results in a similar 

change in the other (OVD). 
DIRECT MARKET VALUES. Measures of project costs or benefits which are assessed from equiv

alent market prices (IPX). 
DIRECTED LI NE. Links two symbols together with an arrowhead indicating the sequence (FLW). 
DIRECTED RELATIONSHIP. Specifies that the existence of the relationship is dependent on the 

order in which the two elements are considered (IMD). 
I:SCOUNT FACTOR. A fraction between 0 and 1 which gives the present worth of one monetary 

unit spent or received (DIS). 
DISCOUNT RATE. A percentage rate (usually annual) which equates the present and the future 

worth of a payment (DIS). 
DISCOUNTED CASH FLOW. A single value which represents the present worth of the net incre

mental benefits estimated for each project year (NPW). 
DISCRETE STOCHASTIC MODEL. A model which describes the changes in variables at definite 

points in time (CSM). 
DISCRETE VARIABLE. A variable with only a finite number of values which are multiples ofa 

basic unit (HIS). 
DRIVING FORCE. An attribute of a system which causes changes in the system state over time 

(SCN). 
DUNNING. The process for recontacting participants who have failed to return their question

naires (DLP). 
DURATION. The estimated time needed to perform the activity (CPM). 
DYNAMIC BEHAVIOR. A consequence of delayed interactions among system variables. The 

dynamic state of a system depends on the prior values of state variables (OBT, RTS). 
EARLIEST FINISH (EF). The sum of an activity's earliest start time and its duration (CPM). 
EARLIEST START (ES). The earliest time (measured from the start of the project) when an activ

ity may begin, assuming all immediate predecessors are completed (CPM). 
ECONOMIC ANALYSIS. Analysis from the viewpoint of the national government and the econ

omy (CFA). 
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EFFECTIVENESS. The degree to which the project or system design objectives arc achieved 

(CEA). 
ELEMENT. Part of a problem situation which can be described by all its elements (MPA). 
ELSE RULE. A column in a decision table which applies when no other decision rules may be 

added to cover the case or where no combination of conditions applies (DTB). 
ENVIRONMENT. The set of all factors which are salient to the understanding of systems relation

ships, but which are outside the influence of the system variables (OBT, SDM). 
EVENT. A future outcome, the occurrence of which is uncertain (SPA). 
EXTERNAL CONTEXT. Represents the constraints on the base system (SCN). 
FANTASY ANALOGY. The participant's wishful thinking that the problem may solve itself or 

cease to exist (SYN). 
FEEDBACK STRUCTURE. The set of relationships describinga system that involves one or more 

interlocking causal loops (OV ID). 
FINANCIAL ANALYSIS. Analysis from the viewpoint of the individual, group, or business which 

will directly gain or lose because of the project (CFA). 

FREQUENCY DISTRIBUTION. Plots the frequency of different categories of response (QTN). 
FUNCTION. The primary concern of the system. It is the fundamental dimension of purpose 

(FEX, IDL, SDM). 
FUNCTION HIERARCHY. An ordering of system functions from the most specific to the broad

est (FEX). 
FUNDAMENTAL DIMENSION. The basic characteristic of the eight system elements (SDM). 

GOAL. A value judgment which satisfies one or more needs (FEX, LGF, SCN). 
GOVERNING RULES. Describe the relationships between decisions made by the participant in a 

game and the resulting changes in the simulated environment (GAM). 
HIERARCHY. An ordered structure illustrating which factors are subordinate to others (TRD). 
HUMAN AGENTS. The personnel who may be necessary for the system to achieve its function, 

yet are not themselves inputs or outputs of the system (SI)M). 
IDEAL SYSTEM. A system that achieves the function in the best possible manner asjudged by the 

criteria for evaluating the system. Such systems typically require the least possible cost, the 
least amount of human resources, and the least time while providing maximum benefits 
(IDL). 

IMMEDIATE PREDECESSOR. Any activity which immediately precedes an activity and which 

must be completed before the activity can start (CPM). 
IMMEDIATE SUCCESSOR. Any activity which immediately follows an activity and which may 

not start until completion of the activity (CPM). 
IMPORTANT ASSUMPTIONS. The factors which affect the success of a project and which are 

beyond the influence of the decision maker (LGF). 
INCREMENTAL COSTS AND BENEFITS. Computed by subtracting the "without project" 

values from the "with project" values (CFA). 
INDEPENDENT VARIABLE. The non-random variable which is used for forecasting other vari

ables using regression (RGF). 
INFLUENCE RELATIONSHIP. When one variable's change in value influences change in another 

variable (TRD). 
INFLUENCE TREE. A tree that diagrams the variables which influence other variables which are 

higher in the tree (TRD). 
INFORMATION CATALYSTS. The communication (written or verbal) and til knowledge which 

enable the system process to occur, yet which are not i ,puts or outputs of the system 

(SDM). 
INPUTS. The people, information, and/or physical items which enter the system to be trans

formed by a sequence into outputs of the system (LGF, SDM). 
INTERACTING GROUP. A process that permits discussion among participants (NGT). 

INTERFACE DIMENSION. The relation to other systems or elements-a linking entry to related 

system definition matrices (SDM). 
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INTERMEI)IATE IMAGE. An intermeAiate image describes the state of the system after a time 
intcrval n (SCN). 

INTERNAL ECONOMIC RETURN. The rate of return derived from an economic analysis of the 
benefits and costs to the society or economy of the country (IRR). 

INTERNAl FINANCIAL RETURN. The rate of return derived from a financial analysis of the 
project cash flow (IRR). 

INTERVAL SCALES. Scales that reflect not only the rank of one factor over another, but the 
degree to which one exceeds the other. The difference between them corresponds to alength 
of scale interval (RTS). 

INTERVI EW SCtHEI)ULE. The plan for conducting an interview. It includes the questions to be 
asked (IVW). 

INVFTIEI) FFFECT. An interaction between two variables s, that a chane in unt- re iults in an 
0J)i)O.,ie Lhangc in the other (OVI)). 

IRREVERSIBILE VARIABLE INTERACTION. When the variable only increases or only de

creases (OVD). 
LATEST FINISH (1.F). The latest time (measured from the start of the project) v'hen an activity 

may be completed without delaying any immediate successor(s), thereby dclaying comple
tiorn of the project (CPM). 

LATEST START (LS). An activity's latest finish time minus its duration (CPM). 
LIMITEI) ENTRY. A type of decision table which permits only a limited set of condition and 

action entries in the decision rule columns (I)TB). 
LINEARLY LINKED MATRICES. Matrices with acontnon set of rows or columns (IMD). 
LOGIC FLEMENT. A symbol indicating the nature of the relationship between two or more ob

jectives at adjacent levels in a hierarchy (INS). 
LOGICAL INCONSISTENCIES. When hypothesized relationships among variables are inconsis

tent (OVJ)). 
LOGICAL MEASUREMENT. Determines whether a binary-event objective has or has not oc

curred (OBT). 
MATRIX. A mathematical and graphical representation in two dimensions (IMD). 
MATRIX ENTRY. The symbol used to indicate the existence or absence of a relationship between 

the element in the row and the element in the column (which together define the entry) 
(IMI)). 

MEAN. The average value or central tendency of the data (HIS). 
MEANS OF VERIFICATION. The specific mechanisms by which quantitative indications of the 

accomplishment ofa project may be observed (LC r). 
MEANS-ENDS ANALYSIS. The identification of alternative actions to achieve specified ends 

(OBT, TRD). 
MEASURING INSTRUMENT. A technique for eliciting and measuring responses from a subject 

(OCA, SVY). 
MEDIAN. The value corresponding to the midpoint of the data points (HIS). 
MILESTONE. A point in time (specific date) which marks the completion ofa sequence of activi

ties or the beginning date for subsequent activities (CPM). 
MIXED ENTRY. A type of decision table which permits extended entries such as a range of values 

for a question in the condition stub (DTB). 
MODE. The value or class interval which occurs most frequently (HIS). 
MODEL. A representation of an imaginary entity that contains information in a certain predefined 

form and has specified rules for interpretation (TRI)).. 
MULTIPLIER EFFECT. Occurs when a project impact on one aspect ofan economic system gen

erates a stimulating effect on other aspects (IPX). 
MULTI-STAGE SAMPLING. Draws random samples in stages (SVY). 
MUTUALLY-CAUSAL VARIABLES. Variables that occur when a change in one variable causes a 

change in another which is fed back to affect the first (OVD). 
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PROJECTS. Incompatible alternatives where implementing one pre-MUTUALLY-EXCLUSIVE 
cludes implementing the others (NPW). 

group process in which the members work independently but in eachNOMINAL GROUP. A 
other's presence (NGT). 

NOMINAL SCALES. Scales that categorize different factors (RTS). 

OBJECTIVE. A specific statement of purpose expressinga desired end (INS, OBT). 

OBJECTIVELY VERIFIABLE INDICATORS. Indicators that demonstrate that certain desired 

results are being accomplished (LGF). 

to answer as he or she choosesOPEN QUESTIONS. Questions which permit the respondent 

(QTN). 
to a particular use as measure( by theOPPORTUNITY COST. The cost of committing resources 

highest return that could have been obtained by committing the same resources to an alter

native u.e "I)IS). 

OR LOGIC ELEMENT. Links objectives where the attainment of any one or a combination of 

sub-objectives will achieve the higher level objective (INS). 

ORDINAL SCALES. Scales used to rank-order a set of similar objects along a criterion dimension 

which reflects a basis for comparison, but not the degree of difference (RTS). 

ATTRIBUTES. The elements or components of an organizational systemORGANIZATIONAL 
and the interrelationships among them (OCA). 

CLIMATE. The relatively enduring quality of the internal environment of
ORGANIZATIONAL 

an organization that (a) is experienced by its members, (b) influences their behavior, and (c) 

canl be described in terms of the values of a particular set of characteristics (OCA). 

set of elements in the rows of
ORTHOGONALLY LINKED MATRICES. Matrices with the same 

one matrix and the columns of the other matrix (IMD). 

OUTPUT. The desired and the undesired results of the transformation process ofa system (FEX, 

LGF, SDM). 

OWNER. An organization or person who possesscs intent for, or has a vested interest in, a project 

(INS). 

PARAMETER. A quantity with only one value over the entire range of the system behavior being 

simulated (CSM). 

PARTICIPANT OBSERVATION. The gathering of information about and impressions of a se

lected group by direct interaction over an extended period of time (SVY). 

<epresent the gain resulting from the occurrence of a particular action-event
PAYOFF VALUES. 

path (DTR). 

PERIOD. The time interval between successive observations of the underlying process (EXF). 

PERSONAL ANALOGY METHOD. Used in Synectics sessions where a group member identifies 

element of the problem and looks at it as though he were that element (SYN).
with an 

PHYSICAL CATALYSTS. The equipment, facilities, etc. which are necessary for the inputs to be 

not themselves inputs or outputs of the system
transformed into outputs, but which are 

(SDM). 

POLICY. Long-range decisions which influence a large number of diversified groups with different 

values. Policy made at one level of an institution forms the guidingcriteria for shorter-range 

decisions at a lower level (INS). 

PREDECESSOR ACTIVITY. An activity that must be completed before another activity canl start 

(CPM). 

PRESENT WORTH. The value today of a future payment (DIS). 
the attainment of the objective may not be 

PROBABILISTIC MEASUREMENT. Occurs when 


determined with certainty (OBT).
 

PROBABILITY DENSITY FUNCTION. Represents the probability distribution of a set ofcontiln

uous events (SPA). 
Associates each event in the set with its probability of occur-

PROBABILITY DISTRIBUTION. 


rence (SPA).
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PROBLEM ENVIRONMENT. The set of variables and relationships which are germaine to the 

decision process under study (GAM). 
PROCESS SYMBOL. Represents an action which takes place over time (FLW). 

PRODUCER-PRODUCT RELATIONSHIP. When one variable isa product of the other (TRD). 

PROGRAM CATEGORY. A system category under which specific projects, or program sub

categories, are developed (PPB). 
PROGRAM ELEMENTS. The resources or inputs needed to carry on a project (PPB). 

PROGRAM SUB-CATEGORY. Refers to the specific projects considered under a program cate

gory (PPB). 
PROJECT EFFICIENCY. The ratio of project outputs to inputs (BCR, CEA). 

PURPOSE. A project's primary intention or aim (LGF). 

QUALITATIVE OBJECTIVE. Objectives that are judged subjectively to determine if they have 

b;e acconiplished (OBT). 
QUANTITATIVE OBJECTIVE. An objective that represents a quantifiably verifiable end or re

sult (OBT). 
RANK-ORDERING. The process of weighing one item against others and then ordering the items 

by weight on a scale such as importance or priority (BCR, NGT, NPW, PPM). 

RATE DIMENSION. The performance measure for a system element (SDM). 

RATIO METHOD. Estimates probabilities for a set of events by first obtaining the relative chance 

of pairs of events for all possible pairs (SPA). 

RATIO SCALE. An interval scale for which the dimension of comparison has a natul al zero point 

(RTS). 
REDUCED MATRIX. A matrix formed by omitting one or more rows or columns from the origi

nal matrix (IMD). 
REFLEXIVE RELATIONSHIP. Occurs when the variable interacts with itself (IMD). 

REGRESSED VARIABLE. A variable is regressed on another when the former is dependent on 

the latter (RGF). 
REGRESSION COEFFICIENT. The coefficient of the independent variable in a regression equa

tion (RGF). 
REGULARITY. The most frequent or dominant (and occasionally the most important) condition 

of concern to the project design (IDL, FEX). 

RELATIVE CHANCE. Reflects whether one event will occur rather than another (SPA). 

RELEVANCE TREE. A tree that diagrams the relationships among different sets of factors at each 

level of a hierarchy (TRD). 

ROUND-ROBIN. A process for serially recording ideas vhere each participant provides an idea in 

turn. No discussion occurs, although the leader may ask for a show of hands on how many 

participants had a similar idea. Those responding then eliminate that idea from their respec

tive lists. The process may continue in a circular fashion until all participants' lists are ex
hausted (NGT). 

SAMPLE. A subset selected from a subject population, the attributes of which are assumed to hold 

true for the total population (SVY). 

SAMPLE STATISTIC. A quantitative parameter which characterizes some aspect of the popula

tion from which a set of data are drawn (HIS). 

SCORING. Used in games as feedback to the participants to reflect the effectiveness of their deci
sions (GAM). 

SECTOR. The larger system of which a project ispart (LGF). 

SELF-INTERAc'riON MATRIX. A representation of rel itionships within a single set of variables 
(lID). 

SEQUENCE. The process by which the inputs are worked on, transformed, or processed into out

puts, usually with the aid of catalysts (SDM). 
SET. A collection of elements having some common property (IMD). 

SET OF CONTINUOUS EVENTS. Consists of an infinite number of events (SPA). 
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SET OF DISCRETE EVENTS. Consists of a finite number of mutually-exclusive events (SPA). 

SHADOW PRICES. Adjusted market prices which reflect the true benefit or cost to the economy 

(CFA). 

SIMPLE RANDOM SAMPLE. A sample made so that every member of the target population has 

an equal probability of select'on (SVY). 

SLACK. The amount of leeway allowed in either starting or completing an activity (CPM). 

SMOOTHED VALUE. An estimate of the average value of the variable being forecast (EXF). 

SMOOTHING CONSTANT. A fraction between 0 and 1 that indicates the degree of confidence 

placed on the most recent datum (EXF). 

SOLUTION COMPONENT. The part of a program that is proposed as the solution (PPM). 

STANDARD DEVIATION. The measure of the dispersion of the data values about the mean 

(HIS). 

STATE DIMENSION. A :-pecification of anticipated changeb and plans in specific time horizons 

for each of the four dimensions (SDM). 

STATE SCENARIO. Describes conditions and events (the state of the system and the external 

context) ata single future point in time (SCN). 

STATE SYMBOL. Represents a tangible product, reqnirement, or specific condition associated 

with a process sequence (FLW). 

STOPPING RULE. A rule that determines when any branch of the tree diagram should end (TPI)). 

STRATEFIED SAMPLE. A sample that selects a proportional sample at random from each of the 

groups in a stratification of the total population (SVY). 

SUBJECT POPULATION. The set of all events or entities which possesses certain specified 

characteristics (SVY). 
SUBJECTIVE PROBABILITY. A quantifiedjudgment of the chance of an event occurring (SPA). 

SYMBOLIC ANALOGY METHOD. Describes the problem by objective and impersonal titles. 

These titles are used to identify other problems which may be described by the same title. 

They are generally expressed in two words, usually describing two conflicting attributes of 

the problem (SYN). 
SYMMETRICAL RELATIONSHIP. Occurs when the relationship between two elements is non

directed (IMD). 
SYSTEM. A collection of components which interact to achieve a common function (CEA, CSM, 

FEX, IDL, SCN, SDM, TRD). 

TARGET GROUP. A set of persons with certain common characteristics (DI.P, OCA). 

THRESHOLD EFFECT. When one variable does not change until the other variable changes signif

icantly (OVD). 

TIME PREFERENCE. The general preference of individuals for present over future receipts and 

for future over present expenditures (DIS). 

TOTAL CASH FLOW. The sum of all annual cash flows for the life of the project; an undiscounted 

measure of the aggregate change expected from implementing a project (CFA). 

TRANSIENT SCENARIO. Forecasts changes in and the alternative actions on a system at various 

stages in the evolution of the system (SCN). 

TRANSITIVE RELATIONSHIP. Requires that a directed relationship among three or more ele

ments be consistent (IMD). 
TREE GRAPH. A set of linked elements whcre only one exists between any two factors (OBT, 

TRD). 

TUNING. The process of making changes in the parameters and initial values for variables in order 

to minimize the errors between expected and actual simulation output or between observed 

or simulated data (CSM). 
UTILITY. A quantitative expression of the worth or satisfaction associated with an outcome 

(DTR, MCU). 

UTILITY FUNCTION. Associates the possible levels a criterion may take with the utilities for 

those levels (MCU). 
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UTILITY MATRIX. Presents the elements of a decision under certainty (MCU). 

a computer simulation program simulates the observed system
VALIDATION. Testing whether 

behavior. It is a process of simulating the past and checking the simulated data against actual 

data (CSM).
 
a 
system which may change value as a function of timeVARIABLE. A factor used to describe 

(CSM, OVD). 

VERIFICATION. Testing a computer simulation program to see that the program functions as 

intended. It is a process of eliminating logical errors in the program (CSM). 

XOR LOGIC ELEMENT. Links mutually exclusive sub-objectives to the higher level objective(s). 

The achievement of one sub-objective alone achieves the higher level objective (INS). 
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