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Techniques for generating ideas and gathering information are essential for project plan

ning. Eliciting information from clients, experts, and decision makers in order to generate 
innovative alternatives is a crucial step in a systems approach. The selected techniques struc
ture group "creativity" (Brainstorming. Nominal Group Technique, and Synectics), pro
mote systematic synthesis of alternatives (Morphological Analysis) and formalize interper

sonal communication (Interviews and Questionnaires). Two of the techniques gain their 
strength through interacting group processes (Brainstorming and Synectics) in contrast to 

carefully structured group interaction (Nominal Group Technique). 
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Foreword
 
This is a toolbook. implementation. This is important because some of the 
It can be used either as a text or a reference by people best-established, most conventional techniques of anal

studying or doing such things as project analysis. ysis, used undiscerningly, make it possible to design un-
In principle, analysis is the mother of rationality. The workable programs and projects. 

word analysis labels a large array of orderly efforts to This book reflects another important idea: analvsis is 
transform the imponderable into the manageable. People not solely the province of insulated experts with little 

try through analysis to identify the key properties of responsibility for entrepreneurship or implementation. 
problematical situations, to contrive promising solutions. Some of the techniques presented here are as useful to 
and to frame these solutions in convincing ways. "operators" as to "analysts." All of them can profitably 

Three things affect the success of such efforts-the be understood by people priir.rily concerned with pro
nlature of the "reality'"being examinled, the power oJ tire rooting and executing projects.
 

analysis tools that are Used, and the decisional arra)ige- In practice, the interplay ofanalysis and action is quite
 
ments to which analysiscontributes.What is out there and complicated. How it works depends chiefly upon the third
 
our interest in it set the basic requirements of analysis. The factor mentioned at the beginning of this brief essay: the
 
tools and their use determine what we see and influence decisional arrangements to which analysis contributes.
 
what we then try to do. This volume focuses upon tools In most organizations which rely upon analysis as an
 

and their uses. It indicates how they can be applied to important input into decisions about programs and proj
study various kinds of realities, or to imposing a sense of ects, systematic analysis and decisional action tend to be
 

order upon real-world concerns. It does not address the rather loosely linked.
 
third factor which affects the success of analysis efforts- A good part of this looseness is necessary and desirable.
 
the decision-making settings in which the tools arc Studying things and doing things are frequently very dif
applied. ferent kinds of activity engaged in by different kinds of
 

The trend of our times is to demand more and better people. Even so, decision makers and people with discre
analysis tools in order to try to solve increasingly compli- tionary responsibility for executing decisions had better 
cated problems through planned, managed action. The understand the nature-and the limitations-of the ana 
solutions often breed new problems. The expanding pres- lytic techniques upon which their decisions and their man
sure to diagnose and resolve outruns our ability to re- dates may be based;just as analysis specialists will be wise 
spond. One American sociologist speculates that the ulti- to perceive the practical usefulness of their products and 
mate outcome of this dynamic imbalance might be the the limits thereof. 
collapse of societies in "the stupidity death," as the needs Various kinds of analyses produce knowledge for use in 
to interpret and manage fatally exceed the capacity to do designing, reviewing, deciding, and executing programs 
so. and projects. Such analysis, coupled with criteria about 

No single book will solve that problem. This one goals arid standards, helps produce decisional frameworks 
may make some incremental contributions to the intelli- and programmatic targets. It also helps produce decisions 
gent use of analysis in sensible problem-definition and about particular plans or proposals: Do they fit within tile 
informed solution-seeking. For example, it presents a wide frameworks? Are they likely to achieve acceptable tar
range of analytical tools-about forty-and it classifies gets? By helping answer these questions, the analysis may 
them into nine functional categories, from methods of reduce the uncertainty of efforts to shape the future and 
generating ideas to techniques for controlling arid evalu- lessen the need to rely upon hope arid intuition. Even 

ating results. There is an important implicatioi, here: there when uncertainty defies dissipation, the authoritative use 

are many kinds of analysiswhich can be usedfor a variety of systematic analysis techniques imposes a degree of 
ofpurposes. order and focus upon decision making. 

Why does this matter? Partly because the formal anal- Order is a much valued quality in circumstances where 

ysis strategies of social and economic change organizations uncertainty abounds. It is also a limited, potentially per

are usually quite selective. They are usually skewed in verse quality. The quest for order sometimes buries real 

favor of certain kinds of issues arid techniques. The pat- uncertainties beneath exhaustive analyses. These analyses 

tern of this book at least shows that there are significant tools apply techniques which look like formulas or recipes 

categories of analysis beyond the economic and financial, for calculating, deciding, and planning. They are often 

and beyond determinate systems techniques for planning treated as if they are formulas or recipes. But they are not 
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much of its bulk presents relatively determinate computa
decisional recipes. Anaysis techniques only produce 

ipwredwnts for cooking in decision-making pots, and for tional tools. Because these are the tools we have. 

A longer essay on tile interplay of analysis and action
envisioning the future. With sufficient skill and judgment 

would address other important aspects of the subject, such
these ingredients- the products of analysis-can be used in 

cooking up programs and projects. But they are readily as the use of analysis to manipulate consent and accep

tance and the manipulation of analysis to secure accep
misused too. 

for 	 of analysis in the
The tendency toward misuse is encouraged by the lop- tance for proposals. The function 

of development agencies is not
sided, unbalanced quality of our aggregation of tools. The 	 decisional processes 

limited to tle uncontaminated generation of unassailable more intrinsically determninate the tools, the more attrac-
objective premises, nor can it ever be so limited.tive they are. Economic analyses and financial analyses, 

and schemes for "mapping" formalized plans of action But the ultimate justification of analysis as a kind of 

(which are actually techniques for hopefully idealizing activity is its contribution to better knowledge, better 

what is intended), are attractive. Quantitative analyses of understanding, better decisions-to the reduction of error 

costs and benefits, of cash flows, of sensitivities, and so and the en!argement of human capacities for auspicious 

action. It is to these aims that this toolbook is dedicated.forth, produce determinate answers, even if important 
The book itself is the eventual product of a questiondata must often be stipulated. Projected maps of future 

sequences of events have the appeal of apparent certitude, put to two young industrial engineers at the University of 

even if they do not tell us how these sequences are going to Wisconsin a few years ago: "What sorts of tools and tech

niques do you people use in defining problems and shapingbe caused and controlled, or how plausible they are. 

To say these things is not to reject the merit ofquanti- solutions which might be transferrable to the field ofeco

nomic and social development?" Here are the answers protative analyses and precise-looking maps of future courses 
and their associates.of action. Both can be valuablc,just its both are dangerous vided by Professors Delp and Thesen 


in the hands of those who take the products as "true." These answers are neither exhaustive nor definitive;
 

Unfortunately, these intrinsically determinate techniques there is little limit to the full array of tools that might be 

are not matched and balanced by methods for analyzing cited. Many of the individual tools offered here are them

howm best to orkaize the activity, how to determine tnana- selves subjects of more than one book. But this work is a 

gerial resource needs and ways to meet them, how to valuable introduction and overview. Each tool is presented 

speciiy the incentives which will increase the probability in a way which facilitates intelligent judgment about its 

of success, and ho:., ro measure the full range ofeffects. use. The tool descriptions are buttressed by citations 

at best rather which enable the reader to pursue topics of special inter-Our tools for doing these latter things are 

messy and imprecise. So decisions tend to turn more upon est. 
If this book should somehow cause one consequentialthe findings and projections of the neater techniques; and 

to be avoided, in the design or implementation of aendless effort goes into refting and applying them. error 

This general observation is reflected in the contents of single project significantly affecting the lives and well

this book. It does present lieuri -ic techniques for address- being of some people, the enterprise which has produced it 

ing some of tile troublesome problems of design-gener- will stand justified. Given the limits of our ability to ana

ating ideas, pinning down objectives, and trying to map lyze certain kinds of cause-effect relations we shall never 

complex relationships, for example. But, understandably, 	 know. 

William J. Siffin 
Director 
IDI/PAS, IAM 
June 19"7 



Preface
 
The word "tool," in its strictest sense, refers to an im-

plement, a means for effecting some purpose. When we 

started the project which led to this volume, we used tech-

niques, methodologies, and tools synonymously to de-

scribe various means for planning. On reflection, perhaps 

the stricter definition is also inappropriate, for this collec-

tion represents a set of implements-tools for implement-

inga systems approachto planning. 
and the systems approachSystems, system models, 

tend to blur together into a conceptual mass whose tan-

gible aspects are represented as tools. We',re called them 
"system tools," not because they are necessarily derived 

from systems concepts or systems engineering, but be-

cause they are tools which facilitate a systems approach to 

planning. A systems analyst uses techniques which shape 

plans from a systems perspective. The wholistic, future-

oriented, inter-relatedness of systems thinking models the 

situation facing development planners-situations filled 

with myriad inte%:dependencies, uncertain futures, an ill-

defined present, and a data-deficient past. The alternatives 

to a systems approach tcnd to produce fragmented, incre-

effective (if not counter-productive) develop-mentally 
ment efforts. 

are imple-Action-oriented development activities 

mented as policies, programs, or projects. We have used 

the project concept to represent both programs and poli-

cies in the sense that one or more projects are specific ac-

tivities in order to implement a program or policy of ac-

tion. The distinction between a project and a system is not 

always clear. 
Often the system tools describe techniques for plan-

ning a project or a system. For example, cost-effectiveness 

analysis is used to evaluate 1) alternative components of a 

system, 2) alternative systems, or 3) alternative projects 

(which may involve many interacting systems). In many 

project design and techniques for cases, techniques for 

system design are indistinguishable, 
have used the term, encompasses thePlanning, as we 

entire rang-. of activities associated with achieving devel-

opmentends. Planning a project requires that allaspects of 

the project be designed or specified. This includes identi-

fying objectives, sub-objectives, and criteria for evaluating 

the achievement of objectives. It includes specifying the 

messy details of get-
essentials of implementation-those 

ting from an idea to a project. A systems approach to plan-

ning requires that the requisites of management be incor-

porated into the design and that the essentials of evalu

ation be considered in tie planning process. Short-tern 

feedback systems to provide management information are 

designed to complement long-term feedback of project 

impact in order to inform development planners. This 

broad view of planning and its intimate connection to im

our selection of techniques andplementation has guided 

their descriptions. 
One aspect of the description which needs elaborating 

is our distinction between decision makers and analysts. 

Certain techniques require special skills for successful im

plementation (e.g., Surveys, Cost-Benefit Analysis). An 

analyst, possessing these needed skills, may also be the de

cision maker. In some techniques the two roles are distinct 

while in others the(Delphi, Program Planning Method), 

separation of roles is not important. A decision maker has 
reover resources including thosediscretionary control 


quired for analysis. Therefore, he views the problems of
 

project planning from a different perspective from the
 

a different degree of accountability.analyst and usually 

This reflects not only the way techniques are employed, 

but the decision to employ a particular tool. The classic 

case is an analyst who needs information reconmending a 

sample survey, and the decision maker reconsidering this 

approach because of political sensitivities. We have in

eluded this distinction where relative to the application of 

the technique. 
While we have sought to be comprehensive in our cover

age of systems tools for planning, we recognize the omis

sion of a great body of planning techniques developed in 
resuch fields as econometrics, business, and operations 

search. Linear programming, input-output models, or ma

trix algebra are useful planning tools, but they represent a 

level of sophistication, a rigidity of models, and a depend

ency on accurate data and computer implementation 

for the intended audience ofwhich seem inappropriate 

this volume. 
This collection of techniques and methodologies is in

tended for practitioners in the many diverse fields in 

touches both the peoples' lives and
which development 

livelihood. Our examples are drawn from agriculture, edu

health, family planning, employment, andcation, 
re

source management to underscore our belief in the univer

sal utility of these tools in planning. We have focussed on 

project design and implementation as the action interface 

of planned development. 

Peter Delp 

Nairobi, 1977 
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Introduction
 
Designing development projects requires some form of 

"systems" approach. If any plan is to succeed, the factors 

that will probably determine the outcome must be identi-

fied, and their relationships must be established. There 

will always be surprises as implementation proceeds, for 

our ability to predict and control the future is linited. The 

object of planning and design is to keep th1 se surprises at a 

minimum. A systems approach, properly used, can serve 

this aim. 
There is another justificatiol for a systematic approach 

to project planning and design: Even the simplest interven-

tions have secondary effects--consequences which are 

easily overlooked because they are incidental oreven irrel-

evant to the project itself. An irrigation project, designed 

to raise farmer income through increased productivity, 

may threaten established social and economic relation-

ships. It may introduce water-borne disease vectors. It 

may have other unintended consequences which, in sonic 

cases, are more important than the direct impact of the 

project. 
In the West, the word "systems" has acquired, for some 

people, a certain magical quality. The term is used promis-

cuously, vaguely, and enthusiastically. The problem lies 

not in the meaning of that term, but in the way in which it 

is applied, 
Conceptually, a system is simply a set of interactive ele-

ments. In conventional usage, the term refers to a set of 

factors which are known (or assumed) to be necessary and 

sufficient to some purpose or effect. Systems thinkers 

often work backward, beginning with a desired objective 
and thcn determining what factors are needed to accon

plish that objective and how those factors must be related. 

The success of this approach to design depends not on the 

use of the term ''system," but on the ability of the design

ers to truly know what is necessary to the desired effect. 

There are many areas where such knowledge exists, for 

example, in designing an electric motor, all autoi obile. an 

airplane, a colnputeri7ed data processing program, or a 
water control system. In these and similar examples, the 

system can be thought of, for all practical purposes. as 

"closed." It is a tidy system. 'here is relatively perfect 

knowledge of its parts. and of their relation to a desired 

effect. And the essential relationships between the system 

and its environment can be knovn and controlled. 

Problems arise when this alluring idea of "system" is 

transferred from the fields of determinate design into the 

messy world of "open systems." These are loose and not 

necessarily stable arrangements in which the environment 

of an action system, such as a government program, an 

enterprise, -)r a farming venture, is always affecting the 

.,rorkingof that system. 

In the language of systems, the "cnvironment" consists 

of the factors which affect the systtus-'s working but which 

are not subject to full control from within tklc system. The 

weather is an important environmental factor in agricul

tural systems. "Politics" constantly affects the behavior 

and potential of a bureaucratic program systemji. 1 short, 

open systems are not nearly so determinate or so capable 
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of precise specification as the more closed systems of in-

sulated engineering. There are two potential dangers in ap-

plying tine idea of'a system to designing developnmenr proj-

ccts. 
The first is the dainger of failing to identify essential e-le 

ments of an open system, or to effectively judge their 

probable working. A systems perspective cannot guar-

antee against this danger. It cannot tell you ahead of tinie 

what the factors are or how they will work. It can, how-

ever, make you aware that they exist and that you had bet-

ter try to find and assess them. 
The second danger might be labeled "undue narrow-

ness," the danger that "incidental" effects may be ignored 

or undervalued. This can result from systems analyses 

which, as noted above. start with some desired aim or goal 

and then work backward to identify the necessary and suf-

ficient factors for meeting the goal without also consider-

ing the other effects which those factors will have. 

It is possible to examine and analyve the larger array of 

effects p,Iduced by any system. Some systems ap-

proaches fail to address this vital matter, but oly i broad 

systems perspective can consider these effects in a reason-

ably orderly way. Therefore, the systems approaches re-

flected in this collection of tools and techniques are conm-

prehensive.The aim is to help people search sysL ruatically 

for the broad implications of planned change. The ap-

proaclies supported bv these techniques are fiture-

orient'cL They offer help in trying to forecast immediate 

and longer-terin effects in open systeis designs. The ap-

proaches supported by the following tools are essentially 

pragmnatic.They address the realities of the soio-political 
environment of any of the kinds of systenis likely to con-

cern us. 
In these approaches, the systems analyst atteripts to 

deal with unbounded complexity by identifying a set of 

salient variables which describe the problem. The organiz-

ing concept is the notion of a system. defined not as a 

static but as a dynamic entity. The values of descriptive 

variables arid the status of relationships are projected into 

the future in order to look at the consequences of planned 

interventions. The systems designer recognizes both the 

limitations of deterrministic analysis and the realities of 

power as it invariably affects the best laid plans. Conse-

quently, a hallmark of a systems approach is pre-planned 

adaptability. Adaptive systems are better equipped to deal 

with uncertain futures, the vagaries of power, and the real-
ities of complex political, social, and technical interac-

tions. 
Engbieers have long straddled both hard and soft ap-

proaches to problems. In true engineering fashion, he/she 

uses whatever technique fits the task or promises insights 

into solutions. For the non-technical aspects of problems, 

the systems engineer must turn to other disciplines, 

APPLYING A SYSTEMS APPROACH 

Tackling complex problems requires avariety of tech

niques. Flowcharts (FLW, page 101), adiagramming tech
nique which flourishes in the computer sciences, show the 

logic and sequence of complex computer programs. Not 

much imagination is required to adapt the technique to 

the complex decision processes confronting development 

planners. The aim for design remains the same: using the 
technique to understand the determinants of decision and 

action. 
This adaptation of systems technology (software) to 

the complex realm of human behavior is a two-way street. 

Be havioral scientists have developed systems oriented 

techniques which have been readily adopted by project de

signers. Brainstorming (BSG, page 3) and Nominad Group 

Technique (N;T. page 14) emerged from a marriage of 

smldl group theory and empirical creative process analysis. 

System designers utilize the techniques because of their 

denronstrated power in generating ideas and innovative 

solutions. 
Criteria used for selecting -or excluding) techniqucs 

from the volume were based on the needs of the intended 

audience. Many sophisticated techniques utilizing optimi

zation theory and computer technology fill the systems 

literature and seem inappropriate for meeting the needs of 

a project planner in the field. Consequently, linear pro

grarnming technriques, queuing and game theory, input
output models, and cross-inipact riatrices have not been 

included. By and large nothing more sophisticated than a 

pocket calculator is required for any of the tools. The ex

ceptiori is Computer Simulation Models (CSM, page 120), 

which was judged sufficiently important that a summary 

description was included. Complex rmathematical formu

lations have been avoided, except where a step-by-step 

procedure can be described (see Regression Forecasting, 

RGF, page 160, and Discounting, DIS, page 184). 

TOL I)ESCRIPTIONS 
Each tool describes what the project planner needs to 

know in order to 1) select a tool, 2) utilize the tool, and 3) 

understand its implications and underlying theory. 
To aid selection, each tool begins with abrief statement 

of purpose and asummary of uses. A short description fol

lows (supplemented by key definitions) and is augmented 

by a listing of advantages and limitations. The decision 

maker is thus given abrief overview of the tool to help him 

decide if the technique is a candidate for addressing a 

problem. To this end, asection on required resources (ef

fort, skills, time) concludes the first part of each tool de

scription. 
In order to use a tool, a detailed description is needed, 

beginning with required inputs, expected outputs, and im
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portant assumptions. Moving from inputs to outputs in- ships ofa system and defines a system as distinct from its 

volves a procedure, which is described for the tools at dif- environment. 

fering levels of detail. An example illustrates the proce- One possible sequence for using the tools is given in 

dure. figure I a. The analyst uses a tree diagram (more specific-

Finally, a brief section on the underlying theory and a ally, an influence tree) to develop the relationships which 

bibliography conclude the tool description. Tov'ther with prescribe system behavior. This leads to a specification of 

the listing of assumptions and limitations, these attempt system variables and environmental factors which influ

to give each tool a theoretical base. while leading the 	 ence variables within the system. At sonie point, the tree 

diagram is redrawn as an oval diagram to show the feedreader to additional sources, 

Ideally, each tool description should be slf-suffIMient, back relationships and multiple interactions of s'tein var

but in order to save space and provide essential continuity, iables. If the oval diagram become s too unwieldy, die ana

lyst may turn to a matrix description. This has the distinctthe prerequisites of each tool precede the description. For 

example, the description of cost-benefit analysis (CBA, advantage of systematically pinpointir,,, every possible in

212) takes the form of a summary linking prerequi- teraction among systei and environmental variables. page 
site tool descriptions comprehensively. In some cases, a while refiningthe oval diagrani. 

The analyst may wish to begin with an interaction macommon example iscarried through several tools. 

The examples draw on a broad range of problens and 	 trix diagram rather than a tree diagraim (see figure 1b). 

This approach appeals to those who are more coin fortablesitu ations confronting project planners in the develop-

ment fields, ranging from education and health to agricul- separating the identification of variables from the specifi

and economic policy. Most of the examples refer to cation of relationships. A tree diagran or an ovid dia1ramture 
is then used to interpret the interaction matrix in at formthe developing country of Temasek which (for conven-

ience) has a widely varying climate and diverse ecological which permits tracing the sequence of cause ardeffect. An 

The examples interaction matrix diagram is particularly useful in breakzones. The population is mostly agrarian. 

are drawn from first-hand experiences, hypothetical situa- ing down information-gathering and analysis tasks into 

tions, or the literature, distinct grou ps, thus facilitating task assignmc nts. 

The oval diagram constitutes a first attempt at a ca.r:al 

imodel of -he system: it presents an explicit statement 
USING THE SYSTEM TOOLS HANDBOOK about key variables as well ats hypotheses about cause and 

The tools included in this volume fall into a number of 

categories: generating ideas; assessing qualitative factors; FIGURE ]a 

defining objectives; describingcomplex relationships; ana- TRI)
 

lyzing complex processes; accounting for alternative out

comes; forecast and prediction; analyzing projects; and
 

planning, controlling, and evaluating projects. Clearly,
 

many techniques could be included in more than one cate

gory. For example, computer simulation models (CSM,
 

page 120) could be used for the last six purposes listed. It OVI) O- IMI)
 

is presented in analyzingcomplex processes because that is
 

the most basic use of computer simulation.
 

Each tool is designed to stand alone as a source of infor

mation for a decision maker, as an aid to the analyst, and 

as a catalyst for multidisciplinary design teams. The tool FIGURE lb 

description (together with any prerequisite tools) prc ,ides 
IMI) 

a basis for action and/or the evaluation of actions by 

others (e.g., permitting a decision maker to interpret the 

models used by anal) sts). 

DEVELOPING SYSTEM MODELS	 T,1) 

Three tools are paramount to the description of any 

system: Tree Diagrams (TRD, page 74), Oval Diagram

ming (OVD, page 81), and Interaction Matrix Diagram

ming (IMD, page 92). Each describes the complex relation- OVD 
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tested byeffect relationships. These hypotheses may be 

regression analysis (see RC;F, page 160) and then quantita-

tively modeled. The oval diagram is then used in various 

ways to gain greater understanding of system behavior (see 

figure 2). For example, a computer simulation model 

(CSM, page 120) can be constructed in order to predict the 

of changes in the system. A scenario (SCN,consequence 
as apage 164) may be developed using the oval diagram 

basis for describing the base state and the kinds of changes 

expected in the future. 

i(;UItE 2 

LIVI) 

1 LW 

)TB 

CSM SCN 

AND ANALYZING ALTERNATIVEGENERATINGGENATN A1N ATechnique 

Tree diagrams in the form of ends-means diagrams (see 

TRD, page 74) are useful for breaking a system into com-

ponents or an objective into alternative means. This begins 

a sequence using several techniques to analyze alternative 

plans (see figure 3). The central tool in this process is the 

Decision Tree (DTR, page 141). Branches of a decision 

tree map alternative actions and probabilistic outcomes. 

The alternatives may be identified by the tree diagram 

branching process or the matrix format of morphological 

analysis (MPA, page 10). The probabilities of various out-

conies are often subjectively assessed (SPA, page 137). 

Closely related to the decision tree, contingency analysis 

FIGURE 3 

TRD RTS 

MCU 


SPA - DTR 

SCBA 
CG A 

(CGA, page 147) tabulates alternative plans against the 

various possible states of nature which affect their out

comes. 
Outcomes for both techniques are expressed either as 

monetary units (costs and benefits) or as utilities, using a 

concept which translates preferences for an outcome into 

a dimension on al interval scale (see RTS, page 29). Utili

ties assessed for various criteria are combined in Multiple 

Criteria Utility Assessment MCU, page 32). 

In short, these possible sequences of tools (figure 3) de

process of analysis which begins with generatingscribe a 

alternatives and results in al evaluation of alternative out

may be employed for a cost-benefitcomes. The end use 

analysis or for the selection of plan elements.
 

CO-OPTING CLIENTS, RESOURCE CONTROLLERS, 

AND EXPERTS INTO THE PLANNING PROCESS 

There is a set of techniques which claim their greatest 

strength in their ability to generate cooperation among 

various actors on the planning stage. The central tool is the 

Program Planning Method (PPM, page 227). Supporting 

this tool are a number of techniques, each of which is pow

erful when used alone and potentially more so when incor

porated into a strategy (see figure 4). The Nominal Group 

(NGT,page 14) permits maximum efficiency 

in generating ideas. It is particularly effective when used 
by diversely composed groups. 

A companion technique is the Delphi process (DLP. 

page 168) to which experts and decision makers contri

bute without face-to-face confrontation. This anonymity 

is often necessary if the pursuit of ideas and constructive 

problem exploration is not t, be hindered by social and 

bureaucratic sanctions. The Delphi utilizes repeated 

rounds of questionnaires (QTN, page 19). 

The Program Planning Method combines these tech

niques to produce plans which co-opt clients, resource 

controllers, and experts in a carefully orchestrated plan

ning process. 

A NORMATIVE APPROACH TO PLANNING 

One planning strategy begins with a normative concept 

of the ideal system, rather than analyzing what could be 

NFIGURE 4
NGT 

DLP QTN 
PPM tt 
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FIGURE 6FIGURE 5 

FEX 

I 	 0Ts QTN 

SDM 

IVWIIL 

wrong with the existing one. This strategy is embodied in 

the IDEALS Strategy (IDL, page 231). Two other tech- I 
niques support this approach (see figure 5). 

S tisFunction expansion (FEX, page 45) forces the system 

designer to think in terms of the purpose of the system 

desired-what the system should be doing. This leads to a 

specification of the "ideal system target" which becomes 

the basis for designing a feasible system, using essentially SI)M UlA IA F 

the system design strategy. The form of the specification is when a large sample is to be covered by the survey, even 

the system definition matrix (SDM, page 67). which is the though a high return is seldom possible. 

output of the IDEALS process. The survey results are quantified and aggregated, often 

Focusing on function rather than on problems gets pco- in the form of histograms from which statistics may be 

pie involved in a constructive assessment of what should 	 computed (HIS, page 131).These results are then used to 

formulate policies, to specify system design (see Systembe, rather than what's wrong and who's to blame. There 

are sound arguments for both approaches. The IDEALS Definition Matrix, SDM. page 67), to quantify costs and 

Strategy often comes under attack because its emphasis on benefits ,CBA, page 212), and to evaluate programs (see 

normative specification may possibly ignore experiences 	 Logical Framework, LGF, page 260). 

gained from problems with the existing system. If the ideal 

system target proposes a radical change, where only incre

mental changes are acceptable, normative prescriptions 
The financial analysis of projects is a sequential process 

may be counterproductive. Still, there is an intuitive ap-

peal to any process that encourages minds to explore an which begins by identifying costs and benefit time streams 

(Cash Flow Analysis, CFA, page 177) and culminates in
unlimited problem-solution space, unbounded by existing 

the presentation of recommendations (and assumptions)
system descriptions, 

to decision makers (see figure 7). Many techniques sup

port this analysis at each stage. A survey may be necessary 

USING SAMPLE SURVEYS TO GATHER to gather financial and production data. The vari, -s iu

pacts of a project may be tabulated across directl',.., 'in-INFORMATION 

directly affected groups in an impact-incidence matrix
A sequence of techniques is particularly useful for gath-

across a broad spectrum. The principal (IPX, page 207). This technique attempts not only to
ering information 

page 36), which be- quantify all impacts of a project, but nonmonetary ima
technique is the sample survey (SVY, 


gins the design of the survey questionnaire (see figure 6). pacts of aproject usingratingscales (RTS, page 29).
 

The time streams of costs and benefits are discounted
Where subjective assessments are to be quantified and ag-

to give their present value in order to compare project al
gregated, the questionnaire may incorporate rating scales 

ternatives (see Discounting, DIS, page 184). The criterion 
(see RTS, page 29). 

for comparison may be net present worth (NPW, page
The questionnaire (QTN, page 19) must be pretested 

and refined so that the objectives of the survey may be re- 188), benefit-cost ratio (BCR, page 194), internal rate of 

alized. The means fo-r obtaining the desired information return (IRR, page 200),or a combination of these. 

The cash flow analysis, the evaluation criteria, and the 
may vary greatly, buit ,ine useful technique is the direct 

interview (see IVW, page 23). This is usually the preferred impact-incidence analysis are brought together in cost

benefit analysis (CBA, page 212).The end result may take 
approach in pretesting the survey because it requires less 

the form of a single go-no go decision on any one project,time and gives more dcsign information than mailed ques-

or a ranking of alternative projects for funding.


tionnaires. The latter technique, however, is widely used 
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FIGURE 7 
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THE "CONVENTIONAL" SYSTEMS APPROACH 

Systems analysis begins with identifying objectives, 

specifying alternative means, specifying the criteria for se-
lecting among the alternatives, .3nd then synthesizing a 
system or plan from the choices. A sequence of techniques 
for applying the systems analysis strategy begins with Ob-\ 
jective Trees (OBT. page 49) and/or Intent Structures 
(INS, page 55) (see figure 8). Brainstorming, Nominal 
Group Technique, or morphological analysis may be used 
to specify alternative means (see alsoTree Diagrams, TRD, 
page 74). The alternatives are analyzed using either deci-
sion trees or contingenc; analysis to develop the project 
plan. Cost-effective analysis, multiple criteria utility 
assessment, or both are used as criteria for evduating alter-
natives. The plan may be specified as a System Definition 
Matrix, Logical Framework, or as an operating Planning, 
Programning, and Budgeting system (PPB, page 236). 

This strategy is not altogether different from the IDEALS 
approach; however, the starting point of the latter is the 

function of the system rather than objectives for a project. 

PLANNING PROJECT ACTIVITIES FOR 

IMPLEMENTATION ANI) CONTROL 
Two complementary techniques which specifically ad

dress the scheduling of project activities are the Critical 

Path Method (CPM, page 241) and Gantt Charts (GNT, 
page 252). The techniques may be incorporated into a 
strategy which plans and facilitates the implementation of 
a project. 

Critical path techniques begin with a list of project ac-
tivities essential to the achievement of project goals (see 

figure 9). The list may be generated using techniques 
such as brainstorming or, more formally, from a system 

FIGURE 8 
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specification (see System Definition Matrix). From the 
critical path network, a Gantt (bar) Chart may be pre
pared, enabling a planner or manager to schedule activities 
and resources. He may wish to present the activities and 
officers responsible in an interaction matrix (IMD, page 

92) in order to emphasize both the interrelatedness of 
tasks and the multiple staff responsibilities. A Logical 



Framework may also be used to sharpen the identification 
of objectively identifiable indicators of progress. These 
milestones are shown as vertical lines on specific dates of 
the Gantt Chart and written on the Critical Path Method 
network at the appropriate nodes. 

Altogether, the techniques serve to ease the manager's 
job by breaking down a complex project into finite tasks 
with planned start and end dates. Progress monitoring per
mits effective use of staff which is essential to successful 
project implementation. 

ANALYSIS AND PROGRAMMING OF 
DECISION PROCESSES 

A decision-making s exists for a specific purpose.
The first step in any tem xisys funcia expose, 

specifyspecify tt prpose panalysis eethat purposean 4s figuepansinT(FEX, page 45) (see figure 10). The 

aim is to specify the key decision points and the condi-

tions which lead to particular actions, i.e., the decision-

making policies. Two processes may be used to obtain this 
information. If the system exists, decision makers may beS 
interviewed (IVW, page 23). If the task is to design a sys-

tem, then idea generating techniques (e.g., Brainstorming, 

BSG, page 3) are used. 

FIGURE 10 
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DB 

Te results of this analysis are presented in the form of 
flowcharts (FLW, page 107) or decision tables (DTB, page 
113). The flowchart uses different symbols to display and 
analyze complex processes. The decision table presents 
the decision as a preprogrammed process by specifying the 
conditions which precede-and the action which fol-
lows-a decision. Both techniques are usefully employed 
in management training as well as in diagnosis of potential 
problems in implementation. 

QUALITATIVE FORECASTING 

A scenario draws on a variety of expertise to produce a 
map of the future states of a system (SCN, page 164). It is 
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the result of a strategy which incorporates intuition and 
judgments into a coherent framework (see figure 11 ). 

FIGURE 11 

DLIP 
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SCN 

The Delphi technique (I)LP, page 168) begins by 
directing questionnaires to a selected group of prognosti

cators.Delphi The resultsoftenof eachthcround are sunmmarizedhistogram for thegroup, in form of a which 
e gates idduthe u on' a hsca ttich 

aggregates the individuJllugments. tating scales attempt 

to quantify priorities and opinions. The )elphi rounds are 
then used to produce tie successive state descriptions ofthe scenario. The desired result is a clearer understanding 
te fces Tn cod sta t ic arcled in plann 

of the forces and constraints which are involved in planned 
change. 

PROBLEM ANALYSIS STRATEGIES 

Problems in systems (whether ongoing organizations or 

newly designed projects) may be analyzed by using a num
ber of techniques, none of which guarantees a solution. 
Rather, they promise a greater understanding of the di
mensions of the problem. Two techniques are central to 
the analysis of problematic behavior: Oval )iagramming 
(OVD, page 81) and Organizational Climate Analysis 
(OCA, page 40) (see figure 12). 

FIGURE 12 
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Problems are first identified using a technique such as 
Intent Structures (INS, page 55) to specify conflicting ob
jectives and competing interest groups. The Nominal 
Group Technique (NGT, page 14) or brainstorming (BSG, 
page 3) may also be used. The problems lists may be em
ployed to guide the information-gathering, the interview
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ing necessary for an analysis of organizational climate, or 

the tackling ,'4 identified problems by a Synectic prob-

lem-solving team (SYN, page 6). The very least to be ex

a Synectics group is a better definition of thepected from 


problem and a creative attempt at a solution. 


One highly recommended technique for combining all 

analyscs is an oval diagram which describes the sys-these 
behavior stemstein or organization. Most problematic 

from poorly designed feedback of information within a 

system, and poor u nderstandiig of the far-reaching effects 

of actions. 
the problemThe analyst may ultimately wish to test 

analysis by using management games (see Gamning, GAM, 

page 124) which ar carefully designed to identify 

from simulated interaction amongproblems which arise 


system and organizational components.
 

CONCLUSIONS
 

This volume is a collection of techniques drawn from a 

variety of disciplines a :d presented in a standard format in 

order to bring together various means to a common end

better development project design. The organizing theme 

is a systems approach to project planning. The techniques 

are means to developing project designs which are compre

hensive, fu ire-oriented, and pragmatically shaped by the 

realities of power and uncertainty. While no single tech

systems engineer's unique contribution, all
nique is the 

should contribute to better project design. 



Brainstorming
 
PREREQUISITE TOOLS 

None. 

USAGE 

PURPOSE 

Brainstorming is a group creative process used to gener-

ate alternative ideas and suggestions in response to a stated 

question or problem. 

USES 

Brainstorming is used to: 

1) Generate many alternative solutions to a problem. 

2) Generate alternative ways of looking at a problem. 

3) Identify experts who will aid in different problem-

solving phases. 

SHORT DESCRIPTION 

Brainstorming is a group process where the members, 

usualy from different backgrounds, respond to a ceotral 

question or theme. Emphasis is placed on generating a 

large number of ideas while deferring criticism and evalua-

tion. Brainstorming is especially useful for attacking yew 

problems or for identifying new ways of looking at old 

problems. 

ADVANTAGES 

1) Original and innovative ideas may be generated if 

premature criticism is not allowed to inhibit spontaneity. 

2) Cross-fertilization of ideas occurs, especially when 

the group iscomposed of experts from different t'iclds. 
3) The iclatively unstructured nature of brainstorming 

is sometimes preferred over methods like the Nominal 

Group Technique (NGT, page 14). 

LIMITATIONS 

1) Brainstorming may be unproductive if the group 
members are meeting each other for the first time during 

the session. The effectiveness of a brainstorming session is 

greatly enhanced when the members know each other be

fore the session and when they arc motivated to solve the 

problem under consideration (Bouchard, 1971 ). 

2) Superior-subordinate relationships outside the ses

sion may affect the free interchange of ideas within the 

session. 
3) A brainstorming session often involves misdirected 

discussion which may be unproductive and a waste of 

time. 
4) Discussion may be dominated by one or two mem

bers, and may stifle the participation of other members. 

This is in contrast with Nominal Group Technique (NGT, 

pave 14). 
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REQUIREI) RESOURCES 

LEVELOF EFFORT 

For brainstorming sessions to be effective, all partici-

pants should contribute to the discussion in order to facili-

tate the cross-fertilization of ideas. It may require some 

effort by group members to defer their natural tendency 

to criticize or otherwise evaluate the ideas presented. 

SKILIL EVI'I 

Ni, special skills are required. Some practice may be 

necessary before brainstorming se.,sions arc productive. 
Generally, members will bring expert skills, but they must 

be able to extrapolate beyond their own experience. The 

group leader will be inore effective if he has some training 

or experience in conducting brainstorming sessions, par-

ticularly in order to recognize when the group becomes 

misdirected. 

TIME REQUIREI) 

Brainstorming sessions which last longer than an hour 

are usually unproductive. The time span is proportional to 

the number of participants. It also depends on the novelty 
of tire question under consideration. 

SPECIAL REQUIREMENTS 

Blackboard arnd chalk, or a flip chart and marking pens. 

are used to record all suggested ideas. Writing materials for 

each member are needed. A tape recorder iay be used to 

DESCRIPTION OF TOOL 

REQUIRED INPUTS 

1) A statement of the problem, usually in the form ofa 

question, focuses participants' ideas, e.g., "How can the 

increase in Temasek's population be stopped?" 
2) Participants may be experts, consumers, clients, or 

practitioners. Contributions, however, may be made by 

experts or creative people from unrelated fields. 

TOOL OUTPUT 

The principal result of a brainstorming session is a large 

number of ideas which may serve as possible answers to 

the question. For example, brainstormed answers to the 
problem of slowing population increase may be: 

Educate on family planning
 
Make contraceptives free
 
Shoot people regularly
 

Sterilize men or women
 
House men and women separately
 

These answers are not qualified or evaluated. Tmc evalt

ation is done by using techniques like Decision Trees 

(DTR, page 141) or Cost-Benefit Analysis (CBA, page 

212). Seemingly outlandish ideas are not immediately 
rejected; they may generate mo,'e practical alternatives. 

IMIORTANT ASSUMPTIONS 

I) The brainstorming technique assumes that the 

group process of generating ideas will be more effective 

than independent efforts (if not in total number of ideas. 

then in quality of ideas generated). 
2) It is assumed that participants will overcome their 

inhibitions and discuss ideas freely. 

METIO) OF USE 

GENERAL PROCEDURE 

The procedure is addressed to the person who will 

conduct the brainstorming session. 

1. 	Organizthegroup. 
1.1 	 Identify potential participants, keeping in mind 

the 	nature of the problem. For example, if tire 

problem concerns population control, potential 

participants are a physician, a psychologist, a 
goveriin-nt official, a health care administrator, 

community workers, potential clients, etc. The or
ganizers of a brainstorming session may use the 

technique to generate the list of potential partici
pants for future problem-solving groups. 

1.2 	 Limit the group size to seven to ten. Sometimes 

larger groups arc used, though they tend to de

crease the usefulness of the sessions. 

2. 	 Instruct tie participants. 
2.1 	 Explain the four guiding principles of brain

storming: 
a) There are no correct or incorrect ideas. All 

ideas are accepted on equal ground. 

b) 	 Novel and creative ideas are encour iged regard

less of how foolish they may seem. Criticism is 
not allowed. 

c) 	Emphasis is on generating a large number of 
ideas in order to get "all around" the problem. 
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d) Combinations and extensions of ideas are en- EXAMPLE 

couraged. Consider a situation where the help and authority of a 

2.2 State the question or problem under consideration local government official is needed to implement a health 

and discuss it briefly in order to clear up misunder- care project. The problem is how to obtain the coopera

standings. Let the participants think about the tion of this person in a reasonably short time. Coin

problem for a few minutes. Indicate that they can mandecring bureaucratic support from his higher ,mthori

make notes, but discourage any outbursts like. ties can often be a lengthy and uncertain process. 
"I've got the solution!' A brainstorming session is organized. Participants in

clude the project leader, a local person affiliated with the 

3. Conduct the session. project, a troubleshooter in an election canipaign, etc. 

3.1 Ask a participant to respond to the question and Some brainstormed suggestions are given below. 

to briefly explain it. Participants may take turns, 

giving one idea at a time, or the process may be 1) Appeal to the local official. emphasizing the impor

spontaneous. In both cases, an idea suggested by tance of the project. 

one member often triggers an idea from another. 2) Bribe the local official. 

This is referred to as "leap-frogging." Encourage 3) Bribe the higher authority (triggered from idea 2). 

"leap-frogging" in the group, since one aim is the 4) Disregard authority and do without local help. 

generation of a large number of ideas. However. 5) Move to another area where the local official is 

the leader should exercise his judgment in keeping more cooperative. 

order in the session. 6) Use the media to apply political pressure on the 
authorities. 

3.2 If necessary, remind members about the rules of 7) Convince the local elite of the importance of the 

brainstorming during the session. Sometimes project and work through peer pressure. 

members need a new direction, or they may be 

tactfully asked to curtail extraneous discussion. 

An atmosphere of cordiality and free expression THEORY 

must be maintained at all times. The session leader 
One principle in the theory of creativity is that evalu

ating or ranking an idea stifles the generation of further 

3.3 Sometimes it is useful to present a mock problem 
to the group to familiarize members with the 

ideas. Therefore, generation should be separated from 
evaluation. Another principle states that group processes 

method. An exercise where members generate all 

possible uses of a machine or technique is helpful, 

A problem example might be "list conventional 

and unconventional uses for a bicycle." Such amn 

may be more effective than individual efforts in generating 

ideas, largely because of cross-fertilization. See Bouchard 

(1971) and Osborn (1963) for a more detailed discussion 

of the theoretical bases of brainstorming. 

exercise might relax the members and make the 

main session more effective. BIBLIOGRAPHY 

3.4 Have all ideas recorded as they are generated. A Bouchard, T. J. "Whatever Happened to Brainstorming?" 

tape recorder may be used to provide a record, but JourialofCreativeBehavior 5 (1971): 182-89. 
this method doesn't allow for immediate reference 

to previous responses. When no more ideas are Osborn, A. F. Applied Iniaqinationsand Creativity. New 

generated, end the session. York: Charles Scribner and Sons, 1963. 



Synectics
 
PREREQUISITE TOOLS 

None. 


USAGE 

PURPOSE 

Synectics is an interacting group process for generating 

creative ideas in response to a problem. 

USES 


Synectics is used to: 

1) Identify possiblc solutions to a given problem. 

2) Infuse novel thinking into one technology or disci-

pline by transferring knowledge and expertise from 

another technology, 

SHORT DESCRIPTION 

A group effort is directed to p.oblem definition and 

creative problem solving. The group discussion relies on 

two basic concepts: "making the strange familiar" and 
"making the familar strange" (Gordon, 1961). 

Synectics depends, first of all, on finding analogies to a 

strange or novel situation (in the problem context) in 

order to make it familiar (making the strange familiar). In 

the familiar strange" means to enhancecontrast, "making 

the possibility of new solutions by looking at something 

familiar from a different viewpoint. 
used during a SynecticsDifferent kinds of analogy are 

to draw out these ideas, e.g., comparing parallel
session 
situations in different fields. The group's ideas may then 

be explored and developed into possible solutions, often 

the session.
by a technical staff member who sits in on 

ADVANTAGES
 

1) Solutions generated by the Synectics method may 

be quite novel and innovative. The technique draws out 

the creative expression of participants. 

2) Different analogies used in Synectics provide cre

ative insights into the problem. 

3) After participating in repeated Synectics sessions, a 

trained team isavailable for attacking new problems. 

4) Regular participation in Synectics sessions may im

prove a member's creative thinking outside of the sessions. 

1) Synectics requires that the members communicate 

freely and often impersonate inanimate objects or abstract 

ideas. Some people may be inhibited and may not parti

cipate actively in the group sessions. Also, superior

subordinate relationships outside the sessions may limit 
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discussion. If such problems are anticipated, Nominal Thcy -re geci llyexpressed in two words, usually de. 

Group Technique (NGT, page 14) may be abetter method !,,.ribing two conflicting attributes of the problem. For ex

to employ. ample, the grain storage problem may use "'Crowded Sepa

2) Initial use of the Synectics method may 'lot be pro- ration" to describe the facets of the problem that of 

ductive. However, experience with trial problems in- packed storage and that of sufficient grain separation to 

creases the effectiveness of the method. ;,fiow for airflow. 
4) Fantasy aalogy is the participant's wishfuil think

ing that the problem may solve itself or cease to exist. For 

REQUIRED RESOURCES example, in the grain storage problem, one fantasy an

alogy may be that "(Grains do not germinate, even ifstored 

LEVEL OF EFFORT 	 moist." This leads to the idea of irradiating the grain ini 

order to cease germinatioln.A Synectics session includes eight to twelve members. 

They must meet and be organized into a group session. 
Participants must be made familiar with the technique. It REQUIRED INPUTS 

is often possible in organizations to arrange a pool of po

tential members for Synectics sessions. This will mininize I) of the is necessary. For ex-A statement drobledn 

the effort required to arrange any one Synectics meeting. por r in w ute cli e st."poor region wvhere thle cliniate isis wvet.'' 
2) Participants in aSynectics session arc experts con-

SKILL LEVEL 	 cerned with the problem, along with six to eight other 

members preferably fron avariety of disciplines.or two tech-A Synectics group usually includes one 

nical experts in the problem area. Other members should 

be able to fantasize, empathize, and role play. The group TOOL OUTPUT 

leader needs a thorough understanding of the technique, 1) A restatement of the problem definition can be cx

as well as some training as asession leader. pectCI. linthe grain storage problem, the restatement may 

be, "It is required to store grain so that it does not spoil." 

2) A Synectics session results in a namiber of possibleTIME REQUIRED 
solutions to the problem, e.g., "irradiate grain and store in 

Most problems require only one session lastingat most aordinary place,' "store with bags of chemicals that 

four hours. The novelty of the problem situation and the absorb moisture," or "plant crop so that the harvest isina 

variety in the background of tile members affect the dry season." The merits of each solution may then be
 

length of the session. Progress is also affected if group ealuated for feasibility.
 

members are inexperienced or overly inhibited.
 

IMPORTANT ASSUMTIIONS 

People vary greatly in their ability to utilize analogies,DESCRIPTION OF TOOL 
and conscquemly, their contribution to aSynectics group 

DEFINITIONS will differ markedly. The assumption behind Synectics is 

1) Personalanalogy is used in Synectics sessions where that cross-fertilization of ideas will lead to innovation and 

agroup member identifies with an element of the problem creative responses. 

and looks at it as though lie were that element. For ex

ample, if the problem is to develop inexpensive ways to 

dry and store grain in a wet climate, a member identifies METHOD OF USE 

with a single grain in astorage bin. 
2) Direct analogy compares the problem being faced GENERAL PROCEDURE 

to aparallel situation in another field, technology, or dis- A Synectics session has basically two phases. The first 

cipline. For example, the grain storage problem may be phase is to introduce the problem to the group and obtain 

compared to abacterial colony whose propagation is to be a redefinition of the problem. The seco,.d phase utilizes 

four analogy methods to generate possible solu tions. It iscontrolled against disturbances in moisture and airflow, 

3) Symbolic analogy describes the problem by objec- sometimes necessary to identify new and related problems 

that must be solved before the original problem solutiontive and impersonal titles. These titles are used to identify 


other problems which may be described by the same title, can be attempted.
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7.2 	 Let participants suggest other fantasy analogies.
'lie 	 following is aguide for the Synectics leader. 

These ideas often generate possible solutions. 

1. 	Iefile tie problem. 
Present the problem to th" group. Have a technical 8. Force fit some analogies. 

expert or the decision m., zer briefly explain and 8.1 If the analogies do not directly aid inl solving the 

analy/c the problem. 	 original problem then "force fit" an analogy. 

8.2 	 State some aspect of the probletn and then 

2. Purge ideasand criticisms. 	 apply it directly to the analogy to provide 

2.1 	 Ask that the inembers suggest any solutions or greater insight into the constraints and circumi

stances of the problem situation. For example,ideas iunmediately a fter the presentation of the 
stored grain germinates if it gets wet. Whatproblem. 

2.2 	 Have tile experts discuss the feasibility and suit- would happen to a bacteria culture (force fit to 

ability Of these ideas as they are suggested. This direct analogy) ? 

gives participaints ,a better and deeper under

sta niig Of the problelim. 9. Repemi necessary steps. 

9.1 	 Generate analogies (steps 4-7) in any conveni
3. 	 Restaie tle problei'i. 

cnt 	order. It mnay be necessary to use one or 
3.1 	 Ask tie participants to propose restatements of 

,iore of these analogies during the discussion. 
ll 	1 

9.2 	 Direct the group in to using these analogies inmost accept-tthat 
3.2bSeleto pticinti. scombination 	 or to help the nembers force fit.d)le to particip~ants.
 

an analogy.
 

4. Use direct analogies. 	 10. iRedefine tie problem or present tie solutions. 

4.1 	 Ask evcative questions to generate a number 10.1 Determine if the results of tihe session Lre satis

of direct analogies by drawing from similar factor)'. If not, it may be necessary to go back 

problems ill other fields. to step 3 and redefine the problem. Sometimes 

.1.2 Choosc one analogy for further exploration. other related probleis may be identified which 

should first be solved. 

10.2 Present the summarized results to the group and5. Use personal analogies. 
5.1 	 Request sonie members of the group to play the call the session to an end. 

roles of somie elemen ts of the problem. The ele

mlents may be animate or inanimate. For e?.am

ple. participants might be asked to be trees and EXAMPLE 
examine the problem of preventing forest fires. The following example gives some excerpts from the 

Idea'. and fetlings expressed by participants discussion in a Synectics session. The steps are identified 

may trigger solutions to the problem. in parentheses. 

5.2 	 It may be necessar'y to ask questions of partici- LEADER: We want to develop ranking or rating procedures for 

pants to generate further insight in to the prob- illiterate or scmii-literate decision making or client 

lem. 	 groups (Problem as Given). The leaders of these 
groups would be literate. The group is to choose be

tween different alternatives. As amexanmple, agroup
6. 	Use symbolic analogies. 

might choose between different modes of health 
6.1 	 Ask participats to generate symbolic titles for care delivery. 

the problem. Such titles should be expressed hi PETER: Have the leader explain alternatives oralhy to the 

two words, usually describing two conflicting group and associate asymbol with each alternative. 
Le-	 the group order the symbols to show theirattributes of the problem. 


have members explore Xchoices (Purge).
6.2Selecyand
6.2 	Select one analogyEXPERT: But the members may not be able to retain the asso

it. ciatilns (Criticism of Ideas during Purge). 

LEAI)ER: Pat, if you were alliterate and if Peter's method were 
7. 	 Use fantasy analogies. adopted, what would you do? (Personal Analogy) 

Peter, why don't you demonstrate the method. 
7.1 	 Suggest some physical or theoretical impossi- PETER: I've given symbols to each of the alternatives, Pat. 

bilities related to the problem that isay eliimi- Now choose tile symbol which indicates your choice 

iate or simplify the problem. of alternatives. 
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PAT: I am cnfli'sed. I dot't remember the syiTibolI f ote PAT: Quite true. 'FTh,% not %%ishtl makc , hit v.ma i. 
of thedlt tItivCs klersonal A ahlogy). The%itac not hkv1.in ,but do ol wish I,,.% 1,.


PETEI: We could try choosilg bctcVt' two sviiols 1 j ItA.lA: Why docs tic h'ed'% .lilt tl,. Inc hr, ,,c: I
 
tilme.' 
 %vanltIt,+.I1tl /0. 111tth r, Ili1"1t th llbi,Il.So,thicth 

EXPEIRT: it' Is 110There is I problcm tlugh.Sotltlct might chuusc 1'. grl'l tW0l'ctilg. 'I I l' i'ct 'mil h T.il's tilt' 
beflore A, C be'oic I, C bcfi'mr' "l'h' lv 'ctilc, choir'c,F.ntasN At.., ..A! 
WTL]lot trallsitivc. IIFAID F : s It;I,.nu, t1,11I+,t I p ",b Ilhmris,%%.,+h,T h '.,h't" 

LEADER: Okay, let 'scon,idcT.tIothc-rsiitnltin. Ttloltc is A I.ct, l t I n III, c1u h,'I., Itiilt', t, Is I l, 
NIVy C.I . OU Ill 0it+a Y IH % .111t 1l iYlt1 t,lC I IItJ~li tI t111... 

choiise oitily lei kiildi1 hIt i od ;I)ilcct Aitlogy. I.iLAIDER: i I)ka. ,thisswh,it c llilild d.'li' pitI,lc'ii is illt 

RAtJ A:il-t h t tusvl i fl c o c0 oitii.i I 'iii t'111111ioll l tli 1 1,11i I lh , 15 but ,oci I'findo itwhichi ~ l tilIIr%i Ic I ,i T l iic ii1'1tli t1i , I I , i , i toIb I,,-ifii
 
PAT : W hot iif si\ t Ill ,i t h, . !t Ilia\. l ivi Itilt\ lii bt,. 'ite l,d
there ctt c i Hit'' l , -Ill., 

Ii.Ii akt~iili:iti i li tl' .1Iiillr ili.iii ill~iit'll i S I ,i . 1 ..di Itcir ti Ids.thit t'I\.'ll t inh lt \.l ii r li. ',. . u1 ,',billtV b ' iit .th,,t ll it, i ,11111 ,ii uccd tIll W - 'd.I" ,I
 
PETER : A so,heu is the pr llil IhI1 ih I lC
' ,11nl' 1 1l h,,.ir ItI-IIt 't.I 11, 111 . 1, 1i.1c1c' L
1 cIlt d h\ the' ord LrIll%VIIIh it i'+,'VTIli'1-111d.IIIL t Ich'. 'ICII IhIit~,C "N I .I.111 u11'SIh.I!<I,', II 1 , III 

litice tittitig . Iight ltcrnti il d ORlt t t, i Lt Yltinl1.1tli" -
O Ih',d,I h,.' ih , 

I l i e icm t. vltt \killt rt'lcsi' II Il t jisll ,It 
, 

portn.u Inciirt 

LEADER: I i - C ' Ii !lltl "
tiay,ct C l c i W !rVolli Who 'tIL It,g plrlllc'ts
 

choose ' t.r, ll, tl
iealti 'pl.. "thc look t ht 
wll,- hleader Thu \ illtt ih, l' it. 'id i'i.inultI,, The (it this ex c isewJi nIlt.1"Vilttl0 1V ICtthI C'nl ch o,sc ii l a n .A ttli,can t t in c , bu t il etin i t h on ble mis r ed ll the p r ol w hikll kr, l,h t1tIl lig hit 

tli<ey M,Ih"Ill."wolild lik,. am$11r1ll 

PAT: Yo tihII i. illi cwoulcd ,ii).dcl'iihI taiiot liiu yIli)il tilth js. A ctI (r I'' ltkl ill!. 

dif lt'rent aAtso Y ckalcs, page 29 
RAJ A: You hax'cai wh ts lit-re' 11.11 hACr 

tiicds. Itistin IT S. i. 
i,ititou arc li.u 

wonuld 

(Force'fittingjanalogly from cat wainliiigalll dilichtunt T1 IFEORY
 
naltives and tilt grotlil like' t)hiivcaill ,flicin 

foods).l d I CS e Iai c d Itlli tiill111 Lth toiXC i e. lihersrcstll~laiiictllthtrit'iilldttr.uc thue >c
 
te SeCCt'd.


ILEAIDER: (+-196011 19.1 ) gives a theoretica bis showing hOWHow abotth liisc Plhtil"i stiiito, it.di. the lst' 1f.11n 1i C StiITJthnCtsCrL-tivitv"
 
scribe this" (Svitllolic Analog))I 

JLIZAR: I I like phrase' I'llthink would tht,, "l!',Ig SS
 
()bcditvnce." You set', Clg'lI i-At it Ailbut
thIC.It i.s it) 

looks up to the oiwner. Ihithc' samelway, the neln IlBLIOGRtAPH Y
 
hers respec:t the leader.
 

PETER: hc probleml mfightb that the ilibr will nci- lavis .. A.. S J.an\ldLott,A. Tlr,ipii,.QCr etive"#h L'~ii tsta nldthe Alternativ e'sand kn oiwvwhat thiey' N ewv Y ork:w auIt Itis anld 197 1I,H olt, Itinchairt W inst oiii, pp . 
miley needed to C'onIIIITiLiatL' tHIM tIIhe l ItoIma~kt'C3{ 

a Choice,.
JUZA Rt: They may not want to mialki choie. Often thise' 'is G;odon, W. J. J. Sy ict/cs. N e'wYork: Ilarlivi and R o<w,
 

true. 1961. 



Morphological Analysis
 
PREREQUISITE TOOLS 

None. 

USAGE 

PURPOSE" 
Morphological analysis generates a large number of
eMenthclmicaanasi so furthgenbererates o 

USES 

Morpholoical analysis can be used to: 
1) Anal' ze a problem systematically. 
2) Develop alternative projects and programs. 
3) Identify a number of possible future states in a 

problem situation. 

KEY lDEFINITIONS 

1) An element is a part of a problem description, e.g., 
population, land use, and climate may be some of tile 
elements in an agricultural policy program. 

2) Ani attributc of a system includes the elements or 
components of the system and their relationships, 

SHORT I)ESCRIPTION 

Morphological analysis involves decomposing a prob-

lem into its elements, identifying a number of alternative 

attributes for each element, and synthesizing alternative 
solutions by combining the attributes in different ways. 
The attributes are written in the form of a matrix to sim

plify the process (scc figure 1). The elements may describe 
a future environment, in which case the combinations will 
be diffirent futures. 

ADVANTAGES 

I) A large number of possible solutions are generated.
2) The method's exhaustive nature decreases the likeli

hood of overlooking possible solutions. It often identifies 
solutions that may have been overlooked if other 
methods, such as Nominal Group Technique (NGT, page 
14). were used. 

3) Because the process of synthesizing alternative solu
tions in morphological analysis is systematic, the biases 
and prejudices held by the person using the tool are 

avoided while generating ideas. 

LIMITATIONS 
1) Large problems lead to a large number of elements 

and attributes. In such cases, morphological analysis leads 
to so many possible solutions that evaluation becomes un
wieldy. 

2) If any significant element in a problem is over
looked, the morphological analysis suffers accordingly. 
This is the major limitation of the technique: it does not 

ensure that all elements are specified. The systems defini
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FIGURE 1 

Attributes for an Energy Policy Situation 

ELEMENTS 


Energy Low High 
Demand Demand Demand 

Growth Zero Slow 
Rate Growth Increase 

Primary 
Source Oil Gas 
of Energy 

Primary 
Use of Industrial Household 

Energy
 

tion matrix (SDM, page 67, or Tree Diagrams.TRD, page 
74)may be useful in this regard. 

REQUIRED RESOURCES 

SKILL LEVEL 

Knowledge relating to the problem area and the skill to 

decompose the problem into its elements are essential to 
usc this approach effectively. The analyst requires the 

ability to recognize potentially interesting combinations. 

TIME REQUIRED 

The time required depends on the complexity of the 
problem and the nulber of elements identified.A siiplepro ble m m ay n eed le ss th an a da y . T h e tim e r eq u ir e d in 

creaess eryrapdlymoreeleentsareidetifed.creases very rapid ly as mnore elem en ts are id en tified . 

DESCRIPTION OF TOOL 

REQUIRED INPUTS 

A statement of the problem is necessary, such as "Give 
possible descriptions of the energy situation in Temasek" 

or "A primary health care program needs to be de-
veloped." 

ATTR IBUTES 

Rapid
 
Increase
 

Solar Nuclear Fuel Cell 

Transportation 

TOOL OUTPUHT 
Morphological analysis results in a nuiuiber of alterna

tive solutions to the problemi statement synthesized Ironi 
combinations of attributes for the different elemenits 
identified a..part of the problem situation. For example, a 

table with six elements aid foUr attributes caln have (4 )" = 
4096 possible combinations. However, many of these 
combinations miay be physically if not theoretically iun

possible or meaningless. The remaining feasible conbina
tosrpeettepouto opooia nlsstions represent the product of' a morphological analysis. 

However, even illogical combinations *nay trigger feasible 

alternative solutions. 

IMPORTANT ASSUMPTIONS 

A problem or task isdivisible into discrete elements,
 

each of which has one or more alternative attribut-.. Thisis [ o a l mt n g s u r i n s n c t e a a y t s a y l w sis not a limiting assumption since the analysts may always
d f n r b e n ; c a h t d c m o i i n i define a problem in ;uch a way that decomposition is 

feasible.
 

METHOD OF USE 

GENERAL PROCEDURE
 

1. identify elements and their attributes. 
1.1 Consider the problem as stated and think of the 
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elements that are part of the problem situation. 

Many elements can be identified directly from the 

problem statemenit. For exalple, elenc uts like 

'type of catlc," "lethiod of raising." and 

"suah Of iIdustry" follow directly from "it is 
Ieiluired to hVCl p a nleat packing industry. 

a-.hII f these elements may be described by 

diflcsle t .iti ibutes. 
1.2 	 ( ;clerat c is maniV attributes as possible. A n at

tribllte f1(11 Comes to hind before the clCeIlnt. 

Ior example. die atribute "'.osernielr subsidyth 
may lld to)thi chlcilelt "souice of revenue.'' 

()thei itnibutcs for the ChmcniCt are then identi-

ied. e.g.. "privte diatiills" ( Ii'lotterV tickets." 

2. I e mhle Utattribtutes. 
2.1 )1 itclelcnl 	 iltto I tabularhgani.c ts arId kttlributes 

oIIIh1 see ligtire I . 
pet 	row with its attributes. The

2.2 	 L.ist lie clenIcnlt 

hlabsewill haIve aisiIIIy rows as there are clenllIltsi 

idtletifid. ()tcn. the priocess of filling ill the tablc 
will suiggest ncw thllnunts o~r attributes. Include 

then it; d 1.t e. 

3. Synuthesic alternatives. 
nlle fromI 


dlasheILd lint' igure 2). 

3.1 Seleit Attribute each clemcnt row (see 

3.2 	 Combine the attributes to describe aparticular al
ternative. 

3.3 	 Throw out combinations which arc unfeasible or 

illogical. 
3.4 	 Exa mine the rcinaining combinations for possible 

problem solutions or feasible alternatives. 

In order to develop alnchegy policy, agovcrnment dc
cides to use contingency a-alvsis CGA. page 147). A 

number of possible futurc s'a. Cs iWed to be identified. 

Morphological analysis was used is folloivs: 
So~li of the elements are disco.,rCd immediately, e.g.. 

"entrgy dIlad"aIHd "'SotIrCe' Of cIerg. "Other elements 
like "Use ofcenrgy aid "rate itgowth of'eCOllly ftl

low A table Ior these ,ttributes is giel in figure 1. Alter-
InWt SVInth,-'sizcd 110111 thc table:iVC future h.stts .11-C 

I . i situation 01 high eliergyv dcii~iid with a Iapid eco
t larg IVs eLI rg( is ii i pi 

w1rtIc grow t he largest sourcc of energy istilused prialiitaisraillhoniifgr2)
figurce 2).marih' Intralnsportation ishow1 ill 

-y A zero growth .CoiloII) wit I luw energy deianii 

uusillg sl1r energy primariy for household Consumplion. 

Eighty-cight other combinations were possible, though 
011iNla few were used ill the contiIgeic analysis. 

FI(;URE 2 

One Combihinationl of Attributes ludicated in aMorphological Chart 

1"I.FMENTS ATTR IBUTLS 

Energy 
Demand 

Low 
D)cmnand 

High 
l)emand 

Growth 
Rate 

Zero 
Growth 

Slow 
Increase 

Rapid 
Increase 

Primary 
Source 
of Energy 

[ 
Oil 

I 
Gas 

I 
Solar Nuchear Fuel Cell 

Primary 
Use of 
Energy 

L 
Industrial Household Transportation 

I 
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grams should be clear from examining the format of theTHEORY products of ea,:h technique scc IMI), Ilage 92 . 

Morphological analysis was developed by Zwicky 

(1969) and used extensively in a variety of contexts rang

ing from new product development to problem solving. III BLIOG RAPI IY 

Wissema (1976) reports an interesting application of the 
-Alaki,.. New 

technique in technological forecasting, particularly era- Kauhfmn. Arnold. "'7icScience ojI 

be used to York: World University Library. Mc(;raw- Iliill. 1968.
phasizing that morphological analysis could 

page 234-4 1.construct scenarios (SCN, page 164) and lDelphi question-

Wisserna, .1(haI, (. "Morphological Analysis: Its Applicanaires (DLP, page 168). 

Kaufman (1968) deals with the problem of ranking the tion to a Company Teclmnological Forecasting Invk sti 

the selection of gation.- l:iturcs (April 197(): 1-16-53. 

Zwic ky, F rit7 . Disc m''rv, I, IIoI,, Ih roQI
combinations of attributes to facilitate 

I Resremfeasible alternatives. tic explores the implications for deci-

sion theory. The parallel between the morphological box the .IorlholoQicdl , l)rotcl. Toronto. Canada: Mac

representation of a problem and interaction matrix dia- us illm, 1909. 



Nominal Group Technique
 
PREIIEQUISITE TOOLS 

None. 

USAG E' 

PURPOSI" 

The Nominal Group Technique (NGT) is a group pro-

ccss for eliciting opinions and aggregating judgments to 

increase rationality and creativity when faced with an 

unstructured problem situation, 

US ES 

NGT may be used to: 

1) Identify the elements of a problem, especially 

where there are political, social, and cultural elements. 

2) identify and rank goals or priorities, 

3) Identify experts whose experiences or skills may be 
useful in other decision-making techniques. 

4) Involve pcrsonmel at all levels in the decision-

making process in order to promote the acceptability of 

t6e final decision, 

KEY DEFINITIONS 

1) A nominal group is a group process in which the 

members work independently but in each other's pre-

sence. 

2) An iiteractinggroup permits discussion between 
participants (e.g., Brainstorming, BSG, page 3,is an inter
acting group process). 

3) Ramk-orderii. is the process of weighing one item 
against others and then ordering the items by weight on a 
scale such as importance or priority. 

SHORT DESCRIPTION 
The Nominal Group Technique is a structured process 

which taps the experiences, skills, or feelings of partici

pants. A question is posed to the group. Each member 

writes down as many responses as possible. The group 

leader asks each member in torn to state an idea from his 
or her list and writes it on a flip chart placed before thi

group. No discussion is permitted until all ideas have 

been listed. Each item is then briefly discussed in ar. 

ireractinggroupformat. The participants indicate thei,' 

preference for important items by rank-ordering, a 

process which may be repeated with intervening discus

sion and argument. 

The outcome of the process is the mathematical 

aggregation of each member's preferences to give the 

group's ranking of responses to the question. 

ADVANTAGES
 

I) Dominance by high-status, aggressive, or articulate 

members is reduced since each has an equal opportunity 

to participate. 
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2) The group remains problem-conscious: and prema- SPECIAL REQUIREMENTS 

turc evaluation, criticism, or focusing on ideas is A flip chart and ni.orking pens are needed for each 

avoided, group. Index cards (or similar small cards), approximately 

3) Tie silent generation of ideas minimizes the six per participant, facilitate the voting process. 

interruptions in each person's thought processes. The seating arrangement must allow allmembers to 

4) A written record increases the group's ability to easily focus on the ideas listed on the flip chart. Sonic 

deal with a large number of ideas. It also avoids the loss means of displaying the completed chart pages is 

of ideas. necessary (e.g., tacks or masking tape to afix them to the 

5) Discussion only to clarify items helps eliminate walls). 

misunderstanding, without reducing the group's effici

ency. 
compared to DESCRIPTION OF TOOL

6) Some studies have shown that. 

interacting group processes, e.g., Brainstorming BSG, SUPPLEMENTAL DEFINITION 

page 3), the Nominal Group Technique (NGT) enhances 

the conditions for creativity when gencrating information Rceh-robi is a process vor serially recording ideas 

on a problem. It avoids rambling discourse and other de- where each participant 1 rovudcs an idea in turn. No 
ficinciei fond 	 occurs. the leader may ask for agrop poceses.discossioii 	 although 

ficiencies found ingroup processes. 
 show of hands on how many participants had a similar 

idea. Tiis is noted next to tile item on the list.) Those 

responding then eliminate that idea from their respectiveLIMITATIONS 
lists. Tile process may continue in a circular fashion until 

1) Cross-fertilization of ideas is diminished due to all participants' lists are exhausted. 

the structure imposed by the NGT. 

2) The NGT may reduce flexibility, e.g., some group REQUIREI) INPUTS 

members may feel that the purpose of the meeting or The nominal group geerally includes five to nine 

the question posed is irrelevant or misleading, but they members. Less than five members mnay not allow for the 

have no opportunity to change it. quality and diversity of opinions required. Large groups 

3) Bringing group members together may be cost- produce more interpersonal differences, which lengthens 

prohibitive, the process without a substantial increase inthe quality 

of output. If inore thian ten persons must participate, it 

is better to divide the group for the round-robin and 

combine them for final discussion and voting.
REQUIRED RESOURCES 

The group leader may be directly involved ingener-

LEVEL OF EFFORT 	 ating and liscussing ideas. The composition of the group 

determine may be homogeneous or heterogeneous. Studies have
Some administrative effort is 	required to 

and to structure the shown that heterogcneous groups exhibit more creativity
the purpose of the meeting 

(Delbecq, 1975). But interpersonal differences
proposed question. Potential group members need to be and 

communication problems may increase for such groups.
identified, notified, and assembled. 

The NGT question provides the basis for generating 

the ideas. It should be worded to prevent misunder

standing and should be stated as objectively as possible.
SKILL LEVEL 

The leader of the nominal group should not bias the TOOL OUTPUT 

group toward his view; yet he must control unwanted Tile NGT oroduces a list of ideas and a rank-ordering 

group behavior without alienating people. 	 of their importance. The group leader may wish to 

combine overlapping ideas under a common heading. 

TIME REQUIRED 

In a study quoted by Delbecq, et al. (1975), the total METHOD OF USE 

administrative man-hours to prepare, conduct, and fol-
PROCEPURE


low through for one group required an average of 4.4 GENERAL 

hours for NGT, 4.2 hours for interacting processes, and The general procedure for the Nominal Group Tech

7.1 hours for the Delphi process (DLP, page 168). nique is straightforward. But because it runs counter to 
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2.8 	 Record ideas as rapidly as possible.the experience of most people in leading groups or 

the steps must be 2.9 Record ideas in the words used by group
participatilig in committee work, 

With this in iniid, the guidelines members.followed closely. 
2.10 	 Provide assistance in abbreviating only in

prescribed by the originators of the Nominal Group spe

cial situations.
Technique have been reproduced below (l)elbecq, ct al., 

2.11 	 Make the entire list visible by tearing off 
1975, figure 3-7, page 67-69):" 

completed sheets and taping them on an area 

visible to all group members.1. 	Silent generation of ideas in writing, 
Sanction group as a whole if individuals engage in1.1 	 lI'seii the nominal question to the group in 2.12 
side conversations or attempt to discuss itemswriting, 

1.2 Verbally read the question, 	 prior to completing the listing. 

1.3 	 Illustrate level of' abstraction and scope desired 

with 	 example which does not distort (lead) 
I) Equalizes opportunity to present ideas. 

grotlp responscs. 
Assists in separating ideas from personalities.

1.4 	 Avoid other requests for clarification. 2) 


to write ideas in brief' phrases 3) Provides a written record and guide:

1.5 	 Charge the grlup 

a) Increases group's ability to deal with a larger 
or statellclts. 


and 
 tutiibcr ofideas. 
1.6 	 Ask group ineitbcrs to work silently 


b) Avoids loss of ideas.

inIcIe ILtidtIltly. 

c) Confronts the group with an array of clues. 
1.7 	 Model good group behavior. 


d) Etncourages hitch hiking.

1.8 	 Sanuction disrilption of the silent, independent 

as a 4) Places conflicting ideas comfortably in front of 
activity by comm,,,ents addressed to group 


group.
whole, 
Forces the group to fully explore the problem.5)Benefits: 

I) Provides adequate titne for thin king. 3. Serial discussion for clarification. 

2) Facilitates hard work by the model of other group 3.1 Verbally define the purpose of the step: 

members re fleeting and writing. a) To clarify the tmeaning of iteis. 

3) Avoids interruption ofeach other's thinking. b) To explain reasons for agreement or dis

4) Avoids pretoatutre focusitg on single ideas. agreement. 

5) Elimnaltes dtitinance by Iigh-statuIs or aggressive 3.2 Indicate that final judgments will be expressed 

members in idea generation. by voting, so argutnments arc unnecessary. 

6) Keeps the group problem -ccetered. 3.3 Pace the group so that all ideas receivc suffici

ent time for clarification. 
Avoid forcing the member who originally lists2. 	 Round-roin recording of ideas on a flip pad. 3.4 

idea to be solely responsible for clarifying2.1upsIthinkive. othe 
grouip's thini king. the itet.
 

in brief words or

need 	to present ideas2.2 	 Explain 

Benefits:phrases. 
2.3 	 Explain process of taking one idea serially from 1) Avoids having discussion focus unduly on any 

each member. 	 particular idea or subset of ideas. 
2.4 	 Explain group members must decide if items 2) Helps eliminate misunderstanding. 

are duplicates. 	 3) Provides opportunity to express the logic behind 

2.5 	 Explain that an individual may "pass" when he items. 

has no further items, but may "re-cnter" later. 4) Allows members to disagree without argumenta

2.6 	 Express the desirability of hitchhiking and tion.
 

adding new ideas even if they are not on
 

individual nominal worksheets. 4. Preliminary vote on item importance.
 

2.7 	 Explain inappropriateness of discussion prior to 4.1 Ask the group to select from the entire list a 

completion of listing, specific number (7 ± 2) of priority (important) 

items.*'Fromni (,roup 'echiiques for Program Planming by Andre L. 

Il)beco, Andrew Van de Ven and David H. Gustafson. Copyright 
per- *Five to nine items are all that can be effectively ranked on one(c) 1915 by Scott, Foreslman and Company. Reprinted by 

misioi. dimension of discrimination (see Rating Scales, RTS, page 29). 
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FIGURE 1 EXAMPLE 
Index Card Illustrating "Thesteps uf the Nomina l G;roup Technique have been 

Rank-Order Voting Process presented in a straightforward procedure which reflects a 

structured group process. The following Cxampie high-
Number 15 lights some of the key points in this process and illustratces 
from typical intermediate products gencrated by the tech
original 
 nique.'
grou Brief description 	 The Ministry Hflealth for the goverm ent of'leim iasek 

list ofitein #15 wanted to analyze the state of the iealth delivery service. 

The evaluation staff elected to use the Nominal G1011l)
 
Technique and brought togetIer a diverse grou p of physi

6 cians, rural leaith tecilllicia1is, public health personnel,
 

field personnel, and a cross-section of clients Jfron dif-
Number indicating ferent incomnc and social classes,). 
ran k-order 

4.2 	 Place each priority item on a separate 3 x 5 Silent(;eneratini ofIdeas in Writing 

card or rating form Isee figure 1 I. The assembled participants were broken into groups of 
4.3 	 Rank-order or rate the selected priority items. ine by randomly selecting participants rel'reSlti[ng rele 

4.4 	 Collect the cards or rating forms and shuffle van t CUplattins. 
them to retain anonymity. After the opening welcoIme and a brief' explanatiom of 

4.5 	 Tally the vote and record the results on the flip the Nominal Group Technique and the objectives for the 

chart in front of the group. afternoon, each participant was given asingle sheet headed 
with the following Llucstion: 

Benefits: WHAT ARE THE BARRIERS TO RECEIVING 

1) Obtaining indepcndcent judgments in writing helps ADEQUATE IIEALITH CARE IN OUR COUNTRY? 
eliminate social prcssurcs. The participants were allowed 15 ininutts to list re

2) Expressing judgments mathematically by rank- sponses from their own viewpoints. 
ordering or rating increases accuracy of judgments. 

3) Displaying the array of individual votes clearly high- Recording of Ideas on a Flip Pad 

lights areas needig further clarification or discussion. The leader for each group (amember ofthe evaluation 

staff trained inNGT) acted as the recorder to serially list 
5. Discussion of the prelimia, yvote. 	 the ideas. Some of the ideas generated by one group in

5.1 	 )efine the role of the step as clarification, not eluded:
 
pressure toward artificial consensus. I) No money to pay for services
 

5.2 	 Keep the discussion brief. 2) Lack of adequate facilities 
5.3 	 Caution group mncetlbers to think carefully about 3) Too many doctors in the cities
 

any changes they make in their voting. 4) Not enough trained prsomel
 

Benefits: 	 5) Over reliance on traditional remedies 

1) Provides group members a final opportunity to 6) Not enough doctors 

clarify their positions. Note that this list contains some contradictions. The 

2) Ensures that "spread" votes really reflected dif- leader deferred discussion until the next step. However, 
ferences injudgment, not unequal information or iis- when item 6 was voiced, someone asked whether this was 

the same as item 4 since doctors are included in trainedunderstanding. 
personnel. The leader asked the participant if he thought 

item 	6 should be dropped. The reply was negative, and the
6. Final vot.6. 	Repeste p 4round-robin recording continued. All of the groups6.1 	 Repeat step 4. generated 15 or more items. 

Closure to the meeting.
6.2 

Benefits: 
'This example is adapted from an exercise conducted by one of 

Accurate aggregation of group judgments and error re- the authors at aworkshop to enable county health agencies to plan 
duction. for the treatnment ofalcoholics. 
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Serial )iscussion for Clarification 

During the discussion of each item, the participants 

clarified their responses, e.g., since trained personnel can 

replace many functions of the physician, items 4 and 6 

deserved separate consideration. Item 5 included going to 

a traditional village healer instead of the nearest clinic. 

ron the list)Iach participant was asked to rank the 

fivemost significant barriers to receiving adequate list)th 
trecoedin deate hart,
care.iheotallftot warris 

tihewasitems.recurded on the flip chart,using the nu,,mbers from A vote of five meant 

that item as the most signifi-
care. Tie tally of the vote 

that the participant viewed 

cant barrier. The votes for the first six items were: 

Item Number Votes Total 

1) 4,1 5 

5,4 9 
3) 2,2,4 8 
4) 3, 5,3 11 

5) 1 1 

6) 3,5 8 

)iscussion and Final Vote 
During the discussion following the first vote, the parti-

cipant who had prsen ted item 5 expressed his amazement 

that the other menmbers had not found the interference of 

superstitions and traditional healers to be a barrier. Other 

participants were not swayed by his arguments, and the 

final vote on the item was unclhangcd. Totaling the indi-

viduial rankings for each of th , above items gave item 4 the 

most weight (II) followed by item 2 (9) and item 6 (8). 

Note that this example is incomplete since the rest of the 

list has not been presented, but the essential idea remains 

the same. A group with rather large status differences was 

able to use the Nominal Group Technique to identify and 

rank problems in receiving health care. 

THEORY
 

The Nominal Group Technique is the result of analysis 

e 

and experimentation with group processes for effetive 
planning and decision making, and is credited to Van de 

Ven and Dclbecq (Delbecq, et al., 1975). The creativity of 

a group is an important determinant of its success. Types 

of group processes and leadership techniques for allowing 

widely (Maier, 1970;
creativity have been discussed 

Osborn, 1957;Collins and Guetzkow, 1964). 

The Nominal Group Technique utilizes the mathemati

cso.Teter sdsusdb ue n ebc
cal aggregation of group judgments to come to a group de

by Huber and Delbecqcision. The theory is discussed 


(1972). The advantages over conventional means for coi

ing to a group decision (e.g., consensus or majority rule)
 

are described by Pelbecq,etal. (1
97 5).
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Qg.estionnaires
 
SHORT DESCRIPTIONPREREQUISITE TOOLS 

Questionnaire design is an art with scientific elements 
None. 

determined by the purpose of the questionnaire, the type 

of responses desired, the characteristics of tie respondent, 

and the method of distribution. Questionnaircs may beUSAGE 
distributed by mail, by phone, or directly. The responses 

PURPOSE may be obtained from a direct interview or by a self
which is then collected (e.g.,Questionnaires generate ideas, opinions, or informa- administered questionnaire 

tion from a selected target population. by return mail). The length and format of the question

naire are crucial factors affecting the return rate, the 

validity of responses, and unintentional biases or distor-USES 
tion. 

Questionnaires are used to: 


1) 
Structure the content of an interview (Interviews, 

IVW, page 23). ADVANTAGES 
2) Obtain responses for a sample survey (Surveys, 1) Self-administered questionnaires allow the partici-

SVY, page 36). 
3) Provide the format for communicating with Delphi pant time to ponder the questions. 

2) Mailed questionnaires may be distributed to a popu
lation at less cost than interviews.participants (Delphi, DLP, page 168). 

cost andPhone questionnaires involve minimum
KEY DFINIIONSmaximum 3) speed of response.KEY DEFINITIONS 

4) The anonymity of the respondents may be ensured. 
1) Open questions permit the respondent to answer as 

he or she chooses. 

2) Closed questions require the respondent to limit 

responses to prespecified categories, e.g., Yes/No, Option LIMITATIONS 
1) The return rate for mailed questionnaires is usually

A, B. 
3) Frequency distributions, or histograms, plot tile very low. 

2) Those who do return the questionnaire may share a
frequency of different categories of response (see Histo-

common interest that biases the sample.
grams, HIS, page 131). 
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3) Distribution by mail is often impractical because of 

reliability and time constraints. 
4) Self-adninistered questionnaires are rigid and in-

flexible -confusion and ambiguities cannot be clarified by 

an intervicwer. 
5) Self-administered questionnaires can't be employed 

for illiterate or semi-literate populations, and may lead to 

erroncoos responses for literate but mixed-culture target 

grou ps. 

REQUIREI) RESOURCES 

By far the greatest effort iust go into designing and 

testing thc format of the questionnaire. Other tasks, such 

as distribittion and analysis, are proportional to the 

number of respondents, the number of open-ended ques-

tions, and the length of the questionnaire, 

SKILl. LEVEL 

Questionnaire design requires skills which are on!y 

gained by experience. It is impossible to anticipate the 
nisinterpretations and personal logic in responses; there-

fore, pretesting the questionnaire is important to success. 

TIME REQUIRED) 

A comprehensive questionnaire design might take 
several days. Time must be allowed for pretesting, dis-
tributing the questionnaires (or interviewing), and an-

alyzing results. Allowing time to encourage returns of 
mailed questionnaires is essential if the return rate is to be 
reasonably high. 

SIPECIAL REQUIREMENTS 

The necessity to duplicate and assemble the question
naire copies must not be ignored. Manual analysis of re

sponses can be tedious, and electronic computation equip-
ment (including specially programmed digital computers) 

is a great relief. Where such means are cost-effective, the 
response format should be designed with computer coding 

in mind. 

DESCRIPTION OF TOOL 

REQUIRED INPUTS 

Questionnaire design beginis with the purpose and 

target population clearly identified (see Surveys, SVY, 

page 36). 

Mail facilities and self-addressed stamped envelopes are 

essential for mailed questionnaires. Include a cover letter 

describing the purpose and details of the questionnaire, 

even if the target population has been previously in

formed. For example, Delphi participants are involved in a 

series of questionnaires which are returned in a two-way 

communication (see l)elphi, DLP. page 168). 

TOOL OUTPUT 

Individual questionnaires are not the end product of 

questionnaire design-the aggregated responses of the 

is desired. Consequently, an incomplete or
participants
mutilated questionnaire that is returned is valid informa

tion for the analyst. 
Decision makers demand information in an easily di

gested form. This includes summaries of typical responses 

as well as indications of the pattern of responses, e.g., a 

graph of the frequency ofcategorical responses (see Histo

grams, HIS, page 131). 
Usu ally the questionnaire results will be an inter

mediate product in further analysis which may or may not 

be transmitted to decision makers. But most of the time it 

will be appended to a final report (see Surveys, SVY, page 
36, and Delphi, DLP, page 168). 

IMPORTANT ASSUMPTIONS 

A questionnaire is a measuring instrument. It is a trans

mitter of information from aselected individual to an an
alyst. The responses must be accepted at face value in the 
absence of any other information. Therefore, the analyst 

assumes that responses were given by the selected indi
vidual, that the responses were freely given, that the re
spondent was not just trying to please him, etc. Some of 
these necessary assumptions may be validated by ran
domly spot-checking returned questionnaires, e.g., by di
rect interview or phone. 

METHOD OF USE 

GENERAL PROCEDURE 

1. Specify the purpose of thequestionnaire. 
1.1 	 Identify the topics to be covered-keep the num

ber to a minimum. 

1.2 	 Identify the target population and any special cul
tural or educational characteristics it might have. 

1.3 Determine the means of distribution and collec

tion of the questionnaire. 
1.4 	 Specify an acceptable return rate and adjust the 

sample number of questionnaires accordingly. A 



return rate for mailed questionnaires may be any-

where from 15% to 90%, depending on thi motiva-

tion of the respondents and the topics selected. 

2. 	 Design the questionnaire (Phillips, 1966). 
2.1 	 Start with basic information about the respon-

dent; consider only that information essential for 

analyzing the results. Ensure anonymity if desired. 
2.2 	 On any topic, begin with general questioi,: Then 

get more sPcciflc. 

2.3 	 Arrange the questions logically and avoid abrupt 

transitions. 
2.4 	 Examine the order for questions which may exert 

an undesired influence on the response to subse-

quemst questions, e.g., a question which is likely to 
antagonize the respondent should be placed near 

the end of the questionnaire. 
2.5 	 If necessary, code the questionnaire so that re-

sponses and participants may be correlated, e.g.. 

arrange questions i different sequences. 

3. 	 Edit each question after completing the list. 
3.1 	 Avoid long questions. 
3.2 	Eliminate ambiguities and double entendres by in-

corporating examples or by setting the qutestion in 

context. 

3.3 	 Determine if an open-ended question ,in be re-
written as a closed question. 

3.4 	 Make certain that the categories of response for 
closed questions are sufficiently comprehensive, 
e.g., by including a "none of the above" category. 

3.5 	 Eliminate emotionally charged words and leading 
or loaded questions. 

4. 	 Design validating questions into the survey. 
4.1 	 Repeat the same question (rephrased) at a later 

point in tile questionnaire. 

4.2 	 Include collaborating questions where memory or 

personal biases are likely to influence the re-

sponse, e.g., "How many bushels per acre did your 

last crop yield?" may be followed by a question 
"What was the tax on your harvest?" 

5. 	 Pretest tile questionnaire. 
5.1 	 Try the questionnaire out on fellow staffers and 

analyze the results to see whether the desired in

formation has been elicited. 

5.2 	 Administer the questionnaire to one or more 

members of the target population, checking par

ticularly for cultural or educational anomalies. 
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6. 	 Distribute the questionnaire. 

6.1 	 Include a cover letter in a mailed questionnaire. 

6.2 	 Include a self-addressed stamped envelope. 

6.3 	 Arrange for collection points for self-administered 
questionnaires and pick theni up on schedule. 

6.4 	 Provide transportation for direct interviews (see 
Interviewing, IVW, page 23). 

7. 	 Analyze the results. 
7.1 	 Begin the analysis as soon as the first questionnaire 

is returned. 

7.2 	 Summarize the answers to open questions by list

ing the main points and the siiiilarities or dif
ferences in responses. 

7.3 	 Aggregate the responses to closed questions and 

tabulate the frequencies in order to prepare a 
histogram (Histogram, HIS, page 131). 

7.4 	 Prepare a final report for transmission, including 

the original questionnaire its an appendix. 

EXAMPLE 

Tile following questions were taken from a question
naire designed to elicit basic data on farm wages as part of 

a cost-benJit analysis (CBA, page 212). The target popu

latioll is the farmers along the Mai River in the country of 

Telasek. 

I. 	Name (optional) 
2. 	 Address (optional) 

3. 	 General location of farm (check one): 
El north ofMai River 
0 south of river
 

0 orth ofvillage
 
0 South of village
 

4. 	 Size of farm: 

U smaller than onehectareLi 	 t,,twcczn one hectare and two hectares 

C 	 larger than twohectares 

5 	Number of fari workers (including members of 

family) 
faily rAvailable at harvest time? 

6. 	 Did you hire farm labor this year? 

Yes Noo .... 

7. 	 If yes, how much did you pay? 

per hour? ____ per day? 

8. 	 How many did you hire? 
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The questionnaire begins with general (neutral) qucs-

tions. Question 3 is a closed question whereas question 5 is 

open (but quantified). 
If tile number of farm workers needs to be cross 

checked, the questions on members of the family available 

for farm work can be used. Howevcr, even such relatively 

straightforward quCstions can lead to unreliable respcnses. 

Ilow does the fariiier define "family"'. Is the extended 

family included? A careful pretest would prob:ably result 

in a better specification of thesc questions. 

TII ORY 

The theory of questionnaire design is documented in a 

number of' ,,xts addressed to survey research (Festinger 

and Katz, 1953;Warwick and Lininger, 1975).The theory 

is basc on numerous empirical studies including the el-

fects on the return rate of factors such as different qucs-

tionnaire layouts, the color of paper, or the length of the 

questionnaire. However, there is no substitute for experi

ence (including pre-testing): each situation is unique. 
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Interviews
 
PREREQUISITE TOOLS 

Questionnaires (QTN, pagc 19). 

USAGE 

PURPOSE 

An interview generates ideas and gathers information 

by posing relevant questions to the respondent(s). 

USES 

Interviewing is useful for: 
1) Obtaining background information about a prob-

lem situation. 
2) Collecting information and ideas from a selected 

sample within a target population (see Surveys, SVY, page 

36). 
3) Eliciting information and ideas from experts or pro-

fessionals, e.g., agency representatives, 

KEY DEFINITION 

An interview schedule is the plan for conducting an 

interview. It includes the questions to be posed. 

SHORT DESCRIPTION 

Interviews involve interpersonal transactions. The 

preparation, conduct, and results of the interview are de-

term ined largely by the participan ts. The interviewer may 

be specially trained. The inter'iewv scleduc' may be struc
tured (closed questions) or unstructured (open questions 

and discussion). The respondent may be a professional. t 

project participant, or a randomly selected member of a 

target population. The combination of these factors is 
dictated by the purpose of the interview and the topic of' 

inquiry. 

ADVANTAGES 

1) An interview provides a degree of flexibility in ob
taining information and generating ideas that is not likely 
to occi': in impersonal transactions, e.g., a mailed ques

tionnaire. 
2) The questions may be adapted during the course of 

the interview in response to immediate feedback fromi the 
respondent. 

3) Face-to-face interaction tends to heighten the re
spondent's interest in participation and forces him or her 

to consi, er the questions immediately. 

4) Where information must be gathered from an il
literate or semi-literate population, interviews may be the 
only effective instrument. 

5) The interviewer can use cues other than the content 

of responses to assess their validity. 

LIMITATIONS 

1) When several people have to be interviewed on 

similar top~cs, or where a wide range of issues has to be 
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covered, the necessary resources may be cost-prohibitive 

when comipared to using questionnaires (QTN, page 19). 

2) An interviewer without the necessary skills may 

allow him or her to dominatealienate the respondents ur 

exchange. 
3) Where the respondent isnot motivated, the answers 

are likely to be iinadequate. 
4) If creativity or the discu ssion and evaluation of 

ideas irerequired, group piocesses such as Nominal Group 

Technique N('Fr, page 14) or Brainstorming (SG, page 

3) may be ljiOre ;]pprolpriatc. 

5) The anonyiity of respondents (and thus their 

tile 


Calldlr) caillot be Cnsured. 

R [SO U RC ESR EQU I R E S) 

LEV I,I.()L1:FF)RT 

;athering information by direct interviews can be a 

miajor efI.ot bounded by the almount of information 

sought aiid the ii iiibher of ilterviews desired. A follow-up 

intel view may be necessary. Special training is required for 

interviewers. 

Ai iliterviewer must have certain skills to ensure proper 

and effective interaction (Bocchino, 1972): 

I) Training to recognize his/her own prejudices in 

order to iaintain an open mind. 

2) ;ivinig credit wherever due and publicly acknowl

edging help. 
3) Eimiphasizing coturtesy and respect. 

4) Respecting the skills of the respondent. 

5) Listening more than talking. 

Preparing for an interview takes about a day. Al inter-

view lasting longer than an hour usually results in 

diminishing returns. Time must be budgeted to write the 

interview report. 

SPECIAL REIQUIREME.NTS 

Electronic recording (audio or video) of questions and 

responses call be agreat tine-saver and can allow the inter-

viewer to give full attention to the responses. However, 

there are some costs, such as transcription expenses and 

the possible loss of candor by the respondent. If electronic 
equipment is to be used, the respondent's prior permission 

is essential. 

Ideally, the interview should take place in a location 

free from distraction (noises, telephone calls, children or 

other onlookers, etc.). One technique used in a village 

household survey in India was to provide a highly visible 

distraction in the center of the village while the interview 

team discretely circulated among the houses. 

I)ESCRIPTiON OF TOOL 

REQUIRE) INPUTS 

The purpose of the interview must be established and 

should guide subsequeIt decisions. If the interview is the 

measuring instrument for a sample survey (SVY, page 

36). the target populatioln will have been selected and a 

l uestiOnnaire designed (QTN, page 19). 
If the interview seeks ideas and information from cx

perts in different fields, the preparations and the training 

of the interviewer will differ. In all cases, however, the 

purposes must be established inadvance. 

TOOL OUTPU'T 

An interview usually results in a report or tabulated 

responses which may be analyzed and transmitted to deci

sion makers. The data may be in the form of a histogram 

(HIS, page 131). a statement of preferences, etc. Often, 

tIe report will be strengthened by including illustrative 

responses to key questions, but unprocessed responses are 

seldom useful. 

IMPORTANT ASSUMIrFIONS 

The interviewer isassumed to be an unbiased, noninter

active transmitter of information and ideas. Where this is 

not the case (either by design or circumstance), the infor

mation must be appropriately interpreted. For example, 

the manner and style of the interviewer may trigger more 

negative (or positive) responses than expected for a 

neutral reporting instrument (e.g., a self-administered 

questionnaire). 

METHOD OF USE 

GENERAL PROCEDURE
 

The following steps are useful guidelines for planning 

and conductingan interview. 

interview.1. Specify tile purpose of tile 

2. Determine who isto be interviewed. 
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3. Prepare an interview schedule. 	 continue. Pay attention to answers. I)on't divert attention 
3.1 	 l)esign the questionnaire and determine the type to the mechanics of filling out forms. 

of responses to be allowed (Questionnaires, Q'N,
 

page 19). 3. Tle interviewer's posture
 
3.2 	 l)etermine how the responses are to be recorded The ideal is neutrality. although it may be necessary to 

and, ifnecessary, develop icoded form. be positive to the respondent's views in order for the inter
3.3 	 Make provisions for transcribing electronically re- view to proceed. Receive all riplies with interest. Avoid 

corded interviews !optional). body English, c.g.,rodd;ng. Engage in active listening, e.g., 
repeating exactly what the person says. )ecide how to 

4. Select and train interviewers (optional). 	 handle confusion over a question, e.g., re)hlrasilng a quc 
4.1 	 Select interviewers based on the types of re- tion or giving an example. Note any furtter pobe into a 

spo4indnts tnquestion for inclusion in the report of tie interview.,4.2 	Trrain interviewers to eliminate bialses and provide 

for uniforin reporting. 	 4. I)eparture 
4.3 Pretest all qucstions and anticipate ambiguities. Make sure that tilerespoiiCdent is 1iot left with false irl

5. 	 Conduct the interviews. pressions, e.g., that a new load will be buih tas .il ini

mediate result of' his participation. Give soloe praise if new5.1 	 Arranige for transportation, 
and ideas have been voluntec:cd. Signal the5.2 	 Notify respondenlts ill advance (optional). information 

clipboarld.
tilt'
edia te collection of're Ports. 	 end of the fornial interview, e.g., closing till 
Observe tile social ailelities upon departure, e.g.. sinill 

5.3 	 Arra rig,! for imnmin 

6. Synthesize and analyze tile respolSies. 	 talk. ()ne may have to corme back with lirc tiuestioll S. 

6.1 	 Begin immediately to eliminate ambiguous re

sponses illcase corrections are necessary. Interviewing a Professional
 

6.2 	 Report the overall results ill a tl'rnsuitable for or a I )ecision Maker 

transmission to ers conisider such ftac- File situation is far differernt when the responident oc',,th 'e.g., 

tors as arionyriity of respondents, biases of cuPies a status position in an acadeiiic, business, or 

interviewers, and svsterlatic distortions ill re- governmental organi ation, Ilartinl al ( 1968) recointeri Ids 

spouses), tIe following steps for a successful in terview: 

1. Prepare for tC interview. 

EXAMPLES 1.1 Research the background of thne respondent to be

come familiar with any special terminology or 
Rather than present .'protocol of an interview, the jargon. 

following exam pies describe recommended procedures for 1.2 Scodul the interview well il idvalcc to allow 

conducting two very diffcrcnt kinds of interviews, the respondent timc to prepare. 

1.3 	 Arrange the interview through the resporndent'sInterviewing a Peasant Population 
immediate superior (where this is feasible) to asfor an Aid Project 
sure tIre respondent that his participation is impor-The following considerations were recommended by at 

colleague with extensive field experiences in data gather- tanit and approved. 

ing (Ingersoll, 1976). 1.4 Get the respondent's correct naie and title in ad
vance. 

1. Entry 	 1.5 Avoid scheduling interviews for late ill the day, 
If the interview is not simply an academic pursuit of just after mealtime, or just before a weekerid. 

knowledge but project centered, the participant will have 
a much greater incentive to participate. Factors to con- 2. Conduct the interview. 

sider in planning tile interview include: cultural values, the 2.1 Introduce yourself and clarify the purpose of the 
influence of the extended family, outsiders sitting in on interview even if there has been prior notification. 

the interview, and differences in perceptions of space, 2.2 Keep the interview to the subject respect the de
time, and quantity. mands on each other's time. 

2.3 	 Start the interview with broad questions. 
2. Respondent in center 	 2.4 If the responses are not satisfactory, emphasize 

Make the respondent the center of attention during the the importance of tile respondent's views for the 
interview. Be sensitive to participants who need cues to decision-making process. 
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think during occasional2.5 	 Allow the respondent to 

periods of silence, 
is unclear, ask the respondent to2.6 	 When a reply 

separate opinions from facts. 


l)on't let note taking interrupt the normal flow of

2.7 

discussion; use abbreviations and symbols or deec-

tronic recording(with prior permission). 

2.8 	 Conclide the in terview by allowing a few minutes 

for informal conversation and summation. Often 

may divulge useful informationthese comments 
sin-and may give an indication of the validity or 

cerity ofthe previous responses. 

3. 	 Follow up ihe interview. 
the interview immediately.3.1 	 Prepare the report of 

3.2 	 If a follow-up interview is necessary, send tile re-

port (or a digest of tie first interview) to tile 

respondent in advance. 


In all cases, send a formal thank you to the respon-
3.3 
dent and his supervisor acknowledging their co-

operation. 

TItEORY 

Thlere is no theory of interviewing in the sense of 

"trutls." Each interview is different. How
general laws or 

there is some merit to taking a systems approach toever, 
the design of an interview, particularly when used as the 

measuring instrument for sample surveys (Surveys, SVY, 

page 36). 
An interview is analogous to a communication system 

having four principal components (Warwick and Lininger, 

1975, p. 184): 

The interviewer
 

The respondent 


The study content or topic 


The interview situation 


Each of these factors interact 	to determine the efficiency 

and effectiveness of the interview. The efficiency concerns 

the amount of information gathered per unit of time and 

to the usefulness of tile
cost. The effectivtLacss relates 

For example, the inter
ideas or information gathered. 

viewer and/or the respondent can introduce both biases 

and distortion into the information gathered. Conse

quently, if interviewing is to be an effective technique, the 

of any one of the components must take into
specification 

with die other factors, i.e., de
account tlIe interaction 

et
signed as an information-gatliering system (Hartman, 

al., 1968). 
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Glossary
 

ACTION STUB. That portion of a decision table which lists the actions or decisions to be taken ifa 

particular combination of circumstances occurs (DTB). 

ACTION-EVENT PATH. The sequence of alternative actions and relevant events represented by 

the branches in a decision tree (DTR). 

ACTIVITY. An operation with a well-defined beginning and end and a specific purpose (CPM). 

AND LOGIC ELEMENT. Links sub-objectives to objectives where all sub-objectives must be 

achieved in order to attain the higher level objective(s) (INS). 

ANNUAL CASH FLOW. The net incremental benefits for each year of a project and the difference 

between the incremental benefits and costs (CFA). 

ASSESSOR. A person who estimates the probability distribution of aset of events (SPA). 

ATTRIBUTE. The elements or components of the system and the interrelationships among thcm 

(MPA, SCN). 

AXIOLOGICAL MEASUREMENT. Involves value judgments, where the data necessary to deter

mine accomplishment of an objective are gathered via subjective methods (OBT). 

BASE SYSTEM STATE. The set of current conditions which describes the essential characteristics 

of the scenario (SCN). 

BINARY-EVENT OBJECTIVE. An objective that either clearly occurs or does not occur (OBT). 

BRANCHING RULE. A rule that governs the construction of relationships in a tree diagram 

(TRD). 

CAUSAL CHAIN. A sequence of cause and effect relationships between variables (OVD). 

CAUSAL LOOP. A causal chain which is connected so that a change in any variable eventually 

feeds back through the chain to affect this variable (OVD). 

CENSUS. A survey of all members of a subject population (SVY). 

CENTRAL TENDENCY. The most likely, or average value of the variable (HIS).
 

CHECKLIST. Used in design or analysis where items are marked or otherwise noted item by item
 

(SDM). 

CLASS INTERVAL. A uniform division of the variable range (HIS). 

CLOSED QUESTIONS. Questions which require the respondent to limit responses to prespecified 

categories (QTN). 

CLUSTER SAMPLE. The process o, randomly selecting several clusters of subgroups from the 

total population and surveying all members of the selected subgroups (SVY). 

CLUSTERED DATA. Used to aggregate the data into fewer points for analysis and plotting (HIS). 

COMPONENTS. An entity in a system which may be elemental, or it may be a subsystem having 

distinct components (SDM, TRD). 

CONDITION ENTRIES. The conditions of each factor (or question) listed in the condition stub 

(DTB). 
CONDITION STUB. That portion of a decision table which lists the factors to be considered when 

making decisions in a given situation. Each factor is written in the form of a question (DTB). 

CONTINGENCY. A particular combination of factors that describes a future environment (CGA). 

treats variables that change continuously over timeCONTINUOUS MODEL. A model which 

(CS M). 
on an infinite number of values over some range of possibleCONTINUOUS VARIABLE. Takes 

values (HIS). 
Evaluates and regulates any element's specification. This dimension

CONTROL DIMENSION. 
measures each element as the system operates, compares the measure to what is designed or 

desired, and takes action if the difference is greater than desired (SDM). 

CORRELATION. An observed relationship between two or more variables in which the changes in 

one variable may be associated with predictable changes in another; the relationship, how

ever, is not necessarily cause-effect (OVD). 
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CORRELATIVE BEHAVIOR. An assumed relationship between two or more variables in which 

the changes in one variable may be associated with predictable changes in the others (RGF). 

CRITICAL ACTIVITY. An activity which, if not completed on time, will delay the entire project 

(CPM). 
CRITICAL PATH. 'he sequence of critical activities from project start to project finish that deter

mine the shortest project duration (CPM). 
CROSS-INTERACTION MATRIX. A representation of relationships between dissimilar sets of 

variables (IMD). 
DECISION RULES. The action entries of a decision table which link a particular combination of 

condition entries to specified actions (DTB). 

DECISION SYMBOL. Represents a step in a process where there is a choice among two or more 

alternative actions (FLW). 
I)EPENDENT VARIABLE. The variable being forecast (RGF). 

DESCRIPTIVE MODEL. A representation or imaginary entity containing information in a prede

fined form, intended to be interpreted by its use" rules (SDM). 

DETERMINISTIC MEASUREMENT. Where the realization of the objective is unequivocally de

termined from numerical data (OBT). 

DIMENSION. Collections of attributes of the system, where each collection represents a major 
aspect of the system (SCN). 

DIRECT ANALOGY. Compares the problem being faced to a parallel situation in another field, 

technology, or discipline (SCN). 

DIRECT ANALOGY METHOD. Used in Synectics sessions when members compare the problem 

being faced to a parallel situation in another field, technology, or discipline (SYN). 
DIRECT EFFECT. An interaction between two variables so that a change in one results in a similar 

change in the other (OVD). 

DIRECT MARKET VALUES. Measures of project costs or benefits which are assessed from equiv

alent market prices (IPX). 

DIRECTED LINE. Links two symbols together with an arrowhead indicating the sequence (FLW). 

DIRECTED RELATIONSHIP. Specifies that the existence of the relationship is dependent on the 

order in which the two elements are considered (IMD). 

DISCOUNT FACTOR. A fraction between 0 and 1 which gives the present worth of one monetary 

unit spent or received (DIS). 
DISCOUNT RATE. A percentage rate (usuily annual) which equates the present and the future 

worth of a payment (DIS). 

DISCOUNTED CASH FLOW. A single value which represents the present worth of the net incre

mental benefits estimated for each project year (NPW). 

DISCRETE STOCHASTIC MODEL. A model which describes the changes in variables at definite 

points in time (CSM). 
DISCRETE VARIABLE. A variable with only a finite number of values which are multiples of a 

basic unit (-IS). 
DRIVING FORCE. An attribute of a system which causes changes in the system state over time 

(SCN). 
DUNNING. The process for recontacting participants who have failed to retut n their question

naires (DLP). 

DURATION. The estimated time needed to perform the activity (CPM). 

DYNAMIC BEHAVIOR. A consequence of delayed interactions among system variables. The 

dynamic state of a system depends on the prior values of state variables (OBT, RTS). 

EARLIEST FINISH (EF). The sum of an activity's earliest start time and its duration (CPM). 

EARLIEST START (ES). The earliest time (measured from the start of the project) when an activ

ity may begin, assuming all immediate predecessors are completed (CPM). 

ECONOMIC ANALYSIS. Analysis from the viewpoint of the national government and the econ

omy (CFA). 
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or system design objectives are achievedEFFECTIVENESS. The degree to which the project 
(CEA). 

ELEMENT. Part of a problem situation which can be described by all its elements (MPA). 

ELSE RULE. A column in a decision table which applies when no other decision rules may be 

added to cover the case or where no combination of conditions applies (DTB). 

ENVIRONMENT. The set of all factors which are salient to the understanding of systems relation

ships, but which are outside the influence of the system variables (OBT, SDM). 

EVENT. A future outcome, the occurrence of which is uncertain (SPA). 

EXTERNAL CONTEXT. Represents the constraints on the base system (SCN). 

FANTASY ANALOGY. The participant's wishful thinking that the problem may solve itself or 

cease to exist (SYN). 
FEEDBACK STRUCTURE. The set of relationships describing a system that involves one or more 

interlocking causal loops (OVD). 

FINANCIAL ANALYSIS. Analysis from.the viewpoint of the individual, group, or business which 
will directly gain or lose because of the project (CFA). 

FREQUENCY DISTRIBUTION. Plots the frequency of different categories of respolse (QTN). 

FUNCTION. The primary concern of the system. It is the fundamental dimension of purpose 
(FEX, IDL, SDM). 

FUNCTION HIERARCHY. An ordering of system functions from the most specific to the broad

est (FEX). 

FUNDAMENTAL DIMENSION. The basic characteristic of the eight system elements (SDM). 

GOAL. A value judgment which satisfies one or more needs (FEX, LGF, SCN). 

GOVERNING RULES. Describe the relationship between decisions made by the participants in a 

game and the resulting changes in the simulated environment (GAM). 

HIERARCHY. An ordered structure illustrating which factors are subordinate to others (TRD). 

HUMAN AGENTS. The personnel who may be necessary for the system to achieve its function. 

yet are not themselves inputs or outputs of the system (SDM). 

IDEAL SYSTEM. A system that achieves the function in the best possible manner as judged by the 

criteria for evaluating the system. Such systems typically require the least possible cost, the 

least amount of human resources, and the least time while providing maximum benefits 

(IDL). 

IMMEDIATE PREDECESSOR. Any activity which immediately precedes an activity and which 

must be completed before the activity can start (CPM). 

IMMEDIATE SUCCESSOR. Any activity which immediately follows an activity and which may 

not start until completion of the activity (CPM). 

IMPORTANT ASSUMPTIONS. The factors which affect the success of a project and which are 

beyond the influence of the decision maker (LGF). 
COSTS AND BENEFI'1S. Computed by subtracting the "without project"INCREMENTAL 

values from the "with project" values (CFA). 
non-random variable which is used for forecasting other vari-INDEPENDENT VARIABLE. -he 

ables using regression (RGF). 
INFLUENCE RELATIONS HIP. When one variable's change in value influences change in another 

variable (TRD). 
INFLUENCE TREE. A tree that diagrams the variables which influence other variables which are 

higher in the tree (TRD). 
INFORMATION CATALYSTS. The communication (written or verbal) and the knowledge which 

enable the system process to occur, yet which are not inputs or outputs of the system 

(SDM). 
INPUTS. The people, information, and/or physical items which enter the system to be trans

formed by a sequence into outputs of the system (LGF, SDM). 

INTERACTING GROUP. A process that permits discussion among participants (NGT). 

INTERFACE DIMENSION. The relation to other systems or elements-a linking entry to related 

system definition matrices (SDM). 
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INTERMEDIATE IMAGE. An intermediate image describes the state of the system after a time 
interval n (SCN). 

INTERNAL ECONOMIC RETURN. The rate of return derived from an economic analysis of the 
benefits and costs to the society or economy of the country (IRR). 

INTERNAL FINANCIAL RETURN. The rate of return derived from a financial analysis of the 
project cash flow (1RR). 

INTERVAL SCALES. Scales that reflect not only the rank of one factor over another, but the 
degree to which one exceeds the other. The difference between them corresponds to alength 
of scale interval (RTS). 

INTERVIEW SCHEDULE. The plan for conducting an interview. It includes the questions to be 
asked (IVW). 

INVERTED EFFECT. An interaction between two variables so that a change in one results in an 
opposite change in the other (OVD). 

IRREVERSIBLE VARIABLE INTERACTION. When the variable only increases or only de
creases (OVD). 

LATEST FINISH LF). The latest time (measured from the start ofthe project) when an activity 
may be comnpleted without delaying any immediate successor(s), thereby delaying comple
tion ofthe project (CPM). 

LATEST START (LS). An activity's latest finish time minus its duration (CPM).
 
LIMITED ENTRY. A type of decision table which permits only a limited set of condition and
 

action entries in the decision rle columns (DTB). 
LINEA RLY LINKED MATRICES. Matrices with acommon set of rows or columns (IMD). 
LOGIC ELEMENT. A symbol indicating the nature of the relationship between two or more ob

jectives at adjacent levels in a hierarchy (INS). 
LOGICAL INCONSISTENCIES. When hypothesized relationships among variables are inconsis

tent (OVD). 
LOGICAL MEASUREMENT. I)etermines whether a binary-event objective has or has not oc

curred (OBT). 
MATRIX. A mathematical and graphical representation in two dimensions (IMD). 
MATRIX ENTRY. The symbol used to indicate the existence or absence of a relationship between 

the element in the row and the element in the column (which together define the entry) 
(IMD). 

MEAN. The average value or central tendency of the data (HIS). 
MEANS OF VERIFICATION. The specific mechanisms by which quantitative indications of the 

accomplishment of a project may be observed (LGF). 
MEANS-ENDS ANALYSIS. The identification of alternative actions to achieve specified ends 

(OBT, TRD). 
MEASURING INSTRUMENT. A technique for eliciting and measuring responses from a subject 

(OCA, SVY). 
MEDIAN. The value corresponding to the midpoint of the data points (HIS). 
MILESTONE. A point in time (specific date) which marks the completion ofa sequence of activi

ties or the beginning date for subsequent activities (CPM). 
MIXED ENTRY. A type of decision table which permits extended entries such as a range of values 

for aquestion in the condition stub (DTB). 
MODE. The value or class interval which occurs most frequently (HIS). 
MODEL. A representation of an imaginary entity that contains information in acertain predefined 

form and has specified rules for interpretation (TRD).. 
MULTIPLIER EFFECT. Occurs when a project impact on one aspect of an economic system gen

erates astimulating effect on other aspects (IPX). 
MULTI-STAGE SAMPLING. Draws random samples in stages (SVY). 
MUTUALLY-CAUSAL VARIABLES. Variables that occur when achange in one variable causes a 

change in another which is fed back to affect the first (OVD). 
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MUTUALLY-EXCLUSIVE PROJECTS. Incompatible alternatives where implementing one pre

cludes implementing the others (NPW). 
in which the members work independently but in eachNOMINAL GROUP. A group process 

other's presence (NGT). 

NOMINAL SCALES. Scales that categorize different factors (RTS). 

OBJECTIVE. A specific statement of purpose expressing a desired end (INS, OBT). 

OBJECTIVELY VERIFIABLE INDICATORS. Indicators that demonstrate that certain desired 

results are being accomplished (LGF). 

OPEN QUESTIONS. Questions which permit the respondent to answer as he or she chooses 

(QTN). 

OPPORTUNITY COST. The cost of committing resources to a particular use as measured by the 

highest return that could have been obtained by committing the same resources to an alter

native use (DIS). 
OR LOGIC ELEMENT. Links objectives where the attainment of any one or a combination of 

sub-objectives will achieve the higher level objective (INS). 

ORDINAL SCALES. Scales used to rank-order a set of similar objects along a criterion dimension 

which reflects a basis for comparison, but not the degree of difference (RTS). 

The elements or components of an organizational systemORGANIZATIONAL ATTRIBUTES. 

and the interrelationships among them (OCA). 

ORGANIZATIONAL CLIMATE. The relatively enduring quality of the internal environment of 

an organization that (a) is experienced by its members, (b) influences their behavior, and (c) 

can be described in terms of the values of a particular set of characteristics (OCA). 

ORTHOGONALLY LINKED MATRICES. Matrices with the same set of elements in the rows of 

one matrix and the columns of the other matrix (IMD). 

OUTPUT. The desired and the undesired results of the transformation process of a system (FEX, 

LGF, SDM). 
OWNER. An organization or person who possesses intent for, or has a vested interest in, a project 

(INS). 

PARAMETER. A quantity with only one value over the entire range of the system behavior being 

simulated (CSM). 

PARTICIPANT OBSERVATION. The gathering of information aboit and impressions of a se

lected group by dir ,ct interaction over an extended period of tirr ! (SVY). 
e of a particular action-eventPAYOFF VALUES. Represent the gain resulting from the occurren 

path (DTR). 

PERIOD. The time interval between successive observations of the underlying process (EXF). 

PERSONAL ANALOGY METHOD. Used in Synectics sessions where a group member identifies 

with an element of the problem and looks at it as though he were that element (SYN). 

PHYSICAL CATALYSTS. The equipment, facilities, etc. which are necessary for the inputs to be 

are not themselves inputs or outputs of the systemtransformed into outputs, but which 

(SDM). 
POLICY. Long-range decisions which influence a large number of diversified groups with different 

values. Policy made at one level of an institution forms the guiding criteria for shorter-range 

decisions at a lower level (INS). 

PREDECESSOR ACTIVITY. An activity that must be completed before another activity can start 

(CPM). 
PRESENT WORTH. The value today of a future payment (DIS). 

Occurs when the attainment of the objective may riot be 
PROBABILISTIC t,.EASUREMENT. 

determined with certainty (OBT). 

PROBABILITY DENSITY FUNCTION. Represents the probability distribution of a set of contin

uous events (SPA). 

PROBABILITY DISTRIBUTION. Associates each event in the set with its probability of occur

rence (SPA). 
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PROBLEM ENVIRONMENT. The set of variables and relationships which are germaine to the 

decision process under study (GAM). 

PROCESS SYMBOL. Represents an action which takes place over time (FLW). 

PRODUCER-PRODUCT RELATIONSHIP. When one variable is a product of the other (TRD). 

PROGRAM CATEGORY. A system category under which specific projects, or program sub

categories, are developed (PPB). 

PROG RAM ELEMENTS. The resources or inputs needed to carry on a project (PPB). 

PROGRAM SUB-CATEGORY. Refers to the specific projects considered under a program cate

gory (PPB). 

PROJECT EFFICIENCY. The ratio of project outputs to inputs (BCR, CEA). 

PURPOSE. A project's primary intention or aim (LGF). 

QUALITATIVE OBJECTIVE. Objectives that are judged subjectively to determine if they have 

been accomplished (OBT). 
tive that represents a quantifiably verifiable end or re-QUANTITATIVE OBJECTIVE. An obje 

sult (OBT). 

RANK-ORDERING. The process of weighing one item against others and then ordering the items 

by weight on ascale such as importance or priority (BCR, NGT, NPW, PPM). 

RATE DIMENSION. The performance measure for a system element (SDM). 

RATIO METHOD. Estimates probabilities for a set of events by first obtaining the relative chance 

of pairs of events for all possible pairs (SPA). 
RATIO SCALE. An interval scale for which the dimension of comparison has a natural zero point 

(RTS). 
REDUCED MATRIX. A matrix formed by omitting one or more rows or columns from the origi

nal matrix (IMD). 

ILEFLEXIVE RELATIONSHIP. Occurs when the variable interacts with itself (IMD). 

REGRESSED VARIABLE. A variable is regressed on another when the former is dependent on 

the latter (RGF). 
REGRESSION COEFFICIENT. The coefficient of the independent variable in a regression equa

tion ',IGF). 
REGULARITY. The most frequent or dominant (and occasionally the most important) condition 

of concern to the projec:t design (IDL, FEX). 
RELATIVE CHANCE. Reflects whether one event will occur rather than another (SPA). 

RELEVANCE TREE. A tree that diagrams the relationships among different sets of factors at each 

level ofa hierarchy (TRD). 

ROUND-ROBIN. A process for serially recording ideas where each participant provides an idea in 

turn. No discussion occurs, although the leader may ask for a show of hands on how many 

participants had a similar idea. Those responding then eliminate that idea from their respec
tive lists. The process may continue in a circular fashion until all participants' lists are ex

hausted (NGT). 
SAMPLE. A subset selected from a subject population, the attributes of which are assumed to hold 

true for the total population (SVY). 
SAMPLE STATISTIC. A quantitative parameter which characterizes some aspect of the popula

tion from which a set of data are drawn (HIS). 

SCORING. Used in games as feedback to the participants to reflect the effectiveness of their deci
sions (GAM). 

SECTOR. The larger system of which a project is part (LGF). 

SELF-INTERACTION MATRIX. A representation of relationships within a single set of variables 
(IMD). 

SEQUENCE. The process by which the inputs are worked on, transformed, or processed into out
puts, usually with the aid ofcatalysts (SDM). 

SET. A collection ofelements having some common property (IMD). 
SET OF CONTINUOUS EVENTS. Consists of an infinite number of events (SPA). 
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SET OF DISCRETE EVENTS. Consists of a finite number of mutually-exclusive events (SPA). 
SHADOW PRICES. Adjusted market prices which reflect the true benefit or cost to the econcmy 

(CFA). 
SIMPLE RANDOM SAMPLE. A sample made so that every member of the target population has 

an equal probability of selection (SVY). 
SLACK. The amount of leeway allowed in either starting or completing an activity (CPM). 
SMOOTHED VALUE. An estimate of the average value of the variable being forecast (EXF). 
SMOOTHING CONSTANT. A fraction between 0 and I that indicates the degree of confidence 

placed on the most recent datum (EXF). 
SOLUTION COMPONENT. The part of a program that is proposed as the solution (PPM). 

STANDARD DEVIATION. The measure of the dispersion of the data values about the mean 
(HIS). 

STATE DIMENSION. A specification of anticipated changes and plans in specific time horizons 

for each of the four dimensions (SDM). 
STATE SCENARIO. Describes conditions and events (the state of the system and the external 

context) ata single future point in time (SCN). 
STATE SYMBOL. Rtepresents a tangible product, requirement, or specific condition associated 

with a process sequence (FLW). 

STOPPING RULE. A rule that determines when any branch of the tree diagram should end (TRD). 
STRATEFIED SAMPLE. A sample that selects a proportional sample at random from each of the 

groups in a stratification of the total population (SVY). 

SUBJECT POPULATION. The set of all events or entities which posscsses certain specified 

characteristics (SVY). 
SUBJECTIVE PROBABILITY. A quantifiedjudgment of the chance of an event occurring (SPA). 
SYMBOLIC ANALOGY METHOD. Describes the problem by objective and impersonal titles. 

These titles are used to identify other problems which may be described by the same title. 

They are generally expressed in two words, usually describing two conflicting attributes of 
the problem (SYN). 

SYMMETRICAL RELATIONSHIP. Occurs when the relationship between two elements is non

directed (IMD). 
SYSTEM. A collection of components which interact to achieve a common function (CEA, CSM, 

FEX, IDL, SCN, SDM, TRD). 
TARGET GROUP. A set of persons with certain common characteristics (DLP, OCA). 
THRESHOLD EFFECT. When one variable does not change until the other variable changes signif

icantly (OVD). 

TIME PREFERENCE. The general preference of individuals for present over future receipts and 
for future over present expenditures (DIS). 

TOTAL CASH FLOW. The sum of all annual cash flows for the life of the project; an undiscounted 
measure of the aggregate change expected from implementing a project (CFA). 

TRANSIENT SCENARIO. Forecasts changes in and the alternative actions on a system at various 

stages in the evolution of the system (SCN). 
TRANSITIVE RELATIONSHIP. Requires that a directed relationship among three or more ele

ments be consistent (IMD). 
TREE GRAPH. A set of linked elements where only one exists between any two factors (OBT, 

TRD). 
TUNING. The process of making changes in the parameters and initial values for variables in order 

to minimize the errors between expected and actual simulation output or between observed 

or simulated data (CSM). 
UTILITY. A quantitative expression of the worth or satisfaction associated with an outcome 

(DTR, MCU). 

UTILITY FUNCTION. Associates the possible levels a criterion may take with the utilities for 

those leveis (MCU). 
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U rILITY MATRIX. Presents the elements of a decision under certainty (MCU). 

computer simulation program simulates the observed system
VALIDATION. Testing whether a 

behavior. It is a process of simulating the past and checking the simulated data against actual 

data (CSM). 
system which may change value as a function of timefactor use'l to describe a 

(CSM, OVD). 
to see that the program functions as 

VARIABLE. A 

VERIFICATION. Testing a computer simulation program 

intended. It is a process of eliminating logical errors in the program (CSM). 

XOR LOGIC ELEMENT. Links mutually exclusive sub-objectives to the higher level objective(s). 

The achievement of one sub-objective alone achieves the higher level objective (INS). 
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