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Measuring Effects of Demographic 

Variables on Health Services Utilization 

by William A. Reinke and Timothy D. Baker 

To predict demands for health services, planners must measure 
the Impact of demographic change. This article presents a new 
method, the multi-sort technique, to improve analysis of the effects 
of multiple demographic variables. The technique is demonstrated 
in an analysis of the changing demand for physicians' services in 
Taiwan. 

Multiple regression techniques, including those that utilize 
dummy variables,have been used to analyze effects of demographic 
variables, but interactions may be overlooked entirely or iiade­
quately identified. Analysis of variance has proved us,.ful in han­
dling interactions, but uneven (listribution of observations among 
cells createsorthogGnalityproblems. 

The multi-sort technique is an approximation procedure that 
simplifies comnpttations while maintaining the analysis of variance 
approach. The procedure assigns cell weights in all evaluations 
according to the riles for evaluating main effects; thus the assess­
ment of interactionsis approximate but not tedious. 

Comparison of computer results obtained by the new technique 
with those from certain multiple regress.on procedures indicates 
that the multi-sort technique offers more promise in the evaluation 
of demographic data than previous applications of analysis of 
variance would indicate. The study also gives practicalsuggestions 
for combining various techniques in a total analysis. 

The Taiwanese data in this paper were obtained from a survey 
supported by The Agency for InternationalDevelopment. 

Introduction 

To predict future demands for health services in a dynamic society, health 
planners must be able to measure the impact of demographic change. Illness 
patterns and hospital and physician utilization rates usually vary according to 
age, economic status, education, and other factors. As these demographic 
factors change, so will the total demand for medical care. A method for 
measurement of the effects of demographic variables on the use of health 
services is presented. 

Presentation of Data 

A major barrier to understanding the impacts of multiple variables is the 
difficulty in presenting information clearly without over-simplification. One­
way tabulations are frequently employed in an effort to depict the impact of 
each individual demographic variable in turn. These tabulations fail to recog. 
nizo'such factors as different levels of education that may prevail in different 
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groups. In the absence of correlations and interactions, how­socio-economic 
ever, multi-dimensional tables present unnecessary detail and difficulty in 

interpretation. Our method of analysis offers opportunity for clarification with­

out over-simplification in presentation of data. 

Projections 

is vital for health planning in aAn understanding of basic determinants 
dynamic society. Knowledge of the overall population growth rate is not 

sufficient to predict trends in the annual number of physician visits. One must 

also identify the demographic components important in determining major 

differences in physician utilization rates. As the important components of the 

total population change in size, so will the overall rates of physician utilization 

and the projection of total services demanded. This method should be useful, 
for example, in projecting the effects of Medicare that ,ill shift populationw 

components of known age, sex, and education composition ir.to an economic 

level where financial barriers are virtually removed. 

Correlations and Interactions 

Unfortunately, associations among variables may hamper evaluation. Such 
as correlations and interactions.associations take two forms, usually described 

in the distribution of observations. If, forCorrelations arise from unevenness 
example, urban areas tend to have relatively large numbers of high income 

residents, it would not be immediately clear whether observed rates of doctor 

usage resulted friom conditions of urban living or from income differential. 

Indeed the two forces could act in opposite directions and obscure tile real 

influence of each. Interactions of variables produce effects greater or less than 

anticipated from examination of each variable separately (analogous to the 

phenomenon of antagonism and synergism). To illustrate, the combination of 

high income and urban residence might produce a deviation from mean physi­

cian usage rates greater than simple addition of separate effects. 

Objective 

The objective here is to present a new approach to the solution of the 

above problems. A practical application of the techniques used in projecting 

health manpower needs in Taiwan provides evidence of its usefulness. 

Methodology 

Multiple Regression 

Perhaps the most popular method for overcoming the problem of correla­
tions among the independent variables is the multiple regression analysis. The 
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regression model must be expressed in detail-a requirement often incom­
patible with the uncertainty concerning the nature of interactions and non­
linearities in the effects. 

As a result, some regression analyses omit important elements while others 
include any that have evern the slightest possibility of being significant. With 
regard to the latter, various methods have been proposed for selecting a 
limited number of terms from among a multitude[I-6]. It is not uncommon 
for different methods to produce different combinations of variables[7]. In 
fact, one given method often produces different results from two independent 
samples of data. 

Analysis of Variance 

At the other end of the spectrum, the analysis of variance technique is 
extremely productive ii. uncovering effects and interactions whenever the 
correlation problem does not exist, i.e. whenever each combination of in­
dependent variables contains the same number of observations. Although this 
condition is seldom encountered except in controlled experiments, the principle 
of block-sorting employed by this technique deserves consideration under more 
generalized circumstances. 

Suppose, for example, that three degrees of urbanization-cities, towns, 
and villages-are defined. The associated two degrees of freedom would be 
evaluated as a block. If in turn four economic levels were identified, the six 
{(3-1)(4-1)=6} degrees of freedom associated with the residence-economic 
interaction would be investigated as a block. This would obviate the need for 
decision as asto whether the interaction should be expressed mathematically
(residence) 2 (economic level), (residence) (economic level )3 , or in some other 
way. 

The block-sorting principle is especially useful when the independent vari­
ables are classificatory rather than quantitative. This is typical of demographic
information; even potentially continuous variables such as age are often ex­
pressed in terms of age groups. As a consequence, so-called dummy-variable 
techniques have been introduced into regression analyses to effect block­
sorting within the general regression context [81. 

Branching 

More recently Sonquist and Morgan have proposed a branching technique
for the segregation of dissimilar population segnents[9]. The approach is 
such that interaction effects are identified in a relatively simple and direct 
manner. The sequential nature of the technique, however, causes later identi­
fication to be dependent upon the particular population classifications initially 
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produced. Without independent evaluations of the several factors and inter­
actions, one must question whether the unique importance of each has been 
revealed. 

Multi-sort Methodology 
We present another approach to block-sorting for those cases where there is 

some information on nearly all of the possible segments, or cells, of the 
population. (Estimated responses can be inserted into empty cells. The esti­
mates would be given minimal weight and, therefore, could be crude without 
distorting the conclusions.) This approach, the multi-sort technique, follows 
analysis of variance principles but is computationally simpler than the pure 
analysis of variance complicated by inequalities in observations per cell[10]. 

The analysis begins with a set of cell mean responses, Xuj . . each based 
upon a specified number of observations, Nil... Table 1 provides an example 
that will help illustrate the pnethod for the two-variable case (each cell mean 
has been reduced by a constant amount in order to simplify the computation). 

Table 1. HYPOTHETICAL DATA 

Mean Responses (XII) Observations (nil) 

R 

-1 
-1 

C 

6 
-3 it 

6 
4 

C 

4 
2 

NJ 

10 
6 

2 -3 
NJ 

2 
12 

2 
8 

4 
N 20 

The general formulations described below are summarized in Table 2. In 
the formulations the following definitions are employed: 

C 
2nl 

Ni=j=1 (1) 

r 

Nj=i=1 (2) 

1 nj. 
N= i,j (3) 

Step 1. The Overall Efyect. Calculation of any effect involves an averaging 
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process in which consideration must be given to the weight assigned to each 
component of the average. Specifically, we shall define the grand mean as 

WVU XU 

i(4) 

where the weights, Wu, are assigned. 

It seems natural to weight the means in accordance with the numbers of 

observations on which they are based so that 

WU = nu. (5) 

At this point we need only note the resulting definition of R listed at the top 
of Table 2. 

In the illustrative case = 0.3, this amount is subtracted from each cell 
mean to produce a series of X'0 values before proceeding to the analysis of 
other effects. The numerical results of these modifications are shown in Table 3. 

Step 2. The Main (Row and Column) Effects. Row and Column effects are 
likewise weighted averages and statistical methodology suggests two possible 
weighting schemes. As one, we might use equal weights. This, however, would 
tend to place too much emphasis on imprecise mean responses based upon 
little information. As an alternative, we could use a weighting scheme that 
conforms to the usual notion of statistical adjustment. Specifically, this means 
that the row effect, 

Y NVUJ X'IJ 
R1= j 

WU 
(6) 

would be stated as 

R,=_I NjX',j. 
N j (7) 

The problem here is that the evaluation may be distorted by interactions not 
removed equally from the calculations of main effects. 

The latter scheme has produced more reasonable results than the system of 
equal weights in applications thus far. Subsequent discussion, therefore, will 
be based upon this weighting principle. (A multi-sort computer program has 
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Table 2. SUMMA.RY OF 2-VARIABLE MULTI-SORT COMPUTATIONS WITH ILLUSTRATIVE FXAMPLE 

Row Effect Column Effect Interaction1 

=X; -1i,-CJCell Vdlues X31 =X, -X x;x 1
 

Analyzed [~ lX11i [Tables 1 nd 81 [Table 41
 
J L=0.30
 

Unadjusted RJ= I XNX 3 C1=1 ]Cl k. XA.N IN X".Effect N 1 N 

R, = 1[(12)C-1.3)+(8)(5.7)J =1.5 c1 = [(1O)(-1.3)+... +(4)1.7)1=-0.7 I.=X"; 
RI= -2.1 C2= 1.2 [Table 4] 
113= -0.3 

N2
M(Cj)= N' M(It)=Effect M(R,)= -N 

Z N:2 Z ___ 
i2Multiplier Z 
-- k,.n 

202 202 
M(R,) = 44 / 6+64/ 4  =10.00 N(CI) = 100/ 6 + 3 6/ 4 + 16 2  =11.88 

CA M(R 2) = 5.88 M(C2)= 7.84 [Table 11 
M(R 3) = 3.85 

Unadjuted S(R) = Z 1i'M(Ri) S(C) C1,MC,) S(I) =X.Id M(11J) 
3JL. Index of TotalDifferencesDifrecs(1.5) 2(10.00)-+... +(-0.3)2(3.85) =(-0.7)2(11.88)+(1.2)2(7.84) S(I)z.j; 'nu 

S48.78 - 17.11 = 132.56 

;a
C) 

http:0.7)2(11.88)+(1.2)2(7.84
http:0.3)2(3.85
http:SUMMA.RY


tA 
M Table 2 (cont.). SUMMARY OF 2-VAIClABLE MULTI-SORT COMPUTATIONS WITH ILLUSTRATIVE EXA.MPLE 

Row Effect Column Effect Interaction 

O E ffect -'ItiM(ItJ 2*.Cj I (CJ) ' I1iM (Ili) 
01. Mean =i 

i 
JXM (CJ) 

j 

"" 

iJ 
() 

(.5)(10.00)+... +(-0.3)(3.85) (-0.7)(11.88)+(1.2)(7.84) -x;,nij 
10.00+5.88+3.85 11.88+7.84 i =i __ 

1.4971..319.73 0.08 1.09219719.72 -- 0.06 0.4 
=.-20 = 0.02 

Adjusted S'(R) =S(R) -­ !2M(T) S(C) =S(C)-C 2 
-M(Cj) S(I) =S(1)-IZM(I) 

Index of Total i j 
Differences 

=48.78- (0.08)2(19.73) f 48.66 - 17.11- (0.06)'(19.72) = 17.05 S'(I) =S(I)-iN-= 132.55 

Index of Mean D(R) = D(C) -S(C D(I)= a(1) 
Differences D r -1 D C 1= c-Ic­

48.66
2=24.33 17.05 

=17.05 132.55 
= (2)(1) =66.28 

Adjusted R!=R-t-" CI =CJ--d I = '-
Effect 

R:=1.50-0.08 = 1.42 C;=-0.70-0.06 =-0.76 
It= -2.18 c-= 1.14 
h-0.38 



been written to permit computations from both weighting schemes for purposes 

values for R, produced by the hypothetical data areof comparison.) The 

shown in Table 2, as are analogous computations for Cj.
 

Step 3. Indices of Differences for Main Effects. The magnitude of differ­
among the R and the Cj is next measured along the lines of the meanences 

square of analysis of variance. Once again the problem of weighting arises, for 

each of the effects is based upon different quantities of information. We have 

chosen to use the scheme employed in the analysis of variance for investigating 

the main effects with unequal numbers of observations per cell. Contrary to 

the analysis of variance method, we apply this scheme throughout the evalua­

tion of interactions as well. 

We then have weights (or multipliers) M (RI) and M (Cj) as indicated in 

Table 2. In general, larger numerical results arise where estimates of effects 

are based upon large numbers of observations, especially if those observations 

are approximately uniformly distributed among cells. 

Applying these weights to the unadjusted effects, R, and Cj, we obtain 

crude indices of total differences S(R) and S(C) respectively. The crude 

indices must be adjusted for deviations from the means II and C to produce the 

final indices of total differences, S'(R) and S'(C). 

FOR OVERALL EFFECTTable 3. HYPOTHETICAL DATA ADJUSTED 

(Xi,=Xu-X)
C

-1.3 5.7 

R -1.3 -3.3 

1.7 -3.3 

Based upon the number of degrees of freedom available to each effect, we 

proceed from the indices of total differences to the indices of mean differences 

-much as the analysis of variance moves from sums of squares to mean 

squares. In the illustrative example we see some indication that the row effect 

is greater than the column effect. 

As a final step prior to the investigation of interaction effects, we must adjust 

the main effects R, and Cj for the mea ns RI and U. The adjusted effects are then 

removed from the cells to produce a series of modifications like those of 
Table 4. 
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Table 4. HYPOTHETICAL DATA ADJUSTED FOR OVERALL AND MAIN EFFECTS 
II I I I

(X.-X,,- h- C)) 

C 

-1.96 3.14 

R 1.64 -2.26 

2.84 -4.06 

Step 4. The Interaction Effects. Paralleling the preceding analysis, the 
interaction evaluation requires the application of appropriate multipliers to 
estimated effects to obtain an index of total differences. As before, this index 
is modified according to the number of degrees of freedirm available to pro­
duce an index of mean differences-our ultimate concern. 

In.the two-variable case the unadjusted effects are simply the cell residuals 
X"i found in Table 4, and the effect multipliers are merely the numbers of 
observations nij recorded in Table 1. 

In the interest of a more general understanding of the procedure, the two­
variable interaction formulations of Table 2 are presented as if three or more 
variables were under consideration. The subscript k refers to the third variable. 
We introduce the notation Nk to symbolize the total number of observations 
obtained at the ith level of the first variable and the jih level of the second 
variable. This notation is a direct extension of our definition of N, as a sum of 
all observations in the ith row regardless of the index j. Of course, with three 
or more variables the definition of N, would become 

" nJk 
N,= j, k (8) 

Step 5. Index of Differenccs for Interaction. As before, the unadjusted index 
of total differences is a sum of squared unadjusted effects appropriately 
weighted. In our example we simply square the entries of Table 4, multiply the 
result by the corresponding number of observations recorded in Table I, and 
sum the products. After making the necessary adjustment for the mean, we 
apply the available degrees of freedom to obtain an index of mean differences. 
In this case the result, 66.28, indicates that the interaction effect is larger than 
either of the main effects. 

If three or more variables were under scrutiny, we would first analyze each 
of the two-variable interactions. Then we would obtain an adjusted estimate 
of each interaction effect so that these effects could be removed from Table 4 
prior to an investigation of three-variable interactions. 
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Step 6. Variarnca Ratios. The crux of the analysis at each stage is com­
pilation of indices of mean differences which can be compared with a residual 
index of high order interaction mean differences or with an error variance 
obtained independently. In any event, a series of ratios is derived for inter­
pretation as F-ratios are in the analysis of variance. We must recognize, of 
course, that these ratios are not precisely distributed as F. 

Results of Method Applied in a Study of Physician 
Visits in Taiwan 

As indicated earlier, we have used the multi-sort technique to evaluate 
differences in physician utilization rates among various segments of the 
Taiwanese population. A survey of 66,000 individuals provided data for the 
288 cells which result from four economic, three education, four age, three 
residence (city, town, village), and two sex categories. (Observations appeared 
in 285 cells. Responses for three were estimated.) 

The indices of mean differences are summarized in Table 5. Interactions 
involving more than three variables have bectn judged meaningless. They have 
all been lumped together to provide a residual index of 8.1 with 132 degrees of 
freedom. By dividing each of the indices of mean differences by this residual 
we obtain ratios which can be treated as F-values for testing the significance 
of the effects. Tables of critical F-ratios clearly verify the influence of only 
four effects in annual visits per capita (V): age group (A), economic class 
(\V), residence (R), and the economic-age interaction. 

At this stage we found the multiple regression technique extremely useful, 
for the preceding analysis had given a good indication of the nature of the 
regression model. Specifically, we hypothesize that, predicted 

V = Bo + BjA + B2A2 + Ba + B4R + B5AW. (9) 

Numerically the coefflcients which resulted were, predicted 

V = 12.47 - 11.84A + 2.6SA 2 + 1.87W + 0.72R - 0.42AW (10) 

Squared terms involving wealth and residence could have been included but 
they produced a negligible reduction in the standard error of estimate from 
0.164 to 0.162. (Standard errors are based upon the cell means, not the indi­
vidual observations.) 

Discussion: Comparison with Other Methods 

Other methods of anaylsis of multiple variables have been used in the 
health field[11,12]. Results of application of some of these methods to our 
hypothetical example and Taiwan data are discussed. 
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Table 5. ANALYSIS OF MEAN DIFFERENCES (TAIWAN DATA) 

Index of Degrees of Index of (3) 
Block Total DiI. (1) Freedom (2) Mean Diff. (3) (4) 8.1 

Economic (W) 433.2 

Education (E) 22.4 

Age (A) 2,081.2 
Residence (It) 156.4 
Sex (S) 5.5 
W-E 44.2 
NV-A 272.3 
W-R 26.6 
W-S 11.8 
E-A 85.1 
E-R 41.9 
E-S 6.7 
A-R 29.2 
A-S 5.2 
R-S 35.6 
W-E-A 169.4 
WV-E-R 81.4 
W-E-S 28.3 
W-A-R 86.0 
WV-A-S 38.7 
W-R-S 28.1 
E-A-R 78.6 
E-A-S 106.3 
E-R-S 32.6 
A-R-S 90.3 
Other 1,069.2 

Analysis of Variance 

3 144.4 17.8 
2 11.2 1.4 
3 693.7 85.6 
2 78.2 9.7 
1 5.5 0.7 
6 7.4 0.9 
9 30.3 3.7 
6 4.4 0.5 
3 3.9 0.5 
0 14.2 1.8 
4 10.5 1.3 
2 3.4 0.4 
6 4.9 0.6 
3 1.7 0.2 
2 17.8 2.2 

18 9.4 1.2 
12 6.8 0.8 
6 4.7 0.6 

18 4.8 0.6 
9 4.3 0.5 
6 4.7 0.6 

12 6.6 0.8 
6 17.7 2.2 
4 8.1 1.0 
0 15.1 1.9 

132 8.1 

Although the multi-sort technique has much in common with analysis of 
variance, there are important differences. Specifically, the multi-sort method 
offers a streamlined computational procedure, but in doing so, certain features 
of orthogonality are lost. 

For a more concrete comparison of the two methods we return to the 
hypothetical two-variable illustration presented earlier. With respect to main 
effects, the indices of mean differences are identical to the analysis of variance 
mean squares. This is no accident, for the computational procedures of the 
two methods are alike at this point. 

The methods differ somewhat in their assessment of interaction effects. It 
is of interest, therefore, to compare the two formulations. Although the 
multi-sort approach has already been described in what seems to be the most 
straightforward manner, Table 6 presents an algebraically equivalent set of 
computations *whichmore nearly correspond in form to the analysis of vari-
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Table 6. COMPARISON OF INTERACTION EVALUATION UN MULTI-SORT AND AJNALYSIS OF VARIAJNCE 

Multi-Sort 
Index of Mean Differences 

Numerical 
Example 

Analysis of Variance 
Mean Square 

Numerical 
Example 

Total Sum 
of Squares 

Reduction for 
Other Effects 

Overall 

Column 

2 nXu 
ij 

NX 
,..r2-
" NC + i 

-

193.00 

- 1.80 

- 19.15 

Z nijXl 
ij 

nI-iji 
;nXxi-i ( ni

L 1 N 1 

Z nil- 2 (nil) 
N1 

iJ 

J -

198.00 

17.62 

Row (INI'+2 XZ 1 RJ - 723 ZI(X) 50.07 

L N N1J[RifUl 

CD 

inCD 5. 
now 

andColumnN 

[ZNIRZ:NiC; 

2 [1 1 RI RnIA + 2.74 

;M 
in 

Result 132.56 130.31 

0 



ance. The latter formulation is deceptively simple here because we are dealing 
casewith only two variables, one of which has only two levels. This special 

offers a convenient basis for comparison. 

The multi-sort approach does not completely isolate the two main effects, 
but we are able to confirm the consistent comparability of the two sets of 

numerical results, even though the algebraic representations are somewhat 
different. 

Multiple Regression 

In analyzing the Taiwan data we used the multi-sort teclnique to sort out 

the important variables. The relationships were then made more explicit by 
means of a multiple regression equation. How does this compare with what 

might have been obtained had the multiple regression approach been em­

ployed from the outset? 

We shall consider it impractical to deal with a regression equation of more 

than twenty terms. Within this limitation we can handle the constant term, 

the first degree terms associated with each of the five demographic variables, 
four squared terms (excluding sex), and the ten interactions: AW, AR, WR, 
. . . Considering the possibility that some terms can be safely omitted, we 

have more than half a million combinations from which to choose. Even if we 
than five variables plus the constant, we face 16,663refuse to admit more 

possibilities. 

C1 + C +... +C1= 524,287. 

This is a common dilemma in regression analyses and forces one to adopt 

a selection algorithm. A popular one is the stepwise approach whereby varia­

bles are admitted only as long as each newcomer succeeds in substantially 

increasing the multiple correlation coefficient. 

Results obtained from the stepwise approach in the present case can be 

seen in Table 7. Although age is unquestionably the most important deter­

minant of physician utilization, it was not the first to enter the equation. It did 

enter early, but so did other terms that are conspicuously absent from the 

multi-sort model. 

The importance of the other terms, moreover, was not confirmed by the 

complete 19-variable regression model. From the complete model we obtained 

19 t-values as ratios of the partial regression coefficients to their standard 

errors. Table 7 records the rank-order of the t-values for comparison with their 

step-wise order of entry. 
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Table 7. STEPWISE REGRESSION ANALYSIS (TAIWAN DATA) 

Order of Final Rank-Order 
Variable Entry of t-Valuo 

Economic-Residence (WR) 1 14 
Education-Age (EA) 2 9 
Age Squared (A') 
Age (A) 

3 
4 

1 
2 

Dummy-variable Approach 

We alluded earlier to dummy-variable modifications of multiple regression 
analysis. One of these, the Lippitt method, was chosen to provide an addi­
tional basis for comparison with the multi-sort technique[13]. As the Lippitt 
technique uses tha dunmy-variable approach, it also handles blocks of 
variables. It is not especially geared to the handling of interactions, howe%.,er. 

The Lippitt results werc in agreement with the multi-sort conclusions with 
three exceptions. First, the Lippitt technique did not detect the economic-age 
interaction because it did not seek it out. Secondly, the iteration procedure 
employed by the Lippitt method encountered difficulty in achieving conver­
gence with respect to the sex variable, although no importance could be dis­
cerned for this factor. 

Finally, the Lippitt results attached sonic importance to education, sug­
gesting that more highly educated individuals tend to make fewer doctor 
visits. To further test this possibility, we formed a multiple regression equation 
which added the education term to equation (9). This term reduced the 
standard error of estimate from 0.164 to 0.163, an even smaller reduction than 
the slight one obtained from the introduction of non-linear wealth and 
residence terms. 

Summary 

An overview of an entire population can be uninformative, or even mis­
leading. Recognizing the need to view components separately, manifests the 
analytical problem of identifying the subdivisions that are useful in a given 
investigation. 

The multi-sort technique is introduced as a possible approach in cases in 
which some information is available on nearly all of the potentially important 
cells of a population. Employing computational procedures that are simple 
enough to be practicable in a wide variety of applications, the technique is 
based upon the principle of block-sorting of variables. After the key variables 
have been identified, multiple regression equations will often be useful in 
making the important relationships explicit. 
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