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ABSTRACT
SYSTEMS SIMULATION<MODELING ‘OF-A ‘BEEF7CATTLE ENTERPRISE
10 INVESTIGATE ‘MANAGEMENT DECISION >MAKING'STRATEGIES

¢ By

‘Michael ‘Raymond Jaske

Management decision making can be greatly improved by provision
of better information about alternative choices to the decision maker.
The complexity of agricultural systems, and livestock ones in partic-
ular, has resulted in considerable neglect in early model building
efforts to supply better information. Simulation models have the
capability of surmounting many of the problems of modeling complica-
ted dynamic system behavior. This thesis develops a simulation model
of a general beef cattle enterprise to allow investigation of alter-
native management decision making strategies.

The model simulates the behavior of the major physical and
financial variables of the enterprise through time. Although the
model is intended for general use, attention has been concentrated on
modeling of the land extensive cow/calf range operation. The model
consists -of five major components and several secondary components.
Major components are (1) cattle demography, (2) forage growth, (3)
feed 'stock accounting,ﬂﬁ&) nutrient impacts on growth' and reproduction,
and (5)-management decision making. The financial component is the
most important’ component of the secondary group. Land allocation
‘among’ alternative’uses and crop production are not modéled and are

arbitrarily ‘specified by the user. A large FORTRAN computer ‘program



Michael Raymond Jaske -

éﬁdigubroutihes accomplish thigysystem simulation.
ig;a\;fiéfﬁ!&i{éﬁl}i&éééﬁ&;ﬁgggtgﬂfébetd‘gnlenqltagiqnqu,,el? allowsefull explor-

8':ﬁﬁ23;9%229@3919%@%@198 5 'Ué,insaTDN5ﬁaS?the’.fbasic' feed quality
deécriptor, and net energy for.growth and maintenance where possible,
the nutrient impact component..predicts.rates of weight gain and repro=-
ductive dynamics as a result of feed intake. Forage growth is modeled
,a8 a.function. of .the exogenous weather .variables :of .solar radiationm,
.temperature, .and ;rainfall. ..The -financial -component determines revenue
.and cost as .a.result of physical jevents and these determine the effect
.on profit, cgqh,flgw,ddep:eciagion,-taxatign,tandldebt»levels.

.The ;management component has been developed to provide for the
gggdi‘pgﬁgggagers>;n,oqgcipg ope:ating'decisions as well as investment
planning, Detailed control variables allow realistic simulation of
events, of .interest to managers.. The interactive structure of the com-
ponent, with straight forward decisions made endogenously following
ggaqdq;dmggpﬁog;g.cg;;q:iq,gnddmp;e complex decisions made exogenously
byhphggquel{ugqr,”$p¢implemen;gd,inragbatch mode to-allow creation
of files storing .the model's values at decision points where user
control .is required... A decision .tree of alternative courses of action
ﬁ?ﬂaha:dgvg;qped by cataloging the files created at each encounter of
a decision point.

Three; examples of management strategies are evaluated to demon-
strate the, capability. of.the model, to assist decision;makers,.. These
are (1) early versus, late calf weaning,, (2) the rate;of, cattle herd
development. in investment projects, and (3),general profit maximiza-

tion,; , These examples are discussed.in terms: of financial: criteria.
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The thesis conciudes with a summary of the accomplishments that
have been realized, conclusions about the worth of the model and the
demonstration examples presented, and a discussion of the current
- state of validation of the model along with improvements and extensions

which appear to be helpful.
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CHAPTER I

-NTRODUCTION

ilhis thesis discusses the depelopnent‘o%ge;simulstioninodel of a
BeewaEttle'enterprise and the usewoi-this”nodel.as a tool to investi-
'éﬁte'elternetive management Stretegies;eveilable to the operetor of that
HEnterprise. Although a general model of an individual enterprise has
been developed the emphasis of this thesis lies in the land extensive
cow/calf operation. Coordination of this thesis with work in the
Depgrtnent of Animal Husbandry by Schuette has allowed incorporation of
thet workhin the nutrient impact component allowing congiderable detail
in investigation of questions of nutrient feed intake on cattle growth
and reproduction. An interactive management decision making component
allows the user of this model to control the decisions made which affect
the long range behavior of the enterprise.

(Chapter I1 discusses general concepts of systems, modeling, simula-
tion and uses of simulation models. These ideas are the foundation
upon which this thesis is based. Chapter III presents the general scope
“of”the’problem, reviews the relevant literature and previous approaches,
andbfinelly‘gives the detailed problem statement. Chapter IV gives a

”;&ééééipéfén of:the model and its components without extensive use of

Htﬁathematics. Chapter v presents the model and its components, both
minor and major, in detail and lists all variable definitions in an
appendix. The mathematical models used, the major assumptions made,
‘and the exact equations upon which the computer programs are based
are presented in this chepter. Chapter'VI reviews the validation

1



procedures.used to develop evidence that the model and its components

properly‘represent their real world processes. Sensitivity testing of
some model parameters is also presented to assist in identification
of those capable of significantly altering the system s behavior.

Chapter VII reviews the results of several demonstration .examples of

pLrien T .I} ;’ vhmoo e J‘l: I L S URTE DRy BRI S W

he capability of the simulation model to assist in various decision

making evaluations. Chapter VIII presents the conclusions drawn from

fI

‘y ,.‘;v

the construction and use of the model reviews the results of the
S:véf'}..,,; K ,:..)..:, . : . P

b

demonstration examples, and discusses areas of improvement and exten-

sion of the model.

It is anticipated that this thesis will be read by three distinct
T EE SN DTS R
groups of persons--systems science professionals, animal husbandry

.' 3 HAE I i ;x,._n.’ RTINS

specialists, and management personnel. Because of the widely varying
slases B d ke s

backgrounds of these three groups in terms of mathematical expertise
BRI ?h" S S TR i i Ll Crowl

and familiarity with computer simulation studies, not all of the mater-
‘{-";-’.r, ;"

ial presented here is readily understandable by all readers. Specific

chapter groupings will be recommended for each potential audience in
PIER

order to facilitate understanding.d Systems science professionals

should read chapters 3, 4 5 6, 7, and 8. Animal husbandry special-

A

ists should read chapters 2 3, 4v 6 7, and 8, while management per-
'sonnel should read chapters 2 3, 4 6 7 and 8.' An Appendix is

SIS BRI S (N

provided which lists background references of particular interest to

',;p‘ HE R Jid

readers not familiar with systems science who wish to become acquaint-

‘J,‘ ot ; -i. A.l

ed with it in more detail.



CHAPTER IT

- GENERAL 'CONCEPTS

~This chapter is written as an aid in understanding for those
«Feaders, who, do. not, have experience, in, systems, studies, or in, the devel-
-Opent and use of simulation models. . Four important, topics, Will be
Severed.. First, some essential systems,concepts:will be presented;
fFhese, form, the basis for the entire approach used in this, thesis.
Second, medeling will be discussed in, terns,of, the steps in model
development, alternative modeling approaches, and useful diagrammatic
conventions. Third, the idea of simulation will be briefly explained
Finally, simulation models will be examined from the point of view of
the limitdtions andcapabilities of d1fferent uses;{‘This'chapter will
not “be" necessary for those having a systems background or those with
previous experience in simulation modeling.

What is ‘the rationale ‘for using the "systems approach" in"studying
a ‘béef cattle enterprise? The systems approach to problem solving is
a general technique of analyzing needs to determine goalsﬁand evaluating
alternative ways of achieving the desired goals.: It offers the manager
- of an enterprise ‘an opportunity to test management decisions to
faerédss o profitability, as well as the initial planning on which an
investment is based Although systems as an organiaed'science is
‘%%15?&&éi9‘%&&,*cﬁé techniques'and meﬁﬁéds'aré drawn fEbE the?basic

S S

i%ﬁgfﬁéﬁriﬁgfaiééiﬁiihéé. Systems studies and methods were first used
“10°the aerospace industry Pecause Of the very‘complex problems typically
encountered: the Apollo project 1s a notable example. During the

1960s business applications started as manufacturers realized that

3



complicated production and .inventory problems could be analyzed and
solved using a systems approach., In more recent years the scope of
*systems studies has broadened rapidly. Extensions to economic and
Hocloteconbile’ systens] especially 1n 1arge’ aggregate models, have
’béhome'Eomﬁbn?L”Systems“studies”are”also“bEing“appliéd'tb'smailer
Sdale: systems” such s’ pest management and river ecology; these can
‘become extremely compléx when the myriad of details formerly neglected
a¥eiineluded. ~The rémainder of this chapter 1s devoted to building
the basic foundation for the systems analysis application of this
thesis. -

II.1 Systems Concepts

‘ Thishsection will present some:basic ideas and concepts of the
systems.approaoh to problem solving. These are the philosophy on
which the methodologyris based! the terminology most frequently used,
and common graphical methods of representing the behavior of the
systembeing analyged.ﬂ_The Appendix to this thesis consists of a
specialized bibliography that should be consnlted for a thorough
treatment'of the material presented in this chapter.

—The methodology of the systems approach is based on a philosophy
that views a problem globally, i ee, from the broadest possible
perspective.f The problem can be either one of design of a new system
or of control of an existing system. To solve a problem one must first
define it,'bntwdefining a problem requires knowledge of what one is

R I ST

attempting to accomplish. The desired goals of the problem must be



trangiated into specific objectives that are t6 be accomplished.
Knowledge of these objectives. is-vitally important to successful
solution of the problem. These:are found via-a needs analysis
Ainvplving-all participants in the problem. If there appear to be

MELITEEN

several feasible ways to accomplish some of these objectives, then

one must select from among the alternatives. Tradeoffs among various
objectives must be resolved when they are in conflict, The designer,
the manager, and the ultimate user should all have an opportunity to
participate in assigning weights to the different objectives of the
problem. This definition and selection process is highly iterative.
The intent is to discover the solution which best meets the objectives,
not merely to find a solution. The systems approach to problem
solving is an organized methodology for developing specific problem
objectives from the desired goals, and using these objectives to
evaluate and select possible alternative solutions.

Clarification of the terminology used in any discussion greatly
assists in the communication process. A number of words and phrases
ﬁave meanings specialized to systems science; these are defined below
~along with an example in the context of a beef cattle enterprise.

1. System--a collection of components with some form of regular
interaction,

example-~the beef cattle enterprise itself
2. Causality--the concept of identifying the cause and its

resulting effect, a cause precedes its effect in the
time sequence of events



3.

6.

-

6

example--a decrease in rainfall (the cause) resulting in a
~slowdown in forage growth rates (the effect)

Input variab;es--variable consciously brought into the system
.toraffecti its- behavior: 1.+

.example-~feed:crop: purchases for use as cattle feed-:

»» Output variables--those variables which represent. the

result of the system s operation and of the input
-variables. .

example-—animal sales to the market

. Component-~an. identifiable grouping of relationships between

input and output variables.,
example—-forage growth and removal through grazing

L ' . .
S TR S iy

Controllable inputs--inputs to the system that are con-

.. trollable:by some policy action.

example--purchases' of feed grains

.~ Uncontrollable. inputs-~those desired inputs to a system

which cannot be controlled.

exauple--amount of water naturally available on a pasture

e

Exogenous inputs--those inputs to the system as a result of

the system operating within an environment with
influences on the system.

example--cattle prices

7:'10 [

System parameters--particular values affecting the operation

.0of the system through its structure,
example-~basic photosynthetic efficiency of forage species
Transient-~the time behavior of the outputs which result
from zero level control inputs, commonly transient

behavior decays toward zero with time.

example--changing age distribution of the breeding herd when
- culling is stopped



11. Stéady state--the output variable behavior after all transient
effects. have: died away. ..

- example--the final age-distribution.of the.breeding herd
after changing effects are eliminated.

12. Asymptote—-the limiting value toward which a aequence of
.numbers- approaches. o

example--the total births of a calving season toward which
the accumulated number of births approaches over time

13. Stochastic variable--a faﬁily of réndom variables, the
elements of which are functions of some other variable,
commonly time.

example--monthly rainfall as a function of time of year
This list of terms is by no means exhaustive, but it does cover the
major terminology that will be encountered in this thesis.
Graphical representations are frequently more easily understood
than verbal descriptions. Systems diagrams take advantage of this
perceptual characteristic of humans to present very concise systems

representations. The following diagrams are general ones outlining

in diagrammatic form the terms defined above.

II.2 Modeling

Modeling is the process of developing a mathematical description
of the interrelationships between the input and output variables of
the system. The model is the resulting description. To model an
object of a process, whatever its nature, requires one to specify the
most important of that which is known abbut it. Not unéommonly,

several vériables are known to be important, but the exact relationships



are unclear. The modeling process can be very helpful simply by forcing
oneselt to be specific aboutfideasﬁnotfﬁsuélly~articnlated clearly.
“Much’ greater understanding of a process can be gained by those who
attempt to model it because they are required to integrate together
‘all known features. This section will present steps of model develop-
“ment, validation of the‘mOdel, various approaches to modeling itself,
end sone.Qiagrammatic conventions. Only models using mathematical
equatiene:nilllbeﬁincluded in this discussion because that is the type
used in this thesis.

An all important first step in model development is concept
selection. What is the concept we wish to model? Different concepts
of the same object or process are possible depending upon the view
point of the nodeler. For example, consider the process of forage
plant”growth. All concepts of this process must interrelate the
exogenous innuts of weather to the outputs of plant growth., One
concept of this process could take a mass and energy balance approach
using the requirements of growth: solar radiation, carbon dioxide,
water, and soil nutrients. This would require development of math-
ematical relationships for root uptake of fluids, photosynthesis,
respiration, and transpiration. Another concept could take a less
fundamental view by using experimental observations to allocate the
energy intake from solar radiation to growth depending upon the relative
"productive quality" of water, temperature, and soil conditions. A

model based on the first of these concepts would be able to examine
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certain aspects bettef’éhéﬁ@the %econd, but by being more comprehensive

[N -

it would be harder to develop. it would be more likely to run up
against the unknown in thé biochemistryfof growéﬁ;:;iﬁ;;;,two concepts
qf glan;‘gFowth would be used for diffefent types of investigations
requiring different levels of detail of the process. If a highly
detailed model is desired, but the data to provide parameter values
and variable relationships is un;vailable, then the structure of the
detailed model can be developed using crude working guesses until
better information can be incorporated into the model, Selection of
the concept, then, is important for it should be compatible with the
use of the overall model one is developing.

Once the concept has been selected, then the model itself must
be developed. Here one must be careful to include variables and
relationships which are relevant; one should exclude variables and
féiaﬁiohshipé'ﬁhich are irrelevant. Both are equally important. The
reason for this is simply that time and energy can be saved by excluding
variables and‘relgtionships which have no direct bearing on the process
,beihé modeled. -Fo:féxampié; in a model of the forage growth process,
‘golar radiation, temperatd?e, rainfall, and soil nutrients are important.
Relative humidity has some effect on transpiration, but in the overall
process of growth it is relatively unimportant and may be excluded.
RelatiQe humidity is irrelevant in this case, Variables and relation-
ships which are per;inent shquld be included; in general, those not

;pertinent should be excluded from a model.
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A common discovery in models composed of a number of components
is that the individual components may be known rather precisely, but
-the interactions between them are indistinct. This is partly a result
of increasing specialization in research and partly from an inability
of human beings to grasp the whole picture of what is happening in a
wlarge and complicated process. Fortunately, the use of the systems
approach in multidisciplinary applications has alerted a number of
people to this‘tendency in research, and one can hope that these gaps
are soon eliminated.

A basic decision to be made early in the model development.
process is whether the model will be broken up into components or
developed in its totality. From a mathematical and computational
viewpoint it would be better for the entire model to be developed at
once. This is not the usual method. Most frequently a model can be,
and is, divided into separate components with each component developed
separately. The component model interactions can be remembered easily
with the aid of diagrams such as Figure 2.2. An advantage to component
development is that concept selection is easier for a less comprehensive
process. Other advantages are the ability to use component models
developed elsewhere, and the ability to test the model much sooner than
if the entire model were developed at once. The last reason is
particularly important in validation of the model. The model developed
in this thesis follows the component organization pattern.

Validation of the completed model is one of the most important

steps in its development. Validation is the basic process of verifying



‘that the model correctly represents the real world it attempts to
'déécribé', One can never be fully satisfied4thatuthe“mod;lJisftotally
correct, but use and experience with the model can bringiconfidence.
Generally validation can be assured by checking that the model is
logically consistent, follows intuitively obvious patterns, and is

able to track historical data. In many instances there is no historical

-~ = S
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data to track, however, and confidence in a model's validity can only
be gained with use. When the model is of an existing system of which
information can be gathered then a model can be validated by prediction

of the future. This approach works well in business management models

]

as the systemr-the business--is monitored frequently, and data is
regularly collected Confidence in the validity of the model is gained

when the model and the real world agree, When they do not agree then
the model can be improved by using this newly recorded historical

s G

information. Only when a model has passed the validation stage should
‘it be considered an adequate description of the system it represents,
Two final steps in the model development process are sensitivity
;testing and stability analysis. In some senses these are both means |
of checking the validity of a model but they go beyond merely that.

Stability analysis and sensitivity testing are procedures whereby

' individual and groups of model parameters are adjusted and the model

outputs observed. Sensitivity of a parameter is said to exist when
A .

small changes in the parameter are followed by large changes in the

Lt R IR I Ty T N

output variables. In the gense of validity testing the model behavior
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'should‘match*thé¢féal”ﬁofl&.”iIﬂﬁﬁﬁﬁyﬁéﬁséé,iéﬁaypéégﬁéﬁér“iﬁ'the real
'w8E1d “18 “unkfiown; “80 'the knowlddgé tRAt*It 'is’&énsiciVe i the model
‘éafifiot ‘be used“to validdte the model dirdctly!’ This info¥mition is
'Very ‘usefill, however,'in-directiiy tHe fesearch’going én’in this area.
‘Sénsitivity of ‘a parameter indicates its ‘impor'tance in the operation
of ‘thé ‘system; if past and present résearch have overlookéd this
pardmeter, then redirection of efforts shotild be beneficial. "Stability
of “a model or a particular parameteér set is saidto exist if transient
fluctuations induced b§'sudden'input"changqs diminish, so the model
outputs adjust to a steady ‘state. This aspect 1s ‘particularly important
in designing systems or in determining policies for controlling
existing systems; undamped oscillations are usually very undesirable
behavior. As an example, excessive seasonal fluctuations in herd size
would be ‘undesirable. As with formal validity testing, the information
gained in sensitivity testing and ‘stability analysis is used to verify
that the model is correct or to improve the model.

There are several approaches to modeling that can be selected by
the modeler depending upon the system and the intended use of 'the model.
A majof characterization of a model is whether it is static or dymamic.
A static model is one in-which time plays no role; the model only
describes varisole interrelationships at one instant in tigie. For
example, a static model is the optimization of crop sales ‘and purchases
for "feeding uses at ¢rop harvest time. A dynamic fiodel inclides time;

relations between variables caﬁ‘change with passing time. An example



of ardyn » model is the relation between quantity ofﬂfeedfeoneuned

C

z\

and amount of weight,gained in growing cattle.; Another cla ificatiun

.)J

for models ds. "black box versus structural. ‘"Black box?inodels
essentially deal with input and output variables' the inner,workings
Qf;fthe, ;Tea lwor:‘:d process are us eﬁulonly ;;._as: 2 :“,gu_.'l‘de' :!:.I:t.l B S,eel‘e,c.@iim of
variables. to use, , This Jéxéléfe..asb,f&%n;)9_912 york 1€ historical data are
avatlable fron which, aput/output relationships can be,deternined, for
.example by §€8F§§5199 %Halxsi%mt,§trustﬁr€13e9delin8 derives its name
£rom 9194?,1..%:%49& incorporate the structure of the.real world. Structural
modeling,is more complex than "black box" modeling, .because frequently
the exact structure is unknown.. Nevertheless, structural modeling is
the approach used when feasible because greater confidence in the model's
representation of the real world exists.

No model will ever be perfectly representative of the process it

ity
?eﬁﬁﬁatgid§§$5%2%? Man .S knowledge of thevworld is too limited for
that toloccutzﬁbggenﬁtheitotility of manje,pnderetandinggmeywnot, and
prohably will not, be included in a model.. There is simply too much
infotnetion to_use, . and, the relation of the .parts to the whole are
indistince., One.must alvays work with models that are imperfect in
some;waY-JnAs_humannundetstandingtg:QWSwand,is incorporated into
models, they will perform\bettetqand‘have fewer shortcomings.& Even
mperfect models.are still valuable because they are so much better
than nomodel at.all., This;last point bears repeating; generally

models are .so much.better than no model that the imperfections are


http:theexact.structure.is

15

:glédly tolerated. Decisions based on use of a model will be very

LWy et

“§séful ‘ana.-correct provided the lifitations|aid Afiperféctions of the
model are recdgnized.

Decision making is a process which involves uncertainty. This
uncertainty arises from lack of understanding of the process in
question, sampling errors in the dataicolle;t;aw;ourepfééent the real
ﬁofﬁﬁi and fhé‘ﬁfééénée of stochastic variagiés{ Imperfect models
are a result of this lack of understanding bf'éhe process, or perhaps
conscious exclusion of factors thought to be irreievant. Proper
qgg%%f;gation of the predictions of models, and.egperience in using a
model shouldeédﬁce‘the uncertainty due to ﬁogel imperfection., This
still leaves the basic sources of uncertainty in decision making.

These can be partially overcome by certain statistical methods (Monte
,Car{g¥qqﬁge of modglsl), but never completely'eliginated. In short,
decision making will remain risky. | ‘

Modeling is greatly assisted by graphical aids that present
concise visual representations of the interrelationships among
variables. The human eye can readily discern the multiple interactions
‘Bétégédlﬁéfiéblég‘in graphical form; whereas it is much more difficult

to observe these relationships in a series of mathematical equationms.

1. Hahn, G.J., "Sample Sizes for Monte Carlo Simulation", IEEE
Iransactions, on Systems, Man, and Cybernetics, No, 1972, pp. 678f680.
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add quantity (1) to quantity
(2) to get quantity (3)

(1) (3)
_— g [ multiply quantity (1) by

quantity (2) to get (3)

-L—& s M ) . divide the numerator (1) by
the denominator (2) to get
d quantity (3)
(2)
(1) (2)
—_— fdt"""“*" integrate quantity (1) to
get quantity (2)

(L) M 1@

Eama e differenciaca gquanticy (1)
de to get guantizy 2)
(1) \ -
N take the value of quanti:y
(1) to use at location A

Figure 2.3 Block diagram symbols for mathematical operations
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‘II;3 Simulation

Developﬁent of a model as a mathematical description of a system
is an extremely useful énd beneficial undertaking, but it is only the
first step. Solving the equations that make up the model is the next
step. As the size and complexity of models increase, the difficulties
in finding a solution become greater. While several possible methods
are theoretically available for determining a solution, the one se-
lected is nearly always closely related to the size of the problem.
Models that are amenable to analytic solution are generally very
small; for this reason modeling was not a very well-developed study
before the introduction of the modern digital computer. Simulation
is a particular method of solution for a model which employs the
computer,

A simulation model is a further abstraction from the real world,
beyond a mathematical model, because certain approximations have to
be made to make the mathematical model solvable, The most important
approximation is one dealing with the time dynamics of a model. The
infinite number of points lying between the starting and stopping
times would present an impossible task if each were to be solved. A
simulation model uses discrete time instances to approximate the con-
tinuous time which actually exists. Using discrete instances in time
makes the number of points where the model is to be solved finite,
and thus open to reasonable computation. Simulation, because of its
ability to easily handle time dynamics, is the method of model
solution frequently chosen when a model includes time.

The use of discrete time in place of continuous time is an

approximation that inevitably introduces error into the solution that
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is obtained. The size of this error is generally a decreasing function
of decreasing step size (the interval between time points used). The
number of steps required is inversely proporrional to the step size,

as is easily shown. The modeler is then confronted with a classic
rradeoff, a cradeoff between simulation error and cost of running the
model. There is no best step size to use, as a widespread rule of
thumb calls for the smallest step size the project budget can afford.
Another criterion frequently used employs the information obtained

from running the model with successively smaller step sizes until an
asymptote is reached for an important output variable. By assuming
that the asymptote value is correct, one can choose the step size
giving a value within the desired range of error. The following figure

illustrates this idea.

an
output range of permitted
variable error
r—s——o————_-.—.asymptote
o w» o e o Vow Qe W W wm E En ew e n s w ww -
| o)
) o
| )
| o
| 0
|
I
!
!
|
|
|
|
!
1
maximum Simulation Step Size:
step size

Figure 2.4 Relation between simulation step size and simulation
error
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Simulation offers an advantage as a method of model solution
because it is able to utilize the organization pattern of computer
programming, A program is the main section of instructions directing
the computer to perform specific operations, A subroutine is a sec-
ondary section called from the main program, Simulation can be
handled as a program with subroutines as components. Changes in
component models then mean changes in the subroutine simulation
models, A model can be made operational rather quickly by inserting
dummy subroutines that have the proper interaction and connections,
but which may not actually perform any calculations or have a mean-
ingful effect. Debugging of each individual subroutine is much easier
than would be debugging for one single program model. This advantage
is another practical reason that the model development process uses
component models more often than large integrated models.

Simulation is then, first of all, a method of determining a
solution to the mathematical model. In practice, a simulation model
is a further abstraction from reality because it makes approximations
that need not be made in the mathematical model. There are tradeoffs
to be evaluated and made, mainly between simulation-induced error
and cost of running the model. The advantages of component models
in reducing the debugging time required are an asset to simulation.
Finally, simulation is an extremely valuable technique for developing

solutions to models possessing time dynamics.

I1.4 Uses of Simulation Models
Simulation models can be used in a wide variety of ways.

Important among them are testing specific cases, running "best versus
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worst'" cases, Monte Carlo applications, and optimization of objective

.....

functions. The goals of the user, the available budget, and the char-
éctarisp;cs gf}a pa:ticu}gr’pge are all important elements in selection
from among tpgse. ?his_section will discuss alternative uses, the
decision crigeria for choosing among them and the limitations, capa-
biL;;ies, and costs of each, Costs will be viewed primarily in terms
of the number of simulation runs required for that use.

A fundamental use of simulation models is testing alternative
parameter and input variable values to determine the outcome. This
use allows a very creative interaction between decision makers and
the model as they are able to test various ideas and intuitions. A
major benefit that occurs is the learning experience on the part of
the decision maker as he gains a better feeling for how the system
works, The ability to interact with the model, learn from previous
trials, and try new values not previously felt helpful is very valu-
able. 1In this use the simulation model functions as a tool of the
decision maker, extending his ability to evaluate the outcome of
particular policies.

An example of this use of simulation models can be found in a
model of cattle grazing on natural pasture. A management policy over
stocking rates is necessary to maximize the effective use of forage
growth. A ranch manager can experiment with different stocking rates,
and evaluate their effectiveness by using the weight gain of the cattle
at the end of the season as the desired output variable. The manager
can gain a better understanding of the grazing process by using the

simulation model to test his intuition and the traditional methods of

grazing’ control.
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This first use of simulation models is extremely easy to organize.
The cost is quite low, since only one run is required for each test
case. A limitation is that a single run of a deterministic model
says very little about the likelihood of that outcome if there is any
randomness in the real world system. If randomness has been incorpo-
rated into the model to reflect the real world, then a single run is
not sufficient to allow choice between alternative values of parameters
or control variables. An additional limitation is that one may be
uncertain how to go about modifying the choice of control variables
to improve upon the outcomes of a previous run.

Perhaps the easiest way of dealing with aspects of randomness
in a simulation model is to devise the worst and best cases of inputs
that could be encountered. By running the model with these two cases,
one can determine bounds on the outcomes that should not be exceeded
in the real world system. All other outcomes will be contained within
the "envelope" determined by the best and worst cases. This method
is only slightly more difficult to use than the first. A limitation
is that "best and worst" cases may be difficult to determine, espe-
cially when there are multiple sources of randomness in the real world
system. Another limitation is that one still does not know the most
likely outcome, only the bounds on the outcomes. Costs are quite low
for this use of simulation models, since only two runs are required
to evaluate each parameter or input variable desired.

A much better method of dealing with randomness in the model is
using the simulation model in a Monte Carlo mode. This requires that
the probability distributions of each source of randomness be known

perhaps a difficult requirement to meet, A run of the simulation model
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_is-made with.particular values drawn from properly:random sources for
each stochastic variable.. All output:variables of interest are re-
..corded.. .Another run is made with a new set of random variables,
again drawm from the proper distributions, and the outputs recorded.
After a sufficiently large number of runs have been made, the sta-
tistics of the outcomes can be computed with confidence. Mean and
variance would be the most important. These computed statistics can
be used to develop the confidence intervals of the policy variable
or parameter under study. The major difficulty with using a simula-
tion model in a Monte Carlo mode is the large number of simulatioms
required to properly determine the statistics of the outcome. The
cost of Monte Carlo analysis for very large simulation models is
frequently so high as to be prohibitive.

The final category of simulation model use is optimization of
specified parameters or control variables, This method can provide
very beneficial results when an objective function can be specified
for minimization or maximization. Optimization is very importént in
design of new systems. In problems of management policy or control
optimization of those policies, the optimized values should result
in the best system operation possible. A major difficulty with
optimization of simulation models is the large number of simulation
runs required: the same difficulty with Monte Carlo analysis. The
cost of the required runs may preclude use of optimization. Another
limitation of optimization in simulation models involves models that
.have unspecified or arbitrary exogenous inputs. Specification of that

_Jinput allows optimization to be performed, but the values obtained
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-as -optimal-are conditional on the specific exogenous input used. If
‘another-value ‘is encountered, then the "optimal policies" may not be
optimal ‘at all.

The objectives of the system study are the most important aspect
in deciding which way a simulation model is to be used. For example,
let us reconsider the cattle ranch possessing natural pasture. One
objective could be to determine the most likely weight gain of cattle,
with a specified stocking rate subject to the stochastic variables of
rainfall and temperature which influence plant growth. A third objec~
tive could be to optimize total revenue by controlling stocking rate
and timing of animal sales. Each of these three objectives of a
study would use the same simulation model, but in different ways.

Cost is an important factor to consider when making the decision
about the way a simulation model is to be used. It should also be
considered from the start of the entire modeling process, as the form
and content of the model should be guided by the ultimate goals of
the system study. If an objective can only be achieved by use of
Monte Carlo analysis, for example, and the budget is tight, then the
content of the model, or sometimes its depth, can be altered. An idea
to keep in mind throughout is the relationship between the cost of the

entire system study and the benefits obtained from it.

II.5 Summary

This chapter has discussed the systems approach to problem
solving, some topics of systems science, and simulation models. A
review of the systems approach is, once again, an organized methodology

of problem solving that seeks to achieve the ultimate nrahlem onal hv
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. selection of a solution which best meets specific objectives derived
_from the goal: A-systems approach works best where the process and
objects under study are well enough known that mathematical relation-
ships among variables can be specified. Another requirement for
successful application of the systems approach is that adequate deci~-
sion making power exist to carry out the solution, whether it is a
problem of planning (design) or of management (control). The systems
approach utilizing simulation models is not perfect. The models
developed for the system under study can never be made perfect. The
results they predict must be viewed with an eye to their imperfec-
tions. On balance, however, the systems approach is a valuable
technique for amalyzing problems and developing solutions to them.

By necessity the coverage of this chapter has been very rapid
and it has only touched upon the high points of these topics. If the
reader is interested in pursuing these subject areas in greater
detail, then the references listed in the Appendix are an excellent

source of introductory information.



CHAPTER III

THE PROBLEM STATEMENT

This chapter will present four topics: the general description
of the problem, a review of the literature, a rationale for selection

of the simulation method, and the detailed problem statement.

III.1 Gengral Description of the Problem

This thesis is a study of a beef cattle enterprise: a farm or
ranch operation involving the breeding, growing, and selling of
cattle for slaughter. There has been a steady historical progression
of specialization in the industry to either breeding or fattening.
Moreover, the availability of low-cost grains, chiefly corn, has led
the fattening operation to lose its requirement of a land base. Feed
lots are the result. Management of such feed lots has been extensively
studied in recent years. The cow/calf operation, which 1is important
in the production of feeder calves, has received little attention.
The exception to this rule has been better weight gaining charac-
teristics. The cu;'rent depression in the beef cattle industry, due
to both low cattle prices and the world food supply problem, is caus~
ing rethinking about the organization and methods of operation of
the entire cattle industry.

This thesis concentrates its attention on a specific type of
beef cattle enterprise: one which is characterized by a land-

extensive cow/calf organization. Further, this operation is

25
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to be small enough to have no market effect from either its sales or
.its purchases.* That is, prices remain unchanged by its activities.
The scale of operation is,%qgggciently large, however, that the
methods of systems qu,q;m;la;iqn can be profitably applied to this
individual enterprise; Rough bounds on the number of breeding cows
‘for this operation might be 50 to 1,000 animals.

. This thesis also concentrates on particular questions of
manageément of the enterprise. Management is an area that has not
received extensive study at the scale of the overall system operation.
Individual aspects of production and certain forms of production ef-
ficiency have received the bulk of the analysis here to date. This
thesis will not make any analysis in the areas of genetics, alloca-
tion of land to alternative uses, by-product or destination marketing,
or production of crops (except grazing forages). The emphasis of
this thesis is on study of management policy in the areas of grazing,
breeding, timing of sales, and general herd management.

Part of the reason why study of the management of this enterprise
is so attractive is the general low level of mathematics used in tra-
ditional practices. A major problem in the past has been a lack of
predictive capability. Extrapolation of past trends has been a
domiqgnt method employed. This is not gufficient when the dynamics
of the beef production process have delays approaching two years.
Another problem has been uncoordinated analysis of "separate' aspects
of‘p;oduction, rather than an integrated analysis of the whole. This

randencv has lead to dominance of certain types of emphasis, such as
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genetic manipuiatioh. . & general quracygristic has been the dominance
of husbandry practices and recommendations over economic considerations.
Some typical problems unanswered by traditiénal managemeht practices
are pasture management to maximize efficient forage use, proper feed-
ing levels to improve net profit, and the proper response to changing
market conditions. This thesis seeks to contribute to the solution

of these past problems and to increase the level of management

performance.

iII.Z Review of the Literature

An extensive literature discussing the beef cattle enterprise
exists. Much of it is characterized as non-quantitative explanations
of various subprocesses and reports of éxperimental observations. To
a large degree, this literature is spread among various specialized
disciplines such as animal nutrition, genetics, crop sciences, agri-
cultural economics, and physiology. Relatively few studies have
viewed the beef cattle enterprise as a system and rigorously ana-
lyzed it from the systems scilence point of view. The quantitative
studies which do exist have taken three broadly distinct approaches;
namely, analytics, optimizing, and simulation. Of these, only a
minority use the simulation approach; the one seeming to offer the
most po;ential for significant gain in this complicated, involved
process of beef production by individual enterprises,

The remainder of this section will review the previous work
in thg area of mathematical representation of, and management control

over, begf cattle enterprises. The three approaches of analytics,
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aﬁéimization,'aﬂd siﬁulation will each be discussed as a separate
hﬁit;‘hlﬁhddgh‘théfé“ié”éﬁﬁé’oVé?IEﬁ“Bétwééﬁ'ﬁﬁémﬁ

The Analytic Approach

While a strict definition for,enalytic ould include all of the
studles rererencea nere, rne term s used to, describe those which are
limited to functional representations between variables. There are
some areas in wh;gy the analytic approach has been most.prevalent:
tutorial papers, analysis of data to determine values for relation-
shilps between variables, and attempts to offer advice to management.

Representative of tﬁtorial‘ﬁapérswdesigned to preéent material
‘hew'to the readership areé dévelopment of general crop and livestock
‘response’ flinctions[12], traditional descriptions of the cattle growth
‘process(5], and thé use ¢f marginal analysis to optimize feedlot
rations[4]. Usés 6f analytics ﬁSrdévélép mathematical relationships
from experimental data are too numerous to mention in detail, Several
examples will'servé'és iIlustfétions{ algebraic growth models from
‘cattle age-weight data[6], comparison of calving performance between
deyibt"énd'pastﬁfe[Bij,’gﬁdﬂcémﬁéfiéonfOf traditional versus modern
‘range pfactidés°iﬁﬁﬁéééﬁﬁiﬁ£[1511 Carpenter's paper[9], developing
an‘'algebraic ‘growth mbdel, is typical of analytic means of offering
advice to managément over qﬁéSGigﬁs:iﬁ'the production process.
’5”'4:Théwéimﬁiéﬁﬁnalféic:apﬁf62c5 to ‘studies of the production process
1s inadequaté for such ‘complicated systems as this eﬁterprise. While
‘the “analytic éppféécﬁ*iébﬁdt used appropriately in studieés of the
‘overall “énterprise, it ‘ddes ¢ontinue to Have value in determining the

I N I T L o G L DALt e e
‘réldtionships ‘between variables from expérimental data.
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The“Optimization Approach

As a general technique, optimization has been extensively used
for the last three decades.‘ Linear programming, dynamic programming,
and nonlinear programming(are some important methods of optimizationm.
The usual agricultural application of these techniques has been in
determining the best combination of feed inputs to maximize economic
return in beef cattle feedlots[29,53]. Long, et al.,[33,34,35] have
used a simulation model in an optimizing mode to study the effect of
cow size on productive efficiency in drylot and pasture operatioms.
Schwab[49] has used linear programming to optimize the entire range
of resources used in a cow/calf operation.

The majority of applications of optimization in beef production
have employed linear programming as the optimization technique. This
method has certain restrictions which limit its usefulness in study-~
ing dynamic processes. Linear programming requires that the variables
be linearly related, and that the relationships not be functions of
time. A model that can be optimized using linear prog-amming cannot
provide an adequate description of the population and reproduction
dynamics of a breeding cattle herd.

All optimization algorithms possess some type of objective func-
tion that is either maximized or minimized. While there is no doubt
that the optimized variables are optimal for that objective function,

there is doubt that the objective function correctly specifies what
~an enterpriae manager wants optimized. For example, an important
_oharaoteri%tio to some managers might be a flexibility of operation
whighza%ioya some room to maneuver if expected conditions do not mater-

ialize. An objective function cannot measure an operations flexibility.
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Additionally, the usual methods have trouble with exogenous. variables
that are arbitrary or stochastic. For these reasons, optimization
is not a method of énalysis which provides a way of solving all of the

probiems facing an enterprise manager.

The Simulation Approach

Simulation is a method for developing solutions to mathematical
models. Because of its ability to handle time dynamics, simulation
is‘frequehtly used where time is an explicit part of the problem.

The majority of uses of the simulation approach in beef cattle studies
have been macroeconomic in scale. Initiation of economic development
by using the cattle industry[26,31,42,43] and government policy anal-
ysis in the agricultural sector are well represented in the literature.
The World Bank has used this approach for several years in evaluating
the potential value of economic development projects concerning the
cattle industry[10].

Simulation of beef cattle at the enterprise level is beginning
to appear more frequently in the literature. A pioneering work by
Halter and Dean[23,24] studying management in an integrated range/
feedlot operation appeared in 1965. Cartwright and Long of Texas A&M
University have participated in a number of works which concentrate
on questions of cow phenotype optimization using a simulation model
of cattle energy requirements[28,33,34,36]. Witz[54] has applied
simulation to the feedlot ration optimization problem, while Afzal{l]
has studied inventory modeling to respond to drought conditions. Many
more references could be cited, but these serve as illustrations of

the aspects of a beef cattle enterprise that been studied using the
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simulation approach. Joandetl has recently published an extensive

bibliography of simulation applications invdlving beef cattle production.

III.3 Rationale for Selecting the System Simulation Approach

This thesis will use the system simulation approach in analyzing
a beef cattle enterprise. Simulation was selected because it offers
the greatest potential for understanding and solving the model of the
process as involved as production of beef cattle. What are the char-
acteristics of the enterprise that are so troublesome as to require
the simulation approach? Most important are the time delays inherent
in the growth process. In the U. S. the time required from concep-
tion to marketing for slaughter animals may range from 11-30 months.
Not only are time delays Present, but the length of these delays is
a variable which is partially under the control of management. Feed
intake rates are an important control variable affectiﬁg growth rates.
Feed intake also governs the reproductive characteristics of both ma-
ture cows and growing heifer replacements. Reproduction, then, is also
a dynamic process. In short, the entire herd population is in a state
of dynamic flux. Herd population dynamics is a major complexity of
the beef cattle enterprise requiring the power of the simulation approach.
A similar source of complexity is the decision making that controls
the enterprise's sales and purchases. Decisions involving breeding,
because of the delay length in the growth process, will not affect

sales revenue for nearly a year. The proper price to use in decision

1J'o&ndet, G. E., and T. C. Cartwright, "Modeling Beef Production
Systems," Journal of Animal Science, Vol. 41, No. 4, 1975, pp.1238-46.
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making is, that which will be in force when the product is,sold.
_Management decisions are conditional on the stream of expected prices
that are to occur over the interval between the present and the anti-
cipated sales daté. To further add to the trouble of the enterprise
decision maker is the well known volatility of agricultural prices.
This implies that price expectations change rapidly. Control over
the beef production process is very complicated and uncertain; this
is another powerful impetus toward using the simulation approach.
Other studies of beef cattle have developed partial representa-
tions of the production process as a way of decomposing the system
into more manageable pieces. These studies cannot, however, be ag-
gregated together to form proper recommendations that are generally
applicable. While simulation of the production and management dynam~
ics of the enterprise is possible, it is not easy. Very long lead
times are required to model and then simulate these processes. Fur-
thermore, simulation models can never be perfect because of the
approximations necessary to determine the solution. The following
section will describe in detail the exact problem that this thesis

will study.

I1I.4 Detaililed Problem Statement

The system to be analyzed here is a beef cattle enterprise. Such
an enterprise can be characterized as being land extensive, involving
breéding of cows for calf production, and producing a significant pro-
portion of the nutrient requirements of the herd through forage growth.
It 1s of such a scale that it can be tréated as an atomistic economic

entity.
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The problem addressed by this thesis is the construcﬁion of two
distinct grohps of components of this beef cattle enterprise. First,
this thesis develops a dynamic simulation model of the enterprise
itself. This includes models for the four major components of the
system: cattle demographics, forage growth, feed stock accounting,
and nutrient impacts. Second, this thesis develops an interactive
management algorithm which allows the user to investigate very detailed
management control policies for ongoing operational decision making
or for investment planning. This algorithm is structured so that the
manager can evaluate alternative strategies to cope with the effects
of exogenous variables on the enterprise. Three examples of the
capability of the model to assist decision making for ongoing decisions
and investment planning are presented.

The simulation models of the four components of the enterprise
are designed to be useful in analyzing various management policies to
control the cattle herd and related processes. This required disag-
gregation to a level such that the herd can be controlled as discrete-
ly by the user as could the manager himself. This also requires that
the control variables of the model be devised so that a manager's
actions can be simulated. Since a major weakness of previous simula-
tion models of beef production enterprises has been a lack of popula-
tion dynamicéz, and since these are required to correctly evaluate
some herd control policies, the demographic model fully develops herd
population dynamics. Introduction of herd population dynamics requires

that cattle nutrition and reproduction dynamics3 be included to
2

Tbid., p. 1243.

3Developed by Margaret Schuette in partial fulfillment of M. S.
requirements, Department of Animal Husbandry, Michigan State University.
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 effectively and correctly describe births and deaths. The forage
Jcrowth and feed stock components are constructed with the appropriate

' management control variables to allow the entire spectrum of manage-
j‘ment decision making to be erercised. These four component models
represent an adequate description of the physical processes of the
enterprise to allow realistic simulation of the system behavior through
time. Several secondary components are developed to accomodate the
non-physical aspects of the enterprise; an example is the financial
component that determines the financial effect of purchases, sales,

and other activities.

The management algorithm has certain unusual requirements which
stem from the nature of the simulation models of the physical pro-
cesses of the enterprise. As an example, the cattle demography com-
ponent model maintains populations on a very disaggregated basis.
Many control variables must have the same level of aggregatiom,
thereby requiring many values to actually control herd populations.
This large number of effective control elements among a number of
variables has the effect of eliminating all optimization techniques
because of the extremely high cost of their use. Management control,
then, is exercised exogenously when certain decisions are required.
This necessitates an interactive control algorithm, but since tne
usual source for computer interaction--the teletype--is ruled out
because of the large number of control elements that must be inputed,
an interactive batch mode of operation of the model has been devised.
A way to control the model's simulation through time is developed
whicn allows stops and restarts of the simulation whenever required.

A beneficial feature of this interactive management algorithm is
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that multiple management policies can be evaluated, and the "best"
used as the base from which the simulation‘is restarted. Use of this
algorithm results in a time simulation which is a series of short
runs, inputing control variable values as required by the particular

decision to be made.

Specific Component Requirements

The four components representing the physical processes of the
beef cattle enterprise must meet certain requirements. A requirement
common to all is that each be dynamic, because a major element of the
model is the inclusion of time in an explicit manner. A second re-
quirement common to all is that the component models contain the con-
trol variables that allow the manager's decisions to direct and in-
fluence the physical processes of the components. A third common
requirement is that each model be constructed in a sufficiently dis-
aggregated fashion that a real manager's decisions can be simulated
in the behavior of the model. These general requirements and the
specific requirements outlined below must be met if the objectives cf
this system simulation are to be realized.

The individual requirements of the component models will be
briefly summarized by listing the processes that each component model
must contain. The cattle demography component must contain:

(1) age, sex, and function disaggregation of the cattle herd,

(2) births, deaths, and transfers of herd members,

(3) birth rates a function of breeding activities,

(4) weights for each herd subpopulation grouping.

The fofage érowth component must ineclude:

(1) plant growth as a function of exogenous weather variables,
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(zxyqqu;itxhand:quality‘ofsforage~disaggregated:byglandfareas
which are homogeneous,

(35néfézing as a mean3s of forage rémoval,
(égx;échéniéaizﬁéi&e;fi;é:;é a ;eang of forage removal,
(gjigfazing ébnsumpti;n and ﬁasfage a funcﬁion af stoékiﬁg rates.
YThe nutrient impact component must include:
(1) determination of weight gains for herd subpopulations based
on the difference between energy consumption and maintenance

energy requirements,

(2) determination of the onset of estrous cycling in young heifers
as influenced by nutrition from birth,

(3) dynamic energy requirements for mature cows as related to
reproductive condition, i.e., lactating, breeding, and
stage of gestation,

(4) determination of energy intake of cattle. from multiple feed
sources with individual TDN characteristics.

The feed stock accounting component must include:

(1) accounting for current feed stock levels as a function of
purchases, sales, productionm, cattle feeding, and waste,

(2) feed stock losses from such sources as spoilage, handling,
waste, and pest contamination,

(3) determiantion of the feed stock TDN value for individual
feed stocks with particular rates of TDN decline over time.

The four physical components' requirements, as outlined above, are
derived from the basic intent of this thesis to develop a system model
that includes population dynémics, and that is capable of offering
realistic simulatibns that are useful to enterprise managers.

” The mﬁnagément decision making component has two general require-
ments in additibn to numerous specific ones. First, the decision
making'algorithm must itself be dynamic to control the physical com-
ponent models which have included the dynamic elements of their pro-

cesses. Second, the compdnent must include the correct control
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‘variables“to allow -evaluation of realistie strategies to cope with

actual operating conditions. The specific decision elements required

of the management 'algorithm are:

(1)
(2)
(3

(4)
(5)
(6)
(N

timing and quantities of cattle sales and purchases,
separate feeding rates for each herd subgroup,

timing and level of feed stock sales, purchases, cattle
feeding, and production,

control over stocking rates in the individual land parcels,
control over stocking rates for the individual herd subgroups,
timing and level of mechanical harvesting of forage,

control over the timing and degree of breeding, culling,
and weaning.

These requirements, both general and specific, stem from the stated

intent of this thesis to develop a simulation model that can be used

to investigate alternative strategles of management response to

changes in the environment in which the enterprise operates.

The decision maker must make specific decisions based on the

information that is known to him at the time. When the simulation

pauses for exogenous control inputs, the following criteria should

be available along with useful state variable values:

(1)
(2)
(3)
(4)
(5)

accumulated cash flow to date,

accumulated net profit to date,

current levels of short and long term debt,
current level of working capital on hand,

production efficiency measures, such as the ratio of the
weight of cattle sold over the weight of feed used.

In addition to the requirements of each of the components that

have been discussed, the system model must accept certain exogenous

variables that have strong influence on the system. Three weather
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variablesr~solar.radiation, average daily temperatuve,.and rainfall--
must, be.accepted because .of: their importance to forage growth: Since
the production and use of feed stocks is important in. beef cattle
enterprises--yet this modeling effort does not include the decision
to plant and harvest .crops--the amount and quality of feed stocks har-
vested must be.accepted as exogenous variables. Expected prices of
cattle, production resources needed, and feed stocks must be from

an exogenous source. These exogenous variables are the major source
of uncertainty in the operating environment of the enterprise; the
management strategles that the model will be able to evaluate are
aimed at perfecting responses to fluctuations in these variables.

The following chapter will describe in general terms the compon-
ents developed to meet the stated requirements of this chapter.
Chapter V will discuss these same components, but in the full mathe-
matical detail needed to completely understand how they operate and

the basis for their structure.



CHAPTER IV

GENERAL DESCRIPTION OF THE MODEL.

This chapter will provide a general description of the model

that was constructed to meet the requirements of the problem statement.
The processes that have been modeled and the variables used in the
model will be discussed for each of the components. The general orga-
nization of the model will also be reviewed. Chapter V will cover the
same material but in more explicit detail, by developing the mathe-
matical relationships that are implemented in the computer programs.
The present chapter will be limited to discussion of the modeling of

components in verbal terms.

IV.1 General Organization

Chapter III enumerated the four components of the system model
that represent the physical processes involved in a beef cattle enter-
prise; these are the cattle demography component, the forage growth
component, the feed stock component, and the nutrient impact component.
Further, the management decision making that controls the enterprise
constitutes another component. These are the five major components
of the enterprise system that will be covered in this thesis. A land
component, which would be required to fully investigate the entire
spectrum of possible enterprise operations, is not included here.

Figure 4.1 is a general system diagram illustrating the major physical

39
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and inrormation flows among components. If also shows the transfers
Oor inrormation and material across the system boundary.

The component with the most central iﬁbéctiié cattle demographics.
Three Eﬁjbt processes are rebfésenﬁédHWithin this component. The
firét 18 the birth of calves. This is a function of the breeding
policy of the manager, the age distribution of the mature cow herd,
and the nutrient intake of breedable females. The second major pro-
cess is the death of animals. Deaths are attributed to old age or to
premature events, such as disease or accident. The final process
that this component includes is maturation of animals within the herd.
Maturation will be descfibed using the.variables of age and weight.

Another important compbnent is that of forage growth. This
component must represent the growth and harvest of forages on a
dynamic basis; i.e., over the growing season. Plant growth 1s a
response to the exogenous variables of weather--solar radiationm,
average temperature, and rainfall. More important than actual rain-
fall.is the level of soil moisture that is available for the root
system to transport up to the leaf structure of the plant. Soil
moisture must be determined through the influence of evaporation and
percolatidn of water down beyond an effective depth reachable by roots.
Digestibility of forage is another important factor in determining the
nuﬁritiohal impact of grazing. Grazing and mechanical harvesting are
the methods of”forage removal that afe.included in this forage growth
component . model.

"AﬁSﬁhér édﬁpoﬁént'of the éhterpriée'modei includes feed stocks.

'This aspect of the model is less compiicated than any of the others,
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because relatively %ittle_- is involved other than accounting for
various feed stock activities. Feed stock purchases and sales are
determined exogenously through the interactive management, component.
Feed stocks used as cattle feed are a result of the level of feed
allocation to the herd and of the distribution of that allocation
emqng tpe’geeedble crops. - Feed stock losses are also determined in
éhdeimedei;”‘dyop production, el:hoggh exogenously determined in
ehis particular system study; is also a factor affecting the overall
level of‘feed”etoeks. The last element of this component model is
determination of the total digestible nutrient (TDN) value of the feed
stock. TDﬁ is usad as the index of nutrient value because it is a

.

eystem'of measurement which has been widely accepted for many years.
Tﬁds long tengre means inforpation in TDN is abundant.

The nutrient impact component develops the effects of feed inputs
on the cattle herd. The major processes included here are growth of
\animals through welght gain and reproduction resulting in births. The
' growth process is highly influenced by the quantity of digestible
du;rients consumed by cattle. The requirements of body maintenance
apd ef grow;h‘a:e met differently by the same feed input; this requires
Fhae.the ene;gy'yalues for weight maintenance and weight gain be avail-
abie for eachbfeed seeck eeneuged. When the requirements of body
madneenanee are‘fulfilled; eny excess energy intake can be applied
toward growth or towerd oehef proddction processes. Reproduction is
quite responsive to energy levels available to the breeding females,

especially in young heifers being brought into the breeding herd for

replacements. The physical processes of estrous cycling in females,
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.both mature and immature, are determined in this component.l The
productive use of the reproductive condition of the herd is under
the- control of the herd manager through the breeding policy that is
selected for use.

Management decision making comstitutes the last component of
this enterprise model. Because thils thesis is oriented toward pro-
viding a manager with a tool to improve his decisions, this compo-
nent is very important. The component is constructed as an expression
of the belief that optimization is not an appropriate approach for
the questions that this study attempts to address. The reasons for
this belief can be briefly summarized as follows: (1) the decisioms
controlling the breeding action are highly dependent on the long time
delays before productive revenue is possible (2) herd management of
reproductive animals is highly dependent on the future prices expected,
and (3) animal prices are unstable and highly volatile (especially in
the recent past). The substitute for optimization of decisions is
exogenous supply of control variable values. This means that when-
ever straightforward economic criteria cannot be explicity used to
make 4 decision, that the management component requires an input of
control values. The values used are up to the user. This technique
provides an opportunity for the user to explore alternative control
values based on his intuition and knowledge of the behavior of the

system.

lDeveloped by Margaret Schuette in partial fulfillment of the
M. S. requirements, Department of Animal Husbandry, Michigan State
University.



b4

This:sectionihas: brieflysdiscussedstheugeneral organization of
Ethe;enterprisessimuletionwmodelnwnﬂmeamajorﬁpfocessesamoderedmby the
ifive' components: of: the' system: model>have: been: reviewed. . The four
physical components have been shown to involve cattle' growth..and matu-
rationyplant: growth;: feed: value::energetics, and:feed crop usage. The
operation: of the management: component.involves interaction of the user
‘to. provide :control: variable values.. The following:section will again
discuss: each' component, but in.a more formal sense, setting forth the
variables used: in the mathematical model of the component. The use

of these variables in the models will be explained.

™v,2 Specific components
This section will provide a description of the content of each
system component as it has been modeled. The major variables used,
.'the physical basis for the model, and the assumptions made in

deveioping the model will be discussed for each component model.

Cattle Demography Component

Development of the cattle demography component has been heavily
~.influenced: by the requirement that population be maintained in a way
.that disaggregates on the basis of sex, age, and function. This has

1ed ‘the: model to-be constructed using nine cohorts to describe the
members-of: the -herd. : These -are: (1) mature females, (2) replacement
heifers, (3) bred heifers, (4) mature bulls, (5) young bulls, (6)
steers, (7) male calves, (8) female calves, and (9) slaughter heifers.
Table 4 lxprovidesia more detailed- explanation of the exact age/sex/

function disaggregation of these nine herd cohorts, The variable
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POPi(t) is the total population of cohort i. While this level of

recording herdﬁpopulation -may :Seem: quite detailed; 7in reality it is

e

not nearly fine enough, as these groups do not behave homogeneously

b e D ——

with respect to growth ‘and reproduction.. Accordingly, further disag-
jgregation 18 provided’ by the variable SUBPOPij(t), ‘which records the
number- of -animals in the j subpopulation of cohort i. The number
of subpopulations for each cohort varies with the homogeneity pre-
cision required. For example, the replacement heifer cohort must be
described rather exactly, since the onset of first estrous in these
heifers is an indicator of reproductive maturity. This requires a
larger number of subpopulations than does the slaughter heifer cohort
in which estrous cycling is of no interest. The variable KKi is the
number of subpopulations used for cohort i.
K&y
POP, (t) = SUBPOP, , (t) (4.2.1)
=1

Each subpopulation of a cohort assumes that the level of maturity
is homogeneous for that group. Age and maturity are rather highly
correlated in the typical operation in the U. S., but some variation
does exist. This variation leads to characterization of maturation
as a distributed parameter process. The ages of individual members of
a group having the same level of maturity are distributed around a
mean. Some individuals are older than the mean, and some are younger,
The total length of time required for individuals to pass from "young"
mature cows to "old" mature cows no longer breedable is also a dis-

tributed value. Thus, for mature cows (and for all the herd cohorts),
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‘Tablei4.1" Ageuand: Sex Description-of thé Cattle”
Herd Cohorts

er

R R SR T RITEN ENIUSE [ Cbﬁbrt
Description 1l 2 3 4 5 A 7 8
. » — e, I e e . SRR

male,nb-6 monthf - - =~ = = = x =

Jmale,6~24 month| - - < - x x = -

male, 24 monthf - ~ « X =~ = « =

(a) male animals

Description 1l 2 3 4 5 6 7 8

lfemale,0-6 month| = = = =« ~ - - x

female,6-24month] - X X = = o« o o

[female, 24month| X = =~ =« = « « =«

(b) female animals
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the delay time is a diStribﬁted'ﬁafaﬁéEef process. DELAYi(t) describes
the éﬁe%aéé}ieﬁéth'of time for individuals to pass through the range
of ﬂéﬁurity that is represented by cohort {i.

Flow rates of animals per year is a desirable way to describe
the movement of animals through the various cohorts and subpopulations
within cohorts. Inputs to delay processes and outputs from delay pro-
cesses are easily visualized in this description. A distributed delay

Process may be represented mathematically by a kth order differential

equation:

o d57(8) va £ +oeee +ay(t) = x(t) (4.2.2)

k dtk %-l d k-l LN N ) aoy x L] .
t

where:

x(t) = the input rate

y(t) = the output rate

81» 85, 84, ..., 8 = constants.
The order of the equation, k, determines the nature of the response
for a particular delay time. The higher the value of k, the more
tightly clustered will be the distribution of individual delay times.
The value of k is a modeling parameter that is specified to most
closely simulate the actual parameter distribution as recorded by
experimental observation. Figure 4.2 illustrates the change in re-
sponse of different values of k in a distributed delay process,
Figure 4.3 illustrates, for purposes of comparison, the behavior of
a discrete delay process where all individuals have a common delay
time,

The variable wij(t) describes the average weight of members of

SUBPOPij(t). Weight gain as a result of energy intake above the
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»minimum metabolic requirement is represented by the variable DGAINij(t),
with the subscripts again referring to the subpopulation of the herd
that SUBPOPij(t) counts. The average slaughter grade or slaughter
clgss of cattle described by SUBPOPij(t) is the value of the variable
j(t:)

Births and deaths are the final processes of the demography
component that remain. BRi(t) and DRi(t) are variables representing
these processes, respectively, on the basis of an annual rate. Only
cohorts 1, 2, and 3 have BRi(t) values because these are the only
breedable female cohorts. The simple distributed delay model of
equation 4.2.2 is flow conserving; that is, all of the flow which
enters the delay subsequently leaves the delay through the output
variable. This does not appear to fit the case of cattle maturation,
because deaths and sales before final maturity are commonplace occur-
ences in cattle enterprises. This problem will be solved in the
development of the exact mathematical equations for the maturation

process in Chapter V.

Forage Growth Component

Plant growth as a response to energy and nutrient inputs is the
subject of this component model. The biological growth process is
exceedingly complex. Solar radiation--SOLAR(t), average temperature--
AVGTMP(t), and rainfall--RAIN(t), are the exogenous variables driving
this process. The model developed here is to some extent a modifica-
tion of a grasslands model developed by Parton and Marshall [40].

While much more detailed models of this growth process could be
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déveloped, the present effort is felt to be adequate for the needs
of this thesis.

Animal consumption is the primary end use for the forage growth
this model describes, whether grazed or harvested for later consump-
tion. Since the nutrient value of animal feed inputs is of great
importance, the digestibility, DIGEST(t), and energy value of forages
is included in this model. The model divides the biotic component
into two materials, green plant material-~GRN(t)--suitable for graz-
ing, and root storage--ROOTS(t). Grazing is strictly limited to
green material. The ablotic component consists of soil with two
properties of interest; these are soil moisture, SM(t), and soil
nutrients, SNUT(t). SNUT(t) is a composite of all of the nutrients
important to plant growth: nitrogen, phosphorus, potassium, and trace
metals. SM(t) is determined as a result of three variables interact-
ing over time; these are rainfall--RAIN(t), percolation of soil mois-
ture--PERC(t), beyond the depth that roots can reach, and evaporation--
EVAP(t). Because grazing management is an area that will be of im-
portance to evaluation of enterprise decision-making, the model is
constructed so-that different land parcels are available for varying
uses. The size of these parcels, LANDn, is arbitrary, but 1t 1is
assumed that they are each homogeneous with respect to all variables
used in this model. The subscripts n on the variables of this com-
ponent model refer to values for the nth land parcel; NLANDS is the
total number of these land parcels.

The gro&tb process within an individual land parcel begins with

the fundamental exogenous input--SOLAR(t). Solar radiation does not
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affect all green plant material equally. A major distinction is made
between those areas of the plant that are in direct sunlight and those
inwghade,ahThis quel approximates that distinction by limiting the
amount of plant material available for photosynthesis per unit area.
When plant density is higher than a specified threshold, the excess

is treated as being photosynthetically inactive. The input of solar
radiation on the active plant material determines a net photosynthetic
energy cpnversion—-PHOTO(t). The relative quality of the ambient tem-~
perature, soil moisture, and soil nutrients are used to reduce this
predicted quantity whenever these conditions are less than ideal.

This net photosynthetic energy is available for growth in either
of two places--forage greenery or root storage. The partition of this
energy is a function of the relative proportion between greenery and
root storage which already exists. A transfer of energy from root
storage to greenery takes place according to the proportion of green-
ery and root storage quantities. Gross greenery growth rates,
PRODOTn(t), and net root storage growth rates; ROOTDTn(t), for the nth
land parcel are the result of the interplay between the partition of
photosynthetic energy and the transfer of energy from root storage to
forage greenery.

The net greenery growth rate, dGRNn(t)/dt, for land parcel n is
dgtermined from PRODOTn(t) by subtracting the amounts representing
animal and mechanical harvesting. AHRh(t) and MHRn(t) are the model
variables for these latter two activities, respectively. The actual

harvest, either by cattle or machine, has a greater effect on the
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quantity of plant material than the amounts harvested indicate. Waste
occurs 1In each of these activities; therefore, a waste factor is used
to determine a higher (and more accurate) amount of greenery removed
from the land by both mechanical harvesting and grazing means. The
waste factor for grazing is modeled as a function of the stocking
rate within a particular land parcel; high stocking rates have higher
waste factors than do medium stocking rates, which in turn have higher
waste factors than do low stocking rates., The net growth rate of
green plant material, dGRNn(t)/dt, is integrated over the time incre-
ment of the simulation to determine the quantit§ of GRNn(t) for the
current period of time.

The final mechanism of this component model is the determination
of current digestibility, DIGESTn(t), of the green plant material in
land parcel n. This is computed through use of an index of the aver-
age growing time to generate the forage existing at present. The higher
this value, the longer it would take at the current growth rate to
accumulate the present-quantity of greenery. The digestibility of
forage is assumed to decline with age. This assumption attempts to
bring to the model the age dependent shifts in the proportion of plant
leaf area, stem, etc, without having to actually model forage using
these different plant parts. An additional factor affecting digesti-
bilities is the density of green plant material per animal grazing in
a particular land parcel. This density is determined by dividing
current greenery by current stocking rate times days per simulation
time increment for the entire land parcel. When high forage densi-

ties exist then the digestibility of the forage is assumed to be
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unchanged from the value determined previously; however, when densities
are low then the previously determined forage digestibility is reduced
to account for the fact that animals will be forced to eat material
;tﬁatAié inélﬁdeafin GRﬁn&E): but which is of very poor qqal%ty.

Forage digestibiiifylis tﬁen modéiéd'as a function of currentAquantity,
‘the current gréwﬁh rate, season, ﬁﬁd the cﬁrrent density of foéage per

grazing animal.

Fegd Stock Component

The main function of the feed stock component is to provide a
current value for feed stocks on hand and the TDN value of each of these
feed stocks. This model is quite simple in comparison to the other
component models, FSTOCKn(t) is the variable used to describe the
quantity of feed stock n on hand at the beginning of tﬁe current time
period. FQUALn(t) glves the TDN value of feed stock n. FSTOCKh(t)
changes value through sales--CSALESn(t), and purchases--STKPURn(t),
and crop production--CROPnl(t), quantities fed to cattle--STKFEDn(t),
and through loss from pests and waate--STKLOSn(t). Except for losses
of stocks, each of these variables are calculated elsewhere in the
overall system model. For example, STKFEDn(t) is determined in the
nutrient impact component model as a result of the allocations of feed
to each cohort, and the distribution of the allocations among the
possible feed stocks on hand. STKLOSn(t) is computed in the feed stock

th feed

model by multiplying an annual fractional loss rate for the n
stock, FRCLOSn(t), by the current quantity of feed stock n on hand.
The change in quality of feed stocks is highly influenced by

the rate of turnover of the stock itself. The variable SPOILn(t) is
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‘used tovdeterminevthe annual rate of decline in TDN values for feed
stock n. The particular values used are read in as data by the model
iuser in the initialization phase of the program. Each time period
the new average TDN value is determined by accounting for the TDN from
each of the following sources: carryover from the previous simulation
time period new purchases, and crop production. The average amount
from the sum of these three sources is the value used in FQUAL (t) for
'the current time period.
This componen: handles one other‘minor accounting task by totaling

the production of crops to get annual production to date. CROPGn(t)
represents the total amount of crop n harvested to this point in the

growth season.

Nutrient Impact Component

Development of this component model has been guided by the require-
ment to describe reproductive links with nutrient intake in considerable
detail., The model uses four variables to describe the quantity and
quality of thelnutrient allocation for each herd cohort. CNCALi(t)
describea‘the quantity of concentrates allocated to cohort i for one
time period. TDNCi(t) describes the average total digestible (TDN)
value of the allocation to the ith cohort. FEEDALi(t) describes the
level of roughages allocated to the ith cohort for ome time period
from voluntary feeding by management. TDNRi(t) represents the TDN
value of the roughage allocation. The nutrient requirements for
:animalsfof:a;particular cohort for welght maintenance ~re predicted

on the basis of the animals' metabolic weights. The feed consumption
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of*animals is preiicted to be a specified fraction of their weights.
The.difference between the energy value of the nutrients consumed and
tne energy required ror weight maintenance, and other requirements, is
energy available for weight gain., The model uses the standard National
‘Research Council relationships between energy and weight gain to deter-
mine the rate of weight gain. DGAIRint);\for the j h subpopulation of
coho** R
Reproductive consideratiens in theicomponent meiel are restricted

to three herd cohorts: mature cows, replacement heifers; and bred
heifers. Reproductive requirements for bulls are assumed to be zero
in Lhis model. The energy requirements of mature cows vary depending
on the age of the calf they are nursing, their current state in the
gestation period, and their breeding status. A beef'cow has certain
physiological priorities which cause differential impacts if the over-
all ,ene,rgg".intake is smaller than required, and the ability to be
rebred is not the highest priority activity. Replacement and bred
heiﬁers;cpme into puberty as a, function of age, weight, and rate of
weight gain; following. puberty they have reproductive cycling just as
mature cows cycle. All three of these herd: cohorts have the charac~
teristic that the success of breeding is a function of both current
and;prigr{feed@energy_intake rates,

xpreeding,is the major; event. that the model uses to bring repro-

-ductive dynamics into:.herd populatiqn dynamics.: TBRDi and DURB:L

ST v

2National Research Council, Nutrient Requirements Of Domestic,
Animals:’Number 4--Nutrient Requirements of Beef -Cattle, 4th Revised
Edition. 1970.
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describe the onset and duration of breeding for the :I.th cohort. INBij
represents the number of servicings for SUBPOPij(t). CTIMijk gives

the time of calving that corresponds to the kth servicing of SUBPOPij(t).
CPATijk represents the predicted accumulated calving rate after the

kth servicing. Figure 4.4 depicts the expected calving pattern for
SUBPOPij(t) as a result of its breeding activity.

In Figure 4.4 the first point (subscripted 1j,1) describes the
proportion of cows giving birth to calves during the interval of time
from the beginning of the calving period to time point CTIMij,l'
Similarily, the second point describes the cow proportion giving birth

by time point CTIM The final point (subscripted 1j,5) describes

ij,2°
the overall proportion of cows giving birth over the entire calving
season. BEGCAV(t) and ENDCAV(t) describe the beginning and ending of
the current calving season, respectively. A pattern of calving for
each female cohort capable of reproducing is determined by computing
the weighted average of the entire cohort using the number within each
subpopulation of that cohort as the weight for the individual subpopu~
lation pattern. An adjustment factor, PADJST, can be used to scale
down the entire calving curve to reflect the incidence of disease and
other factors affecting breeding, if desired. The instantaneous birth
rate at any point in time is determined for the cohort by differen-
tiating the cohort calving pattern.

For details concerning the model for this component one should

consult Schuette[48].
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Managémgq; Decigipn Making~chppnept o

' :Management decision making isa very complex process, especially
‘at the:detailed level used in this model. A factor that contributes
to the complexity :of the decisions is the lengthy time delays of the
production process. Management must make decisions on the basis of
both current and expected pfices. This makes decisions of the manager
highly conditional on the expected prices he has used. An additional
factor is the well known volatility of agricultural prices, including
cattle prices. Since the expectations of the manager are apt to change
periodically, the decisions he made under the previous assumptions
about future price behavior are likely to diverge from what he would
do under his current expectations. An additional factor is the mul-
tiple desired goals of the manager which cannot be readily reduced to
a single objective function. Thus, the decision making of a beef
cattle enterprise manager is not well suited to optimization proce-
dures for these reasons.

What information is necessary for the decision maker to use as
the basis for his decisions? Certainly expected prices of cattle,
crops, and production resources are important. The time horizon over
which these are needed is different for each type of decision. For
example, breeding is an activity based on decisions which use prices
as far forward in time as the likely date of sales of the resulting
offspring, on the order of two years. The decision of what stocking
rates to use in various land parcels is likely to require only a few
months of expected prices. The states of this system are a vitally

important category of information. Current cohort populations,
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current feed stock levels, "current qﬁantiéiéézbfuforage'ih“each land
.parcel, .and..current financial conditions are examples of states of the
system which, are important.to decision making. The last important
category of information :is expectations about future events. What

crop production is expected? What is the average forage production
over the growing season? All of this information is needed to describe
the conditions under which decisions are made, whether they are made
endogenously or exogenously.

This component has been developed with regard to the general
requirement that the control variables of the model be able to simulate
the decisions made by an aptual enterprise manager operating a ranch.
This has meant that very detailed control variables are needed; in
general, much more detailed than have been used in agricultural simu-
lation models in the past. The major decisions that the manager must
make to control his enterprise include:

(1) timing and level of sales and purchases of cattle,

(2) timing and level of sales and purchases of feed stocks,

(3) feeding rates and types of feed for each cattle cohort,

(4) stocking rates during the forage growth season,

(5) timing and level of mechanical harvest of forage,

(6) timing and extent of breeding, culling, and weaning.

The following control variables are included in the simulation model
to carry out the above list of operating decisions.

(1) ADDRTi(t) = the net annual rate of additions to the ith

herd cohort
' (2) AGEMIN = the minimum age of calves to be weaned

(S)FCSALESn(t) = quantity of feed stock n sold this period
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the quantity of TDN of feed type m fed to
a member of cohort i per day during the
period of the Ath feeding plan

(4) CATTINimz(t)

(5 CNCFRCin(t) the fraction of the concentrate TDN allocation
to be derived from feed stock n

the fraction of the population of the jth
subpopulation of cohort 1 to be culled

(6) CULFRCj(t)

(7) DURBi(t) = the duration of the breeding period for cohort i
(8) FPLANS (t) = the time at which the 2th feeding plan ends

(9) MHRn(t) = the rate of forage harvest from land parcel n
(10) PADJST = calving rate adjustment factor

(11) PDSTRBi (t) = fraction of the population of cohort i that
n
is to graze in land parcel n

(12) REMOVL(t) fraction of the forage to be harvested

(13) RHGFRCin(t) the fraction of the roughage TDN allocation

to be derived from feed stock n
(14) TBRDi(t) = time of breeding onset for cohort 1

(15) TCULL(t)

time of mature cow culling

(16) TFRACji(t) = the fraction of the weaned female calves from
the jth subpopulation transferred to cohort i

(17) TMHRk(t) = time of the kth forage harvest
(18) TWEAN(t) = time of weaning for calves

(19) STKPURn(t) = quantity of feed stock n purchased this period.

Decision making in this component model, as has been previously
explained, is performed both endogenously and exogenously. When a
decision can be made without recourse to exogenous input, it is so
done. Such endogenous decisions include: (1) timings and quantities
of sales of the two slaughter cohorts--steers and heifers, (2) the
decision to harvest forage as guided by preseason planning, (3) sales

and purchases of feed stocks to obtain the winter feed base, and
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‘€4) the actual feed allocations of concentrates and roughages fed to
tﬂ;’héfd~hé~guided By’the*feé&ing plans and adjusted to meet forage
quantity probléms as well as feed stock shortages. Figures 4.5 through
4.8 indicate the decision mechanisms and the variables used in each
of the four endogenous decisioms.

The remaining herd decisions are determined by the user by input-
ting control variable values exogenously. These decisions include:
(1) determining stocking rates for herd cohorts, (2) breeding activ-
ity which includes timing, duration, and type, (3) weaning of the calf
cohorts, (4) sales from or additions to the herd cohorts, (5) movement
of animals through the cohort structure following maturation beyond
its former range, and (6) culling of the mature cows. Four of these
types of decisions are clearly associated with particular physical
events; these are the onset of spring forage growth, breeding, culling,
and weaning. The component model has been developed so that these
four events, termed "decision points", are recognized and control var-
iables are sought upon recognition., A fifth "decision point" also
calls for exogenous input of control variable values when any of three
events occurs} these are (1) the quantity of feed stocks 1s less than
the current rate of feeding times two periods, (2) working capital
falling below $2000, and (3) the quantity of feed stocks at the end of
the growth season being significantly different from the feed require-

ments for the wintering season. Figure 4.9 is a blow up of Figure 4.1
which shows the mechanism whereby the management decision making
component recognizes that a decision point exists and acts to achieve

the needed input of control variable values by the model user.



63

Weights of Herd Legend:
Subpopulations
== from Subroutine Weight

@ -= exogenous to the model

@ ~= decision variable

Galn @ == to finanecial accounting
—pilechanism

Weight
Gains

y

Costs

and
Revenus

Crop Prices

=pected

Net

Revenue frices

Management
Sale

Decision-malking

Cohort
Sales

Figure 4.5 Decision mechanism for slaughter conhort sales



64

Legend: -

@ == exogenous to the model
@ -= Forage Component

@ == decision variable

@ = from the main model

Stocking
Rates

Forage Harvest
nil —@ Forage
Decision Making Amounts
Harvest
Rates
Current
Time

Figure 4.6 Decision mechanism for forage harvesting



o Anticipated Legend:
Net Sales

~= decision variable
Feed Stock Component
-- exogenous to the model

from the main model

GEOE

Feed Stock
Sales and Purchases
Decision Making Current
Time
Time of Year
Crop
Purchases
Croo
Sales

Figure 4.7 Declsion mechanism for feed stock sales and purchases
to obtain wintering nutrient requirement



66

Roughage
Allocation

QL £ Concentrate
Allocation

Desired Population Legend:
Roughage
Bations @ -- Population Component
@ -- decision variable
Herd ;
Feeding @ == NMutrient Impact
Component
@ -- from the main model
@ ~= Forage Comporent
Desired
Concentrate
Rataons
Feed
Requarewents
- Stocking
ves
Grazing
Forage
Shortage
Current
Roughage and m
Concentrate +
Allocation 1-\@ -
s Forage
Decision-iaking Jality
Torage
uaativy

Figure 4.8 Decision mechanism for herd feeding allocationms



Psscas

of

recognition

decision pouints

restart file

creation
of

L R A ]

0o

r
!
|
|
|
|
|

L
|
|
[
!

'

user mmakes
decisions
offline

{

EXOGENOUS
DECISION MAKING
ELEMENT

uder entcrs

action to

cuntrol variable [ carry out
values user decisions
______ [ U S
ENDOGENOUS
—pm] DECISION MAKING
ELEMENT

-
Waatkas
Verialiss

ayntems Lawndesy

Figure 4.9 Blowup of the general system dlagram to show functional detuils of the

management decision making component

L9



68

Figure 4.9 illustfatesnthe«onerationﬂof,the.management:dec4sion
making component with the qwo‘elgments-—ékogenous and endqébp&ué
decision making--logi;aily‘félaééd. ihe cbmponent constaéﬁi? cﬁecks
to see if any conditibn?requires;thé,ﬁéé,of exogenous conéfbi @ériable
values from the model uéer; if none.is r;qpired, then 1ogic§1 cdntrol
passes to the endogénous decision making element. When an event or
condition does trigger recognition of a'decision point, then the steps
shown in the exogeﬁous decision making element are followed. The
model simulation is stopped after current state variable information
is printed; this pause allows the user to study the current situation
at his leisure and input control variable values to implement his
resulting decisions. The model is restarted from the exact point at
which it stopped and continues the simulation as before, except that
the controlling actions of the user are substituted for any previous
control decisions or decision making criteria. This sequence of
events is followed in every time increment of the time simulation to
insure that decision points requiring human decision making are

recognized when they exist.

Secondary System Components

In order to simulate the beef cattle enterprise in the way that
the problem statement requires, several secondary components are also
needed. A component performs the task if determining the proper value
‘of the exogenous variables--crop production, prices, and weather--for
thé ﬁurrent time., The main program reads in as data an entire year

of exogenous variable values in its initialization phase; a subroutine
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is called at the beginning of dach ‘timé' iteraticn which determines
‘tHe dppropriate ‘exogenous vales to ise. ©

*“'The financial effects of alternative policies are the most
important outputs to use in choosing among the policies. This
‘tequires that a financial component be included that accounts for
the monetary effects of sales, purchases, and payments. This infor-
mation is used in two different ways. First, the ongoing management
process requires information about present, immediate past, and
current values of such variables as yearly net profit to date.
Second, when the finalltime horizon of the simulation has been
reached, the user wants summary information to help him to analyze
and interpret what has occurred during the simulation. These tasks
are carried out by a package of subroutines which perform all
necessary financial accounting and analysis.

The last secondary component is one which manages the expected
prices that the manager uses as the basis for his decision making.
In the initial program start and at each decision point, the future
stream of expected prices for cattle and crops changes. This com~
ponent reads in this new information as needed. A second task is
to adjust the future expectations to account for the passage of time.
As simulated time is incremented fofward, this component shifts the
future expectations toward the present and records the most recent
past value in the pst expectations variable. It gives the decision
maker the opportunity to know what price he expected to encounter

at times’ that have come and' gone. '
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IV.3 ..Simulation Model Operation

Operation of this simulation model is heavily influenced by the
Anteractive management component. Initially, the user reads in the
igigialfcppgigépns and system parameters for the particular enter-
-prise to be studied. The model will automatically simulate the
ﬁnpgrprise.béhgvior th;oughatimg until a decision point is reached.
At this poirnt the model requires the user to input specific values
for particular control variables. These values implement the deci-
sions that the user has made. The model then continues its simula-
tion through time until the next decisioq point is reached. The
procedure is;repeated until the final time horizon of the simulation
run has been reached. Figure 4.10 illustrates the organization of
the management component and its relation to the other system
components in the simulation loop.

When the management component detects. that a decision point has
been reached, a detailed printout of the current status of the enter-
prise is made. This printout typically includes the current herd
subpopulation breakdown, current feed stock quantities, the expected
cattle and crop prices over a future time horizon, and current finan-
cial status. The user must carefully study this information to make
‘his dgciéion about what is to be done at this point in time. The user
may be investigating the effects of a particualr decision rule; he
would input control variable values to follow that decision ruie.
The user also inputs new expectations about future prices and events,
| At the time that the management component completes printing of

the decision assistance information, it prints all variable values
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into a permanent file in ﬁhe computer. »This file enables the model
to be restarted at exactly thé same goint and under the same condi-
tions as when it stopped. When the user restarts the model after
making his choice of decision variable values, the first action is
to read from the permanent file to reestablish all model variables
with the propér value, thé second step is to read the control vari-

ables (using the formats given in the User's Guide to the Beef Cattle

Enterprise Simulation Model), and finally to implement these values

to control the enterprise simulation model. An extremely valuable
characteristic of this interactive manageﬁent component is the ability
to return to a decision point that has already been passed by, input
new control variable values, and continue the simulation from that
point. At each decision point any number of control variable sets
can be used by restarting the model with the desired control values,
Proceeding to the next decision point, printing all values into a
permanent file, and returning to the original decision point. Figure
4,11 illustrates the decision tree of alternative control sets that
can be evaluated. The key to this ability is the permanent file that
1s created to, "freeze" the simulation as it was at a decision point,
As long as the user does not dispose of these permanent files, he
retains‘the option of returning to any one and proceeding forward
in time with any control values that are desired.

This evaluation of alternative strategies method of use will be
employed later in this thesis to explore some management strategies
for (1) age of weaning, (2) rate of herd development projects, and

(3) general profit maximization.
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Use of the Simulation Model

The simulation model is a tool for the user to employ in
evaluating specific alternatives confronting his own operation.
Certain activities, such as breeding, weaning, etc., are highly com-
plex decision and quite dependent on future prices and events. When

the user approaches such events in real time, he wants to begin to

evaluate his possible courses of action. He would then start up the
model with the current states of his cattle herd, forage in the field,
feed stocks on hand, expected crop production, financial condition,
etc, In éffect, he initializes the simulation model to correspond

to the states of his own enterprise. Then the model is used to explore

the future consequences of his decision options through simulated

time. After having explored the alternatives using the simulation

model, the decision maker is in a much better position to make his

real world decisions. At any time that conditions in the real world

deviate from the user's previous expectations, he can use the model
to investigate the effect of these differences on his enterprise.
Revision of previously made decisions is possible on the basis of
the results of these investigations. The user of the model is alerted
to real time events that require investigation through use of the simu~
lation model by his own awareness of weather, prices, political events,
etc. The simulation model is an assist to the manager of a beef cattle
enterprise, not a substitution for the experience and intuition of
the manager.

The simulation model has simulated the dynamics of the enterprise

through time but.in ways that are not completely accurate. Two
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sources of inaccuracy provide the bulk of the reason for the divergence
between real and simulated values. The first of these is inaccuracy
in the simulation model formulation itself; this is due to modeling
errors and approximations that simulation makes to develop a solu-
tion to the mathematical model of the enterprise. The second source
of inaccuracy is management decisions in the real world system that
do not conform to those made in the simulation. For these and other
reasons, the simulatéd enterprise behavior will never follow exactly
the same path as the behavior of the real world enterprise. At each
point in real time requiring alternative decision explorations, the
model should be reinitialized with the current states of the model
variables used to describe the enterprise. The simulation model has
been constructed so as to be available for use by an enterprise man-
ager at any time and to be as flexible as possible to accommodate

his needs.

IV.4 Summary

.This chapter has provided a general description of the simulation
model that this thesis has developed. Five major and three secondary
components of the model have been reviewed. The operation of the
model by the user has been discussed. In the aggregate these com
ponents constitute the model that will be used to investigate stra-
tegies of management decision making by this author and other users.
Figure 4.12 provides an overview of the major components and the key
control points that provide the means of implementing the decisions

made endogenously by the management algorithm and exogenously by the



76

user. Figure 4.13 provides a pictorial description of the calling
sequence of the model as it simulates the system over a desired time
horizon. The following chapter will present the detailed mathematical
equations that form the mathematical models that are simulated in the

computer programs,
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CHAPTER V
DETAILED MODEL DESCRIPTION

This chapter will build upon the general description of the model
presented in Chapter IV, This chapter will take the variables defined
in the previous chapter and develop the mathematical equations which
are the basis for the computer subroutines of the simulation model.
Each of the five major system components will be discussed as a
separate section; the secondary components will constitute another
section, and the final section will summarize the enterprise model.

A complete listing of the computer program and its subroutines can

be found in User's Guide to the Beef Cattle Enterprise Model, a separate

volume from this thesis. Complete instructions for operating the model
from either the initialization or restart mode may be found in this

volume as well.
V.1 Cattle Demography Component

This component model uses four subroutines to provide the sim-
ulation of the birth, death, and maturation processes. Subroutine HDMOG4
is the major element; it maintains herd populations on a disaggregated
basis by age, sex, and function. Subroutine WEIGET determines the
average weight of particular subpopulations as the herd matures and
ages. Subroutine BIRTH2 computes an instantaneous birth rate as a
function of prior nutritional status and breeding activity. Subroutine
BIRAT is used by BIRIH? to determine birth rates by combining the
predicted birth information about each female subpopulation into birth
rates that apply to an entire cohort population.,
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 The key to the model of maturation is recognition that
maturation is a process in which-age is a distributed parameter.
Equation 4.2.2 provides the basls for the model of this process, but
%E:dggs:gqg allow for cases in which flow is not comserved. Flow is
not conserved in the maturation process because of deaths, sales,
gnd‘add;tipns to the herd. These occur throughout the range of age
covered by the cohort delay. Following Manetsch [38] one applies

the Laplace Transform to 4.2.2 to obtain

k
Y(s) I (Dys + 1) = X(s) (5.1.1)
i=] .

where:
Y(s) = transform of the output cime function
X(s) = transform of the input time function

Jpon solving for Y(s), one obtains

k
Y(s) = It

i=] Dis + 1

X(s) (5.1.2)

his form suggests that the kth order distributed delay can be modeled

.8 k lst order delays in a cascaded form. Figure 5.1 illustrates this

.ecompositioun.
1 1 1 1
. 3 —. . - el AR | e e
£(s) Dls +1 Rl(s]vDZS +1 Rz(s) 035 + 1 33(5) Dks + 1 ¥(s)

Figure 5.1 Decomposition of a kth order distributed delay into a
' series of k first order delays
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Ed¢h of the individual first order delays of Figure 5.1 are referred
as stages within the overall delay.

Since flow is not conserved in the case of maturation, there
is a loss from the delay., In general there can be a loss from each
of the stages of Figure 5.1, which in the aggregate sum to the total
loss from the entire delay, Figure 5.2 illustrates this idea of
losses from individual stages. Notice that the numbering of the
stages has been reversed in this figure to conform with the usual

convention [32, 38].

£(s) R, R_1 R,=¥(s)

L = total loss rate

Figure 5.2 Kth order distributed delay with losses
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At any moment the total number of individuals in the ith stage (the

- storage in stage 1),.Q,(t), is a function of the flow rate, R,(t), and
the length of the ith delay, Di(F)f .Thig gives

Q(t) = Dy(t)"R (t) : (5.1.3)
If the total delay for the entire process, D(t), is spread uniformly

over all k stages, then 5.1.3 becomes

Qi(t) = R(E)*Ri(t)' (5.1.38)
K

Losses from this quantity can be individually specified, but as a
simplyfying assumption, let a common proportional loss rate, PLR(t),

apply to all stages. Then the loss, Li(t), is
Li(t) = PLR(t)*Qi(t). (5.1.4)

The net change in storage for the ith stage follows the following

differential equation,

dQ;(t) = Ryyp(B) = Ry () - Ly(t) (5.1.5)
t

because the rate of change in the quantity is the rate of input to the
delay minus the rate of output. Referring to Figure 5.2 gives the
input rate to state i as Ri+l(t), while the output rate is the sum of
the output going to the next stage, Ri(t), and the loss, Li(t).
Differentiating 5.1.3 gives

O L e,

R, (t)*dD(t)
It + i

——— - (5.1.5a)
Kdt Kdt

Equating the right hand sides of 5.1.5 and 5.1.5a and solving for

dRi(t)/dt gives the following,
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dR, (t). rw K o aR ‘(‘t,\)?-’- R, (t); I"‘ D(t)#PLR(t), + dD. “t)-.
L R B 1 i) anle (5.1.6)

This is the general expression for the ith stage of a kth order dis-
tributed delay with proportional loss rates and a time varying delay
length.

Subroutine DLVDPL is used to simulate a delay process which follows
equation 5.1.6. RINiJ(t) represents the jth stage flow rate for the
ith herd cohort. The storage for that stage, SUBPOPi (t), is determined

J
by equation 5.1.3a using the cohort delay length, DELAYi(t), and the

number of stages in cohort i, namely KKi' Then
SUBPOP,,(t) = DELAY *
13 1 (€)*RIN, , (£ (5.1.7)
KKy

The total storage of.the ith delay process (cohort i) is simply the

summation of the storage in each stage. This gives the total cohort
population as

K&y

POP, (t) = jzl SUBPOPij

(t) (5.1.8)
A distributed delay is an excellent way of modeling the physical

process of maturation. For some purposes, the actual age and weight

may serve better. this is the case for prediction of the oneset of

puberty in heifer calves. What is needed is a delay model that is

not distributed; the output rate is a uniform delay of a prior input

rate. When proportional losses and the potential for a time-varying

delay length are required, the delay process becomes more complicated

"than the simple -illustration of Figure 4.3.
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A'sipﬁlé'dIEéréte delay Qith no other characteristics can be
represéntéa by
Y(t) » X(t - d) (5.1.9)
- where: .

Y(t) = output rate at time t

X(t) = input rate at time t

d = the time delay

If the time delay, d, is an integer number of DT time increments, then
Y(t) = X(t - NADT) | (5.1.9a)
Notice that this process can also be represented in terms of a cascade
of single stage delays, with each stage corresponding to a delay of
one DT. Then,

Y(t) = Rl(t - DT)

Rl(t) = Rz(t - DT)

Ry.1(t) = [1 = PLR(t) J*Ry(t - DT) = X(t) (5.1.11)
When the delay length, d, changes, then the number of stages separating
the input and output must change correspondingly, because the delay
length for each stage is fixed as DT. If the delay lenéth increases,
then there will be an interval with no output rate until the extra
number of required stages of DT delay are completed. If the delay
- length is decreased, then a large output rate will suddenly occur as
the storage of the excess number of stages leaves the delay model.
Subroutine DVDPLR has been developed to simulate this form of

discrete delay with proportional losses and variable delay time.
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Storage in this discrete delay is computed in the same way as equation
5.1.7 computes storage for a distributed delay. Since each stage
corresponds to a fixed delay of length DT,

SUBPOPij(t) = DT*RINij(t) (5.1.12)

" For this simulation model cohorts 1, 4, 5, 6, and 9 are modeled
using distributed delays and cohorts 2, 3, 7, and 8 are modeled using
discrete delays.

The proportional loss rate, PLRi(t), that applies to the ith
cohort is made up of two loss factors. These are the death rate,
DRi(t), and the net rate of annual additions to the cohort, ADDRTi(t).
Since this variable is not on a proportional basis as is DRi(t), it

is divided by the current population of the cohort to obtain

+ ADDRTi(t)

PLRi(t) = DRi(t) - —iaizzgy— (5.1.13)

This loss rate is on an annual basis; therefore, within the delay
subroutines, the loss rate that applies for a single incremental

time period is PLRi(t)*DT. If POPi(t) is zero and ADDRTi(t) is
positive, a special mechanism adjusts the populations to reflect an
addition of animals through the ADDRTi(t) control variable. DRi(t)
for each of the nine herd cohorts is read into the model as data in
the initialization phase of the main program. It is assumed constant
over the entire length of the simulation. An improvement that could
be made in the model would be to internalize some part of the death
rate as a function of the weather variables, to simulate exposure,

and as a function of the nutrient intake over time, to simulate
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weakening.from poor nutrition. Since the death rates are actually
constant, -a more proper.designation is DRi' ADDRTi(t) is a control
variable that the user can specify as desired at any of the decision
points which call for that as a variable for exogenous control.
PLRi(t) is‘used in the cohort delay godels as explained above.

To reiterate, each of the nine cohorts of the cattle herd is
reﬁresented by a delay process, either subroutine DVDPLR or soubroutine
DVLDPL. The output flow rate from the ith delay, ROUTi(t), represents
the annual flow rate of animals from that cohort at time t. What
happens to these animals? For example, what happens to female calves
as they age beyond the delay length given by DELAYs(t)? Presumably
the delay length is set to represent a natural weaning age which acts
to wean all calves which get to that age and still have not been
weaned. These weaned calves can be handled in a number of alternative
ways: (1) entered into the replacement heifer cohort, (2) entered
into the bred heifer cohort, (3) entered into the slaughter heifer
cohort, or (4) sold on the market as weaned calves. Management must
decide what fraction of these calves are used for each of the above
four uses. Three control variables act to carry out the manager's
ydecision; these are C3, C5, and C9. In a similar fashion the manager
must decide how the output froh each of the nine herd cohorts will be
uped. Figure 5.3 is a block diagram of subroutine HDMOG4; in it are
4illu§trated the possible flows among herd cohorts, the control vari-

ables which direct those flows, and the general structure of the

dgmographic model.
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Birth is the remaining:process that this component model includes.

Births are generated in HDMOG4 by multiplying an annual birth rate,

BR (), byzthe reproductive population, RPOP (t), for each of the three
female reprqouctive cohorts-—qature cows, replacement heifers, and bred

ey
¢

heifers. &otaigbirths, CALVES, is an annual input rate 'which must be
split between ;ale and female calves.
g :
CALVES = 2 BR (t)*RPOP (t) (5.1.14)
i=1.

Cl denotes the proportion of births which are female, and 1.0 - Cl

is the proportion which are male. The birth rate on an annual basis
;gnd the reproductive population in the three female reproducing cohorts
ere determined in subroutine BIRTH2. The major function of subroutine
BIRTH2 is to determine the value of BRi(t) andvRPOPi(t) at time t.
iRPOPi(t) is similar in definition to POPi(t) but is used ot maintain
l; distinction between>heifers giving birth to their first calf and
{mature cows who have calved at least once previously. This distinc-
tion is not properly{developed by the POPi(t) variable because some
heifers in the reporduceable cohorts (numbers 2 and 3) leave those
icohorts end enter the mature cow cohort before the calving interval
has been compieted. Since the birth rate for the mature cow cohort
is based on a population of mature cows, a distinction must be drawn
between the two‘typee of members residing in POPl(t). RPOPl(t) is
the actualinumber of mature cows in POPl(t) which have calved pre-
hviously. RBOR_kt) includes all members of cohort 2 which are preg-
;nant and all former members now in cohort 1. RPOPa(t) includes all
et

'members of cohort 3 which are pregnant and all former members now
!

T AL BT

in cohort i

-
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The variables BEGCAV and ENDCAV mark the beginning and the
ending of the calving interval. These are determined as a result
of the previous breeding activity (roughly nine months in the past).
When t is within the interval (BEGCAV, ENDCAV) values of BRi(t) and
RPOPi(t) are usually non-zero, outside of this interval they are
both zero.

Subroutine BIRTH2 computes the birth rate for each breedable
cohort by determining the derivative of the curve of accumulated
births over the time interval of calving. The points which make up

this curve, BFRAC l=1, ..., INTCAV, are determined in subroutine

i1’
birat using the previous breeding activity. Figure 5.4 illustrates
how the birth rate is numerically approximated from the accumulated
birth curve for cohort 1.

Subroutine IBRAT is called at the beginning of the calving season
to establish the values for BFRACil. Three variables provide a record
of the breeding history for each of the subpopulations of the repro-
ducing cohorts. INBij is the number of servicings for SUBPOPij over
the breeding interval. CTIMijm is the expected calving date for
SUBPOPij(t) which results from the mth servicing; this time is the
summation of the actual time of breeding and the average gestation
period. CPA.’I‘ijm is the accumulated fraction pregnant for SUBPOPij(t)
after the mth servicing. The BFRA.Cil curve for a cohort is determined

by these variables. The number of data points composing the BFRACil

curve is

INTCAY = ENDCAV - BEGCAV

0.025 (5.1.15)
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Figure 5.5 illustrates the way in which the predicted calving variables
for each cohort subpopulation are used by subroutine BIRAT to determine
the accumulated calving curve for the entire cohort. For ease of illus-
tration, only three subpopulations will be used whereas in a typical
simulation model run there are apt to be 5-10 subpopulations that have
been bred in each of the femalé cohorts. Again for ease of illustra-
tion, assume that the number of animals in each subpopulation is equal,
The cohort average in Figure 5.5 is then simply the average of the
CPATijk values for the three subpopulations without needing to be
weighted by the numbers of animals in each of the subpopulations. .
Cattle weights are determined through use of subroutine WEIGHT.
By assumption, all animals represented by a particular cohort subpop-
ulation have the same weight. This value is, loosely speaking, an
average weight of a fairly homogeneous group, but the value is not
determined by actually averaging individual animal weights., Weights
change in the cattle herd through two distinct but related processes;
these are growth and aging. Within an individual subpopulation growth
occurs as a result of feed intake energy being in excess of maintenance
energy requirements. Due to the passage of time, however, individuals
pass between adjacent herd subpopulations, and even between herd cohorts.
If the animal that has just arrived in a subpopulation does not have
the same weight as the average of the subpopulation prior to its arrival
then the average must be recomputed to reflect its arrival. Animals
do not continue to gain weight indefinitely; to account for this fact
the model has a constraint on welght for each herd cohort. The final
subject of this submodel is price gradation of beef cattle. Fixed

grades have been assigned to each herd cohort. These remain constant
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unléss the maximum weight constraint is reached’and the projected
daily gains would force weights higher yet but for the constraint.
Then the excess of energy that has been directed to weight gains is
diverted to changing the price gradation of the cattle in that subpop-
ulation. This mechanism is assumed to reflect the changing muscle/fat
proportions that exist in cattle as weight increases and which are
reflected in changing prices for different levels of fat in meat.

The variable Wij(t) represents the average weight of all animals
in the jth subpopulation of cohort i,i.e., those animals whose number
is SUBPOPij(t). The dailly rate of weight gain for animals within this
subpopulation is DGAINij(t). If no aging (the maturation process dis-
cussed earlier) were to take place, then weights would change over

time according to

t

Wij(t) = wij(t"dt) + I DGAINij(u)du (5.1.16)

t-dt
If animals aged, but did not change weight from changes in size, then
the average weight of a subpopulation wéuld be solely a function of the
transfer of animals between herd subpopulations. ALPHAi(t) is a measure
of the fraction of the animals in a subpopulation of cohort i that leave
that subpopulation in a single time increment.

ALPHA,(t) = DMK, (5.1.17)
DELAY, (t)

where:
DELAYi(t) = the delay time of the ith herd cohort
KKi = the total number of subpopulations in the ith cohort
DT = the length of time of a simulation time increment.

Notice that ALPHAi(t) is bounded between zero and one. Because the
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.KKi and DﬁLAYi(t) variab;es are constant over all subpopulations of a
particular‘herd cohorp, ALPHAi(t) is also uniform over all subpopulations
of that cohort. BETAij(t) is the fraction of animals in subpopulation
J of cohort i that were in the same subpopulation in the previous time

increment; therefore an approximation to the true BETAij(t) value is

glven by

BETAij(t) = SUBPOPij(t)*(l - ALPHAi(t)) (5.1.18)
c

where:

C= SUBPOPij(t)*(l - ALPHAi(t)) + SUBPOPi’j_l(t)*ALPHAi(t).
Tris approximation allows the simple form of equation 5.1.16 to be
applied to each of the two sources of animals in subpopulation j;
namely animals from subpopulation j and subpopulation j-1. Therefore
the equation for the weight of members of subpopulation j of cohort
is a weighted sum of the weights and rates of weight gain from both of
these sources.

t

Wij(t) = BETAij(t:)*[ Wij(t-dt) + I DGAIyij(r)dr ] (5.1.19)

t-dt

t

+ (1 - BETAij(t))*( Wy, g-p(t=dt) + I DGAIN, ,_;(t)dr ]

t-dt
Equation 5.1.19 applies to all subpopulations of cohort i except the
youngest; the youngest is different because it involves animals trans-
ferred between cohorts. The weight of the youngest sdbpopulation of
each cohort,e.g. Wil(t), 1s determined from the weight of the previous '
members of that subpopulation and the weight of the animals transferred
into it from another cohort. An example of this transfer between
cohorts is the movement of heifers into the mature cow cohort. The

calf cohorts use a fixed birth weight for male calves, and another
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fixed weight for female calves. An improvement to the model would be
to make these birth weights a function of the nutrient intake of the
cow cohort through time, especially during gestation,

Weight comstraints for each herd cohort are imposed by the varia-
ble WGTMAXi(t). The rate of weight gain determined in the nutrient
impact component is checked to see how it affects the weight of the
herd subpopulations. This check results in the following redefinition

of the rate of daily gains based on the values obtained from NUTRN.
(

DGAINij(t),
(t
if wij(t-dt) + J DGAINij(r)dr< WGTMAXi
t-dt
0,
DGAINij(t) = if Wij(t-dt) = WGTMAXi (5.1.20)
FRAC*DGAIN 13 (t),
if Wij(t—dt) < WGTMAXi,
t
and Wij(t-dt) + I DGAINij(r)dr > WGTMAXi
t-dt
where:
WGTMAX, -~ W,,(t~-dt)
FRAC = i ij . (5.1.21)

t
DGAIN, . (t)dt
e 2

Grading of beef cattle is a complicated procedure that heavily
involves subjective gradations of differences by human beings. Many of
the objective measures used, moreover, are such cattle descriptors as
frame size, height, etc. Since the gradation process and the objective
values on which it is based are missing from this model the determina-
tion of grades will quite arbitrary. An attempt will be made to relate

changes in grade from those initial values entered as data by the user
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‘to ‘Gécasions when' the ‘projected rate of welght gain conflicts with
the ‘mdximum welght ébnstréint. Individual price grades are specified
for each subpopulation of each cohort,i.e., GRADEij(t). There are
five discrete steps of grades and associated with each of them is a
separate cattle price; this price structure 1s the reason for the
need for cattle grading. Over the entire five grades there might be

a price difference of 100%Z. Grades are determined as follows,

( t
GRADE, , (t~dt) + I DGAIN, . (t) dT*FATFAC,
1] t-dt 1]
GRADE, (&) = | 1£ Wy y(e=de) = WOTMAX, (5.1.22)
GRADEij (t-dt),
if Wij(t-dt) < WGTMAXi
where: .

FATFAC = a parameter relating predicted rates of weight gains
at maximum allowed weight to changes in price grade
through the mechanism of muscle/fat proportions

GRADEi (t) = an integer value (from 1 to 5) indicating the

]

proper price grade characterizing any animals in
the jth subpopulation of cohort i; highest prices
are for grade 1, and lowest prices for grade 5.
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V.2 Forage Growth Component

The_grazing process is a complicating factor in the already
difficult problem of modeling plant growth. The intéraction of cattle
and plants is not yet well understood. Cattle have preferences for
certain species of forages over others, but these preferences are dynamic
as the composition and digestibility of each plant species change over
the growing season. To fully explore the dynamics of the grazing process
a model must include the following factors:

(l) growth and maturation of individual specles as determined
by exogenous weather variables and field conditions of
canopy height, competition, slope, soil type, etec.

(2) digestibilities and consumption preferences for the major
plant components--stem, leaf, new shoots, and seed

(3) dimpact of grazing on growth, regrowth, reproduction, and
regeneration of plant species.

Clearly the above task is beyond the scope of this thesis. The model
developed to meet the requirements of the forage growth component, as
stated in the problem statement section of Chapter III, is only an
initial step on the road toward a complete grazing model,

The growth model developed for this thesis is an adaptation of
a grasslands model of Parton and Marshall[40]. Net photosynthetic
energy conversion to plant material is a product of a transfer coef-
ficient per unit of materialvtimes the amount of effective material
times the level of incoming solar rédiation times the minimum of three
growth quality cogd;tion indices. These indices measure the relative

quality of temperature, soil moisture, and soil nutrients in terms of
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optimal growth conditions. The net growth predicted by the bgsic energy
conversion equation is partitioned:;ﬁfo gr§;th‘ofngr;:;éry and increases
Hn Yoot ‘Storage by ‘a ‘functior ‘of the prior ‘quantities of these values,

The‘gmbhht’bf plant material that can effectively convert solar
radiation to plant growth is limited due to shading. This comstraint
'1g approximated by‘iﬁposing'a plant density limit on the quantity of
plant greenery per unit area which can convert solar radiation. Figure
5.6 illustrates the determination of the photosynthetically active
amount of plant greenery, ACTIVEn(t), per unit area.

Three quality indices are used to describe the relative quality
of factors of plant growth other than solar radiation. The factors are
temperature, soil moisture, and soil nutrients. The index variables
describing these are TPF(t), SMF(t), and SNFn(t), respectively. Use of
these indices implies the assumption that certain levels of these vari-
ables are better for plant growth than others, regardless of the level
of solar radiation. Figures 5.7 through 5.9 illustrate the relationship
between each of these variables and its corresponding index value., The
data points for each of the four figures, 5.645.9, are derived from
Parton and Marshall[40] and Sauer{47]. Better values could be determined
through experimental study of weather conditions and plant growth at a
particular enterprise location. The values of the three quality indices
are determined by use of the table interpolation function TABLIE[32].
The value of the variable is the argument and the index value is the
result of the interpolation between data points.

‘The net growth rate of total plant material in any land parcel,

3 PHOTOﬁ(t),wis~determined‘thfough the following equationm,
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Figure 5.8 Plot of points determining the soil moisture quality
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PHOan(q) = .ACTIVEn(t)*PHQMAx*SQLAR(t)*MIN (5.2.1)
whefe:. d

PHOTQn(t) = total plant grdwth rate in iand parcel n--kg/hec/day

ACTIVEn(t) = active plant material in land parcel n--kg/hec

PHOMAX = conversion factor, 0.0004 kg/kg/langley/day

SOLAR(t) = solar radiation in langley/day

MIN = minimum value of TPF(t), SMF(t), and SNFn(t).
This rate must be partitioned into the proportion going to greenery
growth and the proportion going to root storage. Since the quantity
of greenery and indirectly the amount in root storage in each land parcel
is a function of the previous grazing and harvesting activity, the pro-
portioning factor ZX3n(t) ia determined separatelf for each land parcel.
2X3_(t) = PAR3 + PAR4*(1,0 - e TARS*GRN, (£)/LAND , (5.2.2)
where:

Zx3n(t) = proportion of PHOTOn(t) going to root storage

GRNn(t) = quantity of greemery in land parcel n--kg

PAR3, PAR4, PARS5 are constant parameters,
A transfer of growth from root storage to greenery occurs at a rate
that is largely controlled by the proportions of the total plant material
that are in root storage and greenery. This accounts for the spurt of
growth observed after a field has been heavily cropped as new shoots
appear from the crowns of the roots.
F,(t) = PARI*ROOT_(t)%e CRNq(C)/PARZ¥LAND, (5.2.3)
where:

Fn(t) = rate of material transfer from root storage to greenery
--kg/hectare/day

LANDn = area of land parcel n in hectares
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ROOT (t) = quantity of root storage per hectare--kg/hectare
PARl, PAR2 are constant parameters.
. no Tt byl s :

The net growth rates of greenery and root storage in a pure growth

L ituation are determined by equations 5.2.1 - 5.2.3; these result in

dGRN (c) |
—2 = (PHOTO_(t)*(1.0 - X3 (t)) + F_(£))*LAND (5.2.4)
dt n n n

dROOTu(t)
———— = PHOTO_(t)*ZX3 (t) - F_(t). (5.2.5)
de n n n

This component model is not directly concerned with these pure
growth equations. It is, however, the base on which consumption by
animals and harvest by machine can be built. AHRn(t) describes the rate
of consumption of greenery in land parcel n by grazing animals, while
MHRn(t) describes the rate of greenery removal through harvesting. Both
of these variables have units of kilograms per day. Neither grazing nor
harvesting is a pure consumption process; there is waste from trampling,
feces, dropping of cuttings, etc. A waste factor is used to model this
occurence. MWF is a mechanical waste factor, with value 1,10, that is
considered constant for all levels of forage harvesting. AWFn(t) is a
waste factor for the grazing process; its value is a function of the
stocking rate in a particular land parcel n. Stocking rates represent
the number of animals per unit area of land. This model uses the control
variable, PDSTRBni(t), to describe the proportion of the population of

cohort i grazing in land parcel n. Equation 5.3,6 determines the

stocking rate for land parcel n.

9
* T PDSTRB i(t)*POP (t) (5.2.6)
n i=]

1

STOCKLn(t) =
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where:

STOCKLn(t) = the stocking rate of grazing animals in land
parcel n -- #/hectare

PDSTRBni(c) = the proportion of the population of cohort i
which 1s grazing in land parcel n

POPi(t) = the population of cohort i
LANDn = size of land parcel n -- hectares.
Figure 5.10 illustrates the relationship between stocking rates and
the grazing waste factor, AWFn(t). As the stocking rate increases,
the waste factor is also increased reflecting greater impacts of cattlé

on the land.
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Figure 5.10 Relationship between grazing waste factor, AWF (e),
and the stocking rates, STOCKLn(c) a
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Introduction of these sources of greenery consumption and .their
. %espective waste factors concludes. the.factors which,affect the
change of greenery in ﬁﬁétufé. 'This’giQéérEhe net growth rate
used in the model,
SGRN(E) = (PHOTO (t)*(1.0 - 2K3 (t)) + F._(£) |¥LAND_ - AWE_(t)*AHR (t)
t \ n ' n n } n n n
- MWE*MHRn(t) , (5.2.7)

The quéntity and the quality of forage gfowth consumed by animals
are équally important. DIGESTnGb) describes the quality of forage in
land parcel n in terms of total digestible nutrients (TDN) on a dry
basis. Digestibility is a dynamic variable that reflects time changes
in average plant composition and in actual changes in the energy value
of the individual parts. Since this model does not maintain forage
quantities on the basis of constituent parts, a less rigorous approach
to digestibility must be used. Digestibility is modeled as a function
of three factors: relative age of green material, time of season,
and density of greenery per animal grazing. The base digestibility
value (in terms of % TDN on a dry matter basis) is determined by
the relative age of green material inta particular land parcel. This
model formulation assumes that the major element in the change of
forage digestibility over time is a process of decline associated
with the length of time since growth first started. Time in the
growing season and greenery density per grazing animal are viewed as
secondary factors modifying the base digestibility value. Mathemati-
cally,--forage -digestibility is-described by

T i : - .
DIGESTn(t) - BASEDGn(t)*FRQUAL(t)*FDENSEn(t) (5.2.8)
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where:

DIGEST (t) = forage digestibility of green plant material
in land parcel n as 7% TDN

BASEDG (t) = base forage digestibility determined from the
relative age of forage greenery in land parcel n

FRQUAL(t) = seasonal digestibility factor modifying the base
digestibility value BASEDG (t)

FDENSE (t) = forage density digestibility factor modifying
the base digestibility value BASEDG (t).

The base digestibility of forage in any land parcel is deter-
mined by linear interpolation between data values representing digesti-
bility versus relative age. The argument used to obtain the resultant
forage digestibility value is the variable PINDEXn(t). This variable
is an index representing the amount of time that would be required
for the current forage quantity in a land parcel to be grown at the

current rate of growth existing within that land parcel. Mathemati-

cally,
_ GRN_(t)
PINDEXn(t:) = n (5.2.9)
dGRNn(t)
dt

This index is able to represent the major situations in plant growth
by using the ratio of current quantity over the rate of change of

that quantity, Figure 5.11 graphically plots the relationship between
age and digestibility which is the key to this model of plant quality.
As can be seen from the graph, the plot is a monotonic decline in
forage quality with increasing relative age. This formulation in
conjunction with equation 5.2.9 is able to correctly represent the
quality of forage over time. For example, if during a period of high

growth’ mechanical hatvest were to severely reduce the quantity on hand,
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Figure 5.11 The intermediate digestibility, BASEDG (t), as a function
of pseudo-age, PINDEX (t) '

then the relative age determined by equation 5.2.9 would be quite
low. Using the plot of Figure 5.11 gives the correct fact of relative-
ly high forage quality. Others cases encountered in forage growth
situations are also handled by this model of forage digestibility
as well. Although the relative age of forage is important in determin-
ing digestibilicy, it is oot sufficient. There are qualitative differ-
ences in the new growth over the length of the growing season and in the
particular growing conditions encounterad. This factor is incorporated
into the model through use of a multiplicative forage quality factor
FRQUAL(t) . FRQUAL(t) is determined by integrating the value of TPF(¢t)
”over the length of the growing seasom and using that integral value

to determine an index of the degree of plant maturity attained.
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Figure 5.12 The growth quality factor, FRQUAL(t), as a function of
the integral of the temperature index over the growth
season
t

SUMIPF(e) = f TPF(t)dT (5.2.10)
TSPRNG

where:

SUMTPF(z) = the integral of the tamperature quality fastor aver
the growth season to current time ¢

TPF(t) = cthe temperature quality factor as decerminad from
use of Figure 5.7 and the average temperaturs

TSPRNG = time at which spring zrowch beginms.
STMTPF(t) is used as the argument for anocher use of the table Ffunc-
tion TABLIE([23] to determine the value of FRQUAL(t). Figure 5,12 indi-

cates the relacionship between SUMIPF(t) and FRQUAL(t) graphically.
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Figure 5,13 Plot of the forage density digestibility factor
against per animal density

The final‘factor modifying the base digestibility value is
FDENSEn(t)-the-influence of the current amount of forage per animal
on digestibility. The value of this density factor--GRNDENn(t)--is
used as the arguement to obtain FDENSEn(t) by linear interpolation
between data values as representad in Figure 5.13,

GRN  (£) (5.2.11)
STOCKL_( &) LAND_*DAYS

GRNDEN (&) =

where:
STOCKLn(t) = animals grazing in land parcel n--#/hectare
LANDn = gumber of hectares in land parcel n
GRNn(:) = greenery in land parcel n--kg

GRNDENn(:) = forage density per grazing animal--kg/animal.
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This development concludes the description of the model for
determination of forage digestibilities; three factors have been
shown to be important to this modeling effort: relative age of
forage in land parcels, season of the year, and the density of
forage available for grazing in each land parcel.

Two state variables remain to be defined before this component
model's description is complete. SM(t) is a variable describing the
amount of soil moisture. SNUTn(t) is a variable describing the amount
of soil nutrients. The rate of change of soil moisture is dependent

on three factors:

9§%§El = RAIN(t) - EVAP(t) - PERC(t) (5.2.12)
where:

SM(t) = soil moisture at its current level--cm in effective root

depth
RAIN(t) = rainfall in cm/day
EVAP(t) = evaporation in cm/day
= a*AVGTMP(t)2
PERC(t) = percolation beyond root depth in cm/day

p|1.0 —e ~SM(E)/c

a, b, ¢ are constant parameters.
The rate of change of soil nutrients is a function of the rate of
photosynthetic energy conversion and of fertilizer application to the
soil. This implies that the greater the growth rate, the larger is
the withdrawal of nutrients from the soil.

dSNUTn(t)

= - B*
It SPFERT - B PHOTOn(t) (5.2.13)
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where:
SNUTn(g) = current level of soil nutrients in land parcel n
SPFERT = rate of applicatin of fertilizer per unit of land

PHOIOn(t) = rate of photosynthetic energy conversion in land
parcel n

B = a constant parameter.

This forage growth component model is relatively crude. It
provides the basic elements needed to evaluate realistic grazing
management strategies but could be improved considerably. This model
is also very empirical, as is evidenced by the extensive use of TABLIE
to look up interpolations between data values. The data values used

" should, and could, be tuned to a particular location. Figure 5.14
is a block diagram of the entire component model. This figure is a
convenlent way to trace the interconnection of the model variables

as they have been described in this section.
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o
‘Vi37 Feed Stock Component;

The feed stock component consists of basic accounting for ‘the
various activities involving feed stocks. Chapter 1v, section 2,
described these activities. Subroutine FEEDS performs this accounting
in the entefprisejsimulation model, .

Quantities of feed stocks are represented by the variable FSTOCK (t).
The equation determining current feed stock levels uses the previous

level, the amounts bought and sold, the amounts fed to cattle, and the

amount lost through waste and pests. Thus

FSTOCKn(t) = FSTOCK (t-dt) + STKPUR (t-dt) + CROP (t-dt)
-,CSALESn(t-dt) - STKFEDn(t-dt)

-FRCLOSn*FSTOth(t-dt)*DT (5.3.1)

where:

FSTOCKh(t) = current quantity of feed stock n -- kg

STbeRn(t) = quaﬁtity of feed stock n purchased -- kg

CROPn(t) = quantitygof feed stock n produced -- kg

CSALESn(t) = quantity-of feed stock n sold -- kg

rS?KFEDn(t)ﬂé ouantity of feed stock n fed to cattle —- kg

FRCQQSn = annual rate of loss of feed stock n

DT =. length ofﬁsinulation time increment -- years.
All of the sources of increase or decrease for FSTOCK (t) except losses
are”determined in other model components. FRCLOS is a constant frac-
tional loss rate assumed to be uniform over the entire year.

. The digestibility of feed stocks in terms:of a TDN value are

J I S TR R T
Ed

““s?pplied by FQUALn(t). ,Changes in- quality are a result of'burchases,

T RN |

crop production, and spoilage. Spoilage 1s assumed to mean that the



113

quality of the crop dselines over time. SPOILn is an annual frac-
tional decline in quality of crop n; like FRCLOSn it is assumed to
be constant over time, FQUALn(t) is determined by

FQUAL (t) = FQUAN*FQUXLn(t—dt)*SPOILn*DT
FSTOCK_(€)

+ PRQUALn(t)*STKPURn(t) + CROPn(t)*CROPQLﬁ(t)
FSTOCKn(t)

(5.3.2)

where:
FQUAN = FSTOCKn(t-dt) - CSALESn(t—dt) - STKFEDn(t-dt)
PRQUALn(t) = the TDN value of feed stock n purchases
CROPQLn(t) = the TDN value of feed stock production.,

The final variable determined in this component is the total
annual crop production of feed stock n, namely CROPGn(t). This
value gives a running total of the production to date and could be
compared with XCPRODn(t) to obtain an estimate of the quantity of
feed stock n that might yet be harvested in this growing season.

CROPG_(t) = [ °© CROP_(1)dt (5.3.3)
TSPRNG

Figure 5.15 is a block diagram illustrating the total inter-
relationship between variables that are included in this component

model of feed stocks.
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Figure 5.15 Block diagram of the feed stock component.
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- V.4 Nutrient Impact Component

' The model for this compbnent develops the impacts of nutrient
intake in two areas: reproduction and growth. The nutrient impacts
that are modeled are those related to énergy; protein requirements
as well as vitamins and trace minerals are assumed to be available in
sufficient quantities that energy is the predominant variable of in-
terest. The majority of this component is contained in subroutine
NUTRN, and is described in Schuette[48]. This thesis will not present
those results except as they interact with the remainder of the system
model.,

Feed quantities and qualities are a prime concern of this compon-
ent. Feed is described in terms of four variables for each herd cohort:
(1) CNCALi(t)--the quantity of concentrates allocated to cohort i,

(2) RHGALi(t)--the quantity of roughages allocated to cohort i, (3)
TDNCi(t)--the average TDN value of the concentrates allocated, and

(4) TDNRi(t)--the average TDN value of the roughages allocated to
cohort 1. These variables are inputs to subroutine NUTRN which then
determines the impact of these feed inputs. NUTRN returns several
variable values: TDMICi(t)--quantity of concentrates actually consumed
by cohort 1, TDMIRi(t)--quantity of roughages actually consumed by
cohort i, and DGAINij(t)--the rate of daily gain by the jth subpopula-
tion of cohort i as a result of the interaction of its feed intakes

of energy and requirements for energy.

Total roughage allocation to any cohort is composed of feeds from
grazing as well as those from feed stock allocations. Usually these

sources are disjoint, but there are some conditions under which grazing

would be supplimented by feed stocks. The procedure used here is to
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determine the roughage allocation:as:a result of the:grazing distri-
‘bution of the herd, and add to it the voluntary feed allocations. The

total grazing roughage allocation for the ith cohort is then

— * *
PDSTRBni(t) POPi(t) GRN.n(t)

FORGAL, (t) = ) 9 (5.4.1)
B o ’ . “ = T . *
n=1 oLy PDSTRB_ *POP (t)
Where:
FORGAL, (t) = current forage available to the ith cohort as a

i result of its distribution over the land parcels

— kg
GRNn(t) = total quantity of greenery in land parcel n -- kg

PDSTRBni(t) = fraction of the population of cohort i which is
grazing in land parcel n

POPi(t) = current population of cohort 1.
The digestibility of this allocation in terms of TDN is a function of
the forage digestibilities in each land parcel.

* * *
NLANDS PDSTRBni(t) POPi(t) GRNn(t) DIGESTn(t)

FORTDN, (t) = ] 9 A
n=1 ] PDSTRB_, (t)*POP, (t)*GRN_(t )
=1 ng 2 n

(5.4.2)

where:
FORTDNi(t) = digestibility of the FORGALi(t) allocation in TDN

DIGESTn(t) = the TDN digestibility value of the forage in land
parcel n.

Addition of the roughage from grazing and the voluntary allocation
gives the total roughage allocation to cohort 1,
RGHALi(t) = FORTDNi(t) + FEEDALi(t) (5.4.3)
which has a digestibility value determined by the weighted average of

the different sources of the roughage.
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TDNRi(t) = FEDTDNi(t)*FEEDALi(t) + FORTDNi(t)*FORGALi(t) (5.4.4)

FEEDALi(t) + FORGALi(t)

where:
FEDTDNi(t) = the average TDN value of the roughage voluntarily
allocated to cohort i
FEEDALi(t) = the roughage allocation voluntarily given to herd

cohort i -- kg/DT.
Determination of the value of FEDTDNi(t) and TDNCi(t) requires
that the allocation of TDN from roughage and of TDN from concentrates
be related to the actual physical quantities of feed stocks that are

fed. This results in

CATTIN (t) *POP, (t)*DAYS
TONC, (t) = 114 1 (5.4.5)
CNCALi(t)
CATTIN (t)*POP, (t)*DAYS
FEDTDN, (t) = 212 i (5.4.6)
FEEDALi(t)

where:

TDNCi(t) = average TDN value for the concentrate allocation
to cohort i

FEDTDNi(t) = average TDN value of the roughage allocation to
cohort 1

CATTINliz(t) = quantity of TDN allocated to each member of
cohort i per day from concentrates under plan 2

CATTIN,,,(t) = quantity of TDN allocated to each member of
212
cohort i per day from roughages under plan %

CNCAL, (t) = physical quantity of concentrates allocated to the

1 ith cohort -- kg/DT

FEEDALi(t) = physical quantity of roughages allocated to the
ith cohort -- kg/DT

DAYS = number of days in a simulation time increment.

The units of the variables FEDTDNi(t) and TDNCi(t) are kg TDN/kg feed,
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following directly from their definition as the average TDN value of
a quantify of feed dtocks fed to cattle. |
Determinatioﬁyéf ﬁﬁé actual quantiﬁy of feed stocks fed to cattle
in each time increment of the simulation requires knowledge of the
‘desired distribution of thé TDN allocations over the possible feed stocks
existing. The control variables CNCFRCin(t) and RHGFRCin(t) are used
by management to distribute the cohort allocations of concentrates and
roughages over the range of available feed stocks. STKFEDn(t) is the
variable used to represent the actual quantity of feed stock n used for
cattle feeding in the current time increment of the simulation. This
variable is not a rate but a quantity, as are all variables affecting
the current quantity of feed stock n on hand—-FSTOCKh(t). Since the
feed stock variables include both roughages and concentrates in a single
listing, the following equation determines the amount of feed stock-n
used for cattle consumption in this time increment.

STKFEDn(t) = DAYS* 2 POP (t)* CATTINli (t)*CNCFRC (t)

1=1 ~
n 1
+ CATTINZi (t) *RHGFRCin(t) *_F_Q-I-JE;(—E) (5.4.7)

where:
STKFED (t) = quantity of feed stock n fed to cattle in this DT

CNCFRC (t) = fraction of the TDN allocation of concentrates to
cohort i derived from feed stock n

RHGFRC (t) = fraction of the TDN allocation of roughages to
cohort i derived from feed stock n

FQUALn(t) = cyrrent TDN value of feed stock n
POPi(t) = current population of cohort i.
Equation 5.4.7 bring§ together the actual quantities of feed
stocks that have been used to feed cattle., It combines the consumption

of roughages and concentrates in one single equation, but since this
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is a mutually exclusive description there is no overlap to cause
problems. Therefore, the matrices CNCFRC(t) and RHGFRC(t) are con-

hele-

structed so that when the inth element of one is nonzero, the int
ment of the other is zero. Additionally, the rows of both of these
matrices must sum to one if any allocation is to be made. This require-
ment exists because either a row of CNCFRC(t) or RHGFRC(t) represents
the fraction of the cohort allocation that is drawn from each of the
feed stocks. A final note concerning the use of the feed stocks for
consumption--this model assumes that the entire amcunt of the feed
stock allocated for consumption is used. Any quantities allocated to
the herd or a specific cohort which are not consumed are assumed to be
completely wasted.

The consumption characteristics of the herd cohorts determine
whether the allocations to the herd are completely consumed or not.
When the herd is not grazing, any excess allocation over consumption is
totally wasted. When the herd is grazing, however, a differentiation
must be made between nutrient intakes from grazing and from voluntary
feeding. The following priority of cattle consumption preferences is
assumed to hold: (1) cattle prefer concentrates to roughages, and (2)
cattle prefer feed stock roughages to grazed roughages. Differential
preferences among feed stocks are assumed to be negligible, although
they do in fact exist., The consumption of roughages by the herd which
are not covered by voluntary roughage allocations nomes from grazing,
This grazing removal of forage must also be distributed across the
different land parcels being grazed. The variable PDSTRBni(t), which

was used to obtain the stocking rates in the land parcels, is used here

to distribute the forage removal by grazing over the land parcels.
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9
AHR (t) = ] [PDSTRB, (t)*(TDMIR,(t) - FRAC*FEEDAL (£))1] (5.4.8)
EESE 1 P S yE A § b = o
where:
TDMIRi(t) = actual rdughage consumption of cohort i

AHRh(t) = grazing removal of forage from land parcel n

FRAC = proportion of roughages consumed that are from voluntary
feed sources

SPLIT, if RHGALi(t) > FEEDALi(t)
i 1.0, otherwise
SPLIT = a parameter based on cattle preferences.

Variables internal to subroutine NUTRN maintain the reproductive
condition of each subpopulation of the breedable female cohorts. See
Schuette[48] for a complete discussion of this model. Reproductive
effects on male breeding cohorts have been ignored up to this point in
the model's development. When breeding activity occurs, the variables
CPATijk and CTIMijk describe the resulting pattern of pregnancy rate
and timing for the jth subpopulation of cohort i from its kth servicing.
The variables are used in subroutine BIRAT of the population demography
component to develop overall cohort birth curves.

The simulation model of this component is the subroutine CONSUM.

The subroutine develops values for STKFEDn(t), AHRh(t), DGAIN,.(t), and

ij
reproductive impacts reflected in the values of CTIMijk and CPATijk

when breeding occurs. Figure 5.16 represents a block diagram of the

subroutine CONSUM,
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V.5.-Management Decision Makiug Component

This section i‘v’i’i’i“bi&i’r’i&é'"éhé‘"’:‘lii'i details of the model oé the
:manage;ent‘component. “As ouclined previously, management decisions
have been sepatated into two discrete groups; those decisions which
can be determined endogenously using standard economic -criteria and
chose whose nature is not so obviously solvable. Tuis latter group
of decisions is acted on by the user of the model through exogenous
supply of eontrol variable values. The purpose of this section is
to explain the details about how decision points--times when exogenous
coutrol is exercised-—are recognized, to give the form of the equa-
tions for carrying out specific decisionms, and to review the criteria
for endogenous decision making.

Four of the five decision points are organized around physical
events; these are the onset of spring growth, breeding, weaning,
and culling. These will usually occur in the order listed above, but
not necessarlily so. The fifth decision point is the occurrence of an
event requiring the attention of the model user. These are fall feed
stock supplies unsynchronized with feeding plans, feed stocks unable
to carry the herd for two DT time increments, and working capital
falling below acceptable levels.

One characteristic which makes decision making difficult at
these five points is the fact that the prices the manager expects
. play a key role in the action he takes. An additional complication
is the uncerteinty in knowing how to act with regard to husbandry

activities such as weaning, culling, and breeding. The very long
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time geleys iﬁvolved in the predqctiqn of marketable cattle (at
wheceverbstage of maturity) and in the introduction of replacement
breeding animals imply that the manager must guess the future market
aﬁd hope he does so correctly. fhe response of many managers-is to
go with the current price as a guide for future desired production.
This results in wide industry supply fluctuations (and thereby price
fluctuations) over a multi-year cycle. This cyclical behavior exists
to some extent in all livestock products and is partly a result of
the uncertainty (due to the delay lengths) that long production

lead times bring to decision making. This component model is there-
fore organized to recognize decision points, to allow the user to
make his own judgmental decision, and to determine all other decisions
internally using standard economic criteria.

Organization of this component model can be easily understood
through review of Figure 4.9, In every time increment of the simu-
lation model subroutine INQUIR attempts to determine whether any
of the five forms of decision point currently exist. Figure 5.17
illustrates the construction of INQUIR. In each DT simulation 'time
increment the current time value 1s checked against each of the five
possible time points that constitute decision points--TSPRNG, TBRD(1l),
TBRD(2), TWEAN, and TCULL. Additionally, the three criteria that call
for a special decision point are checked. If any of them are true,
then the special decision point is called by setting IFLAG equal to
2, while IFLAG is set to 1 at any of the regular decision points. If
the IFLAG variable value is not equal to zero at the conclusion of

the decision point checks, then INMQUIR creates a permanent file of
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all values that are needed to preserve the simulation in its current
state. ‘Thiszézfﬁéﬁéné £ile is available for access at éﬁyféiﬁe to
restart the time simulation egaétly where it left off. If the IFLAG
Vaiuejié scili‘géio (éé it was set as the iﬁitial action in tﬁe sub-
kfoutine) at the end'of'éll decision point checks, then control skips
from subroutine fNQUIR to subroutine NORMAL.,

Subroutine INQUIR is cﬁnstructed (again see Figure 5.17) so that
each decision point is checked every DT increment of simulated time
so that multiple decision points at any one time can be detected.

An example of this 18 the event of weaning and culling occurring

at the same time. INQUIR will have gotten all the way through its
structure to the point of checking whether time is equal to TWEAN;
since this is tfue, the 1f statement branches to YES, IFLAG is set
equal to one, and the detailed states of the model and any other
information tﬁac the decision maker might need to make a decision are
printed onto the output file for the user cé observe., Following the
logic of INQUIR, the cheéking of fime for equality to TCULL is the next
operation. The if statement check is true, then the logic path of YES
is followed. This logic branch results in additiomal printing of
state variable and other decision information, but the nrinting for
each decision point is tailored for that decision point resulting

in some new information being made accessible to the decision-maker.
In practice the values of TBRD(1) and TBRD(2) are also likely to be
equal; that is why the logic of INQUIR bypasses part of the YES

_ branch of th& TBRD(2) if statement check when time has already been
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recognized as equal to TBRD(1l), thus setting the value of IFLAG to

one. The logic of INQUIR has been developed so that multiple decision
points existing at a particular point in simulated time can be detected
and acted upon. Subroutine RESPNS, which reads iﬁ control variable

values, has a parallel structure to subroutine INQUIR.
Exogenous Decision Making

When a decision point has been detected, the decision information
printed, the permanent file constructed, and the simulation stopped,
the user makes his decisions based on any decision rule or intuitive
feeling that he desires. Once he has made his decisions for a partic-
ular decision point and the data cards for the control values are pre-
pared, the user restarts the simulation by reading from the permanent
file to fix all model variable values just as they were when the deci-
sion point(s) was detected. The next step is to read the control vari-
able values; subroutine RESPNS accomplishes this action. Figure 5.18
is a flow chart illustrating the construction of subroutine RESPNS.

Subroutine RESPNS is constructed parallel to the structure of
subroutine INQUIR; the control variables that are read in to direct the
enterprise's operation at each decision point follow the input formats

in User's Guide to the Beef Cattle Enterprise Simulation Model. When

current time is equal to a decision point time, or when the value of
IFLAG is two, then the logic path follows the YES branch from the if
statement. The first action is to read the control variable values
which apply for that decision point from the user supplied data cards;
the second action is to perform any execution statements that are
peculiar to that decision point. An example of such specialized eke-

cution statements is the action to wean the calf cohorts; here the
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Figure 5.18 Flow chart of subroutine RESPNS of the management
component
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‘control variable TFRACzi(twean ) 1s used to ‘transfer a fraction of the
Lth female calf subpopulation to the ith heifer cohort. Similar exe-
cution statements are required to cull the mature cow cohort using the
control variable CULFRCj(tcull)' When any necessary execution state-
ments have been completed for a particular time related decision point,
the logic path proceeds with the determination of the existence of
other decision points in this simulation time increment. If a special
decision point has been detected by subroutine INQUIR, then the value
of IFLAG is two. If IFLAG has a value of two, then subroutine RESPNS
branches to the YES side of the final if statement checks reads in any
control variable values required, and performs any needed execution
statements., At the conclusion of this step, the YES branch logic path
rejoins the main flow within the subroutine; the last action‘is then
to exit from the subroutine and proceed with the normal logic flow of
the overall simulation model.

The final element in the management component is subroutine
NORMAL; this element will be discussed in considerable detail in the
last part of this section under the subtitle "Endogenous Decision
Making." Control is transferred to NORMAL from two points; first, from
subroutine INQUIR if no decision points have been encountered in the
current time increment. The second referral point for subroutine
NORMAL is after subroutine RESPNS has completed its reading of control
variable values and executed any statements carrying out the user's
decisions.

Spring growth onset and breeding decision points require the user

to specify the value of various expectation and control values that will

have long term effect on the enterprise's behavior. At the time spring
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.growth:. begins;.the: user must.spec{fxﬂgevgpal?control,variableSsthat will
,;gg;ngnceythe;usg;pﬁchtage‘and~its growth over time, PDSTRBﬁi(t) con-
trols the stocking..rates on each Qf the land parcels through: specifi-
cation of the fraction of the population of cohort i that grazes on
land parcel n. Equation 5.2.6 illustrates this effect. TMHRk specifies
the times at which forage is to be mechanically harvested, while REMOVL
controls the amount harvested. XCPR.ODn and XCQUALn provide information
to the model about the expected amount and quality (TDN) of crop n that
will be harvested in this growing season. This includes forage growth
as well as feed crops.

Breeding is the activity of the enterprise that is most affected
by the uncertainties of cattle and feed stock prices. At this time the
manager must decide how his reproductive females will be bred, the
duration of the breeding period, and which animals are to be bred.
These decisions are very complex since they are ultimately conditional
on the prices that will occur in the market for cattle and for feed
stocks in the interval between the beginning of this breeding period
and the soonest date for calf sales. Moreover, the relationships
between feed stock intake rates over time and the success of breeding,
and between feed stock intake rates and weight gains of growing cattle
are so complicated that only use of a simulation model of the herd is
likely to correctly develop the impacts of breeding and feeding policies
on calf numbers and weights. Knowledge of the physical outcomes of
different feeding and breeding policies would then be combined with
expected prices to obtain predictions of financial outcome conditional
on the prices used. This simulation model can accomplish this invest-

igation through use of the decision point mechanism developed to permit
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Just this sort of evaluation of control strategy alternatives.

When the breeding decision point is reached, the management com-
ponent recognizes this fact and creates the restart file of simulation
variable values. It has also printed current state variable values to
allow the user to have a complete picture of the current condition of
the enterprise. The user makes the decisions about breeding and feed-
ing policies he wishes to follow and restarts the model to determine
the results of his decisions over time. When the next decision point
of the simulation is reached this procedure is repeated. The user
proceeds in this manner until the final time horizon has been reached
for evaluation of the breeding and feeding policies he is investigating.
He can then return to the restart file from which he started and repeated
this entire procedure using a different set of control variable values
representing a different breeding policy. By utilizing this sort of
procedure to investigate the alternative breeding and feeding policies
the user should be able to select one that is best for the price expec-
tations and other assumptions he is using. Figure 4.1l illustrates the
sort of alternative routes that can be developed using the decision
point mechanism.

The control variables that the user enters at the breeding deci-
sion point are (1) DURBi(t)--the duration of the breeding interval for
the ith female cohort, (2) FPLANSz(t)--the times at which the feeding
plans for the herd end, (3) CATTINikz(t)--the feeding rates for the
cohorts under the different feeding plans, and (4) DISTFDinz(t)--the
proportions of the desired TDN feeding levels to come from specific

feed stocks under the alternative feeding plans.
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Weaning is”an event which requires extensive calculation to carry
“out the user's decislons. At the time of weaning, the population of
calves (béth male and female) will be spread among numerous sub-
populations of cohorts 7 and 8. The user specifies how he wants these
calves used through the variables AGEMIN and TFRACzi(t). AGEMIN is

the minimum age that is to be weaned. This variable is included to
allow control over weaning in extended calving seasons, where calves
may be present in the entire range of subpopulations of the calf cohorts.
TFRACzi(t) is the fraction of female calves in subpopulation % that are
to be transferred to cohort i, In all cases the index % refers to

the z"h subpopulation older than the minimum weaning age, and 1

refers to cohorts 2 or 3--the replacement heifer and bred heifer
cohorts.,

An important consideration in the mechanics of weaning is to
preserve the age distribution that has been maintained in the calf
cohorts following transfer to the heifer cohorts. This age distri-
bution is important to future determination of puberty in heifers,
which 1s largely a function of age and weight, Discrete delays are
used in the calf and reproductive heifer cohorts to allow the
population to be recorded strictly on the basis of age, not on the
basis of relative maturity as is done in the other herd cohorts, The
individual stage delay length for the delay models of the calf and
replacement heifer cohorts are equal so as to keep the same level
of fineness of the age distribution. Figures 5.19 and 5.20 illustrate
the way in which the variables AGEMIN and TFRACi(t) can select from

the female calf cohort to create the new entries in the replacement



133

ggBP?PBj(twean)
20 | o
| T |
o
AGEMINQ:n?
A
: ll::
10t 1 : : 1 :
: [ : !
] [
' [
0’l|l:‘.
I B
N B N
o | DY S 1 | S 1

2 4 6 8 10 12 14 16 18 j index

Figure 5.19 Subpopulation values from the female calf cohort prior
to weaning action by management

ggnppp2j<twean)
TFRACIZ(twean) 0
TFRACZZ(twean) 0
TFRAC32(:wean)!= 0.5
20 [ TFRAC,Z(cwean) 2 0.5
TFRACSZ(:wean) = 1.0
? "RAC62(=wean) =0
:
]
10 [ o o ' o
A
Vol
] f ' '
Voo
N B
O *l 2 [ :
2 4 6 8 10 12 14 15 18 j index

Figure 5.20 Subpopulation values from the replacement neifer cohort
folleowing weaning action
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heifer and bred heifer cohorts. Figure 5,19 depicﬁé a feﬁhie calf
cohort with six subpopulations older than the minimum age for weaning,
AGEMIN. The table of values listed for TFRAC,,(t), %= 1,...,6 indicate
the fraction of the subpopulation indexed in the &th position greater
than the index corresponding to AGEMIN that are transferred to the
replacement coﬁzrt. Th;‘result of the initial female calf cohort
subpopulation diatribution, and the indicated values of AGEMIN and
TFRAsz(t),is the replacement heifer cohort subpopulation distribution
given by Figure 5.20. Mathematically,

SUBPOP.u(t) = SUBPOPS’m_i_z(t)*TFRACZZ(t) (5.5.1)
where:

SUBPOPij(t) = tﬁe population of the jth subgrouping of cohort i

TFRAsz(t) = the fraction of the m+% subpopulation of cohort eight

transferred through weaning to the replacement heifer

cohort

m = the subpopulation index corresponding to the oldest sub-
population younger than age AGEMIN.

Similarily for the females calves weaned and sent to the bred heifer
cohort,
= *
SUBPOPSz(t) SUBPOPB’m+2(t) TFRACzs(t) (5.5.2)
where:
TFRACza(t) = the fraction of the m+i subpopulation of cohort
eight transferred through weaning to the
bred heifer cohort.,
The remaining calves in the female calf cohort older than AGEMIN are

80ld’ on the market, as are all male calves not retained for bull replace-

' ments.
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Sales of cattle is Partially accomplished through use of the
cohort delay output variable ROUTi(t). Subroutine RESPNS makes use
of this variable when carrying out sales of the weaned animals not
saved for the reproductive or fattening cohorts. The current value
of ROUTi(t) has been computed in subroutine HOMOG4 in the demography
component. Subroutine RESPNS redefines this value to include sales
animals from the entire cohort rather than only those leaving the

cohort due to satisfying the required discrete delay time. Then

1 KK7
ROUT7(t) = [——J z SUBPOP7j(t) (5.5.3)
DT/  j=m

1) K .
ROUTg(t) = [;';J jfm SUBPOPg, (£)*[1 - TFRACj+1_m’2(t) - (5.5.4)
TFRch+l_m,3(t)]

where:
ROUTi(t) = annual rate of output from the ith cohort delay process

TFRACZi(t) = fraction of the female calf subpopulation indexed
m+e transferred to the ith heifer cohort

m = the subpopulation index corresponding to the oldest sub-
population which is younger than AGEMIN

DT = time increment of the simulation--fraction of a year,
ROUTi(t), as redefined above, is used to transfer cattle between
cohorts using the control variables c2, c3, c4, ¢5, ¢cs, C9, Cl0, and
Cll. These equations have aggregated together many animals of different
ages, and hence weights; the weight of the final subpopulation of the

calf cohorts must be redefined to reflect thig aggregation, Therefore
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K&
*
jEm SUBP0P7j(t) W7j(t)
Wy o (8) = (5.5.5)
Y ¥ m ' :
7
%' SUBPOP., (t)
b 73
j=m
KK8
- = *
- | jEm SUBPOst(t)*[l TFRACJ+1_m’2(t) TFRACj+l_m’3§t)] Wsj(t)
COWe o () =
8,KKq KK
L 8 wl1_ _
me SUBPOPg, (t)*[1 TFRACj+l_m’2(t) TFRAC, 11 3(E)] (5.5.6)
where:
wij(t) = gverage weight of the jth subpopulation of cohort i.
SUBPOPi (t) = the number of animals in the jth subpopulation
J of cohort i
KKi = the number of subpopulations in the ith cohort
TFRAC,,(t) = fraction of the female calf cohort subpopulation

1 indexed m# transferred to the ith cohort.

Equation 5.5.5 is simply the weighted average of weights of male calves
weaned, Equation 5.5.6 is the weighted average of female calves weaned,
but which are not selected for transfer to either of the reproductive
heifer cohorts. Using the variable TFRACZi(t), the simulation model
user can be selective about what calves are retained for use as replace-
ment animals. A common strategy of enterprise operators is to choose
the oldest calves for such replacements to maximize the likelihood of
successful initial breeding.

The final action of these special execution statements at calf

weaning is to set all SUBPOP7 (t) and SUBPOP8

(t) values to zero (for

3 3
j subpopulations older than AGEMIN) to reflect the fact that these

calves have been weaned and are gone.
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| Culling is a relatively simple process mgchanica;ly, but it has
wide ranging implications on future herd reprodgctive characteristics,
CULFRCj(t) is the fraction of the jth subpopulation of the mature cow
cohort that is to be culled. This control vgriable allows very detailed
control over culling--control that can be used to remove cows which are
not reproductively useful from the herd. The following equation imple-
ments culling for each subpopulation individually,
SUBPOPlj(t) = SUBPOPlj(t)*(l-CULFRCj(t)) (5.5.7)
where:

SUBPOPlj(t) = the number of animals in the jth subpopulation
of the mature cow cohort

CULFRCj(t) = the fraction of the jth subpopulation culled.
In a fashion similar to 5.5.3, the output rate of the mature cow delay

is used as a vehicle for funneling the culled cows through the financial

mechanism,
1) ¥
ROUT, (t) = ROUT, (t) + |— L™ SUBPOP, , (t)*CULFRC (t) (5.5.8)
1 1 DT 1j k|
i=1
where:

ROUTl(t) = the annual rate of output of animals from the mature
cow delay process

CULFRCJ(t) = fraction of the jth subpopulation culled

DT = the time increment of the simulation--fraction of a year,
Equation 5.5.8 differs slightly in form from 5.5.3 and 5.5.4 in that
the previous value of ROUTl(t) is retained, with the culled cows being
added to the former value. The reason for this difference is that in
the case of culling, the cows culled sre in addition to those which

are leaving the delay process through old age. Weaning 1is an action
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which is all inclusive, so that the animals exiting the calf cohort
”(1%”%ﬁy)5§ﬁaﬁf%2?%%&?“%&&25’Elécé“Afé'cbﬁnféé in fhe éhuééions 5.5.3
and '5.5.4, where thay would bé counted twice 1f the fokm of 5.5.8 was
“followed. | N o

Since the mature coﬁkcohort.is assumed to have ;elatively small
weight differences among the various subpopulations there is no need
to compute a pSuédo éverége'weigﬁé fo;‘the output rate as 1is done in
equations 5.5.5 and 5.5.6. The weight wl,KKl(t) is assumed to be a
sufficiently accurate value.

Figure 5.21 1llustrates an example of this culling prbcess guided
by the iﬁput of control values by the model user. Solid square points
represent the overall calving rate achieved by the various subpopulations
of the mature cow cohort during the previous calving season, Circular
pointsirepresent a particular culling fraction to be applied against
that subpopulation. This example culling pattern is guided by the
desire to eliminate cows from the herd which have not calved in the
previous year. The likelihood of cows failing to calve increases with
hprev;ous calv;ng failures, so elimination of such animals from the
herd should raise the overall herd calving fraction. The reason for
desiriné a higher calving fraction is the simple goal of reducing

“feéding costs to acliieve the same physical output. Other strategies
can, of course, be followed by“hodel users. The culling fraction for
the youngest subpopulation is lower than the value indicated by the

“gbove strategy to reflect the fact that these animals were not yet

“matire at their first calving ex{)erience.
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Tﬁeimanagerﬁcould.alsp be interested in adding to his herd, as
weil as oulling some or all of it. The cgpffo}:yggigg}gghéggpgi(t)
and C2, €3, C4, CS, C6, C9, Cl0, and Cl1 are available.to the tser at
the culling decision point to carry out any herd changes désired, whether
positive or negative. Figure 5.3 illustrates how the herd?matﬁration
flow variables gZ, ..?, Cllmaffecs.the Eerd. ASELLi(t) is§the pro-

portion of the current herd population of cohort i that is 'to be sold

in this time increment. Then

-ASELLi(t)*POPi(t)*(l-DRi(t)*DT)
ADRgTi(t) = (5.5.9)
‘ DT

where:
ADDRTi = the annual rate of additions to cohort i
POPi(t) = the current cohort i population
DRi(t) = the annual cohort i death rate
DT = the simulation time increment

ASELL (t) = proportion of the population of cohort i that is
to be sold in this time increment.

"Special decision point" is the term used to designate three events
that require‘tho interactive attention of the model user. The first
of these is pongharvest feed stock levels imcompatible with the
planned feeding rate rgrougoﬁtho”eno>of the wintering season. The
oecond of these 1s feed stocks insufficient to meet the planned
;feeding over a short interval into the future, eg. one to two simulation
time periods. Finally, the third decision point testing.criteria is
that working capital falls below $2000.00. Each of these criteria

P P --",‘:'7”.{:"::' B P RO . - | .
1s ‘checked every time increment of ‘the simulation {ust as the current
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time is checked for eqﬁality with one of thebtime related regular
decision points.

| yIn the first simulation time increment following the completion
of fall harvesting, subroutine INQUIR determines the requirements
for each feed stock by using the current cohort populations and the
current values of the time based feeding plans, This results in a
value of ACTEDln(t)--the total quantity of feed stock n required by
feeding plans from the present through the end of the wintering
season. ACTEDln(t) is determined in much the same way as STKFEDn(t)
is determined except that ACTEDln(t) is integrated over time in order

to obtain the entire wintering requirements., This gives

FPLANSL_l 1 9
= —— ok * *
ACTEDln(t) ftfall FQUALn(t) 151 Popi(tfall) [CATTINilz-l(t)
*
CNCFRCin(t) + CATTINizz-l(t) RHGFRCin(t)] dt
+.ftppring . )

z

—e POP, (t )*[CATTIN,. (t)*
FPLANSz_l FQUALn(t:) i1 i‘"fall 118

CNCFRCin(t) + CAITIN (t)*RHGFRCin(t)] dt

122

where: (5.5.10)

ACTEDln(t) = the season long requirements for feed stock n based
on the present feeding rates and feed distribution
planned

CATTINilz(t) = quantity of TDN fed to individual members of cohort
: 1 per day from concentrates under feed plan 2

CAITINizz(t) = quantity of TDN fed to individual’members of cohort
1 per day from roughages under feed plan 2

CNCFRCi (t) = fraction of the concentrate allocation of TDN to
n cohort i derived from feed stock n



(
1, if t < FPLANS

g
3, if FPLANS
k4, 1f FPLANS
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DISTFD (t), if LABELFn =1

o, 1f LABELF =2

fraction of the roughage allocation of TDN to

RHGFRCi (t)
n cohort i derived from feed stock n

DISTEDinz(t), if LABELFn = 2

0, if LABELF_ = 1
FQUALn(t) = fraction of TDN per kg feed for feed stock n

POP(t = the population of the ith herd cohort at t

fall
= time when the 2th feed plan ends and the %+l plan begins

fall)

FPLANSE

1

2, if FPLANS, < t < FPLANS,
, S t < FPLANS,

4 St < FPLANS,.

When the values of ACTEDln(t) have been computed, the following

equation is the criteria used for deciding that a special decision point

is needed to allow the user to adjust feed stock levels and planned

feeding patterns to be compatible. A special decision point is required

1f
FSTOCK (t .,) - ACTED, (. . )
FIOL, < fall fall (5.5.11)
ACTED (e )
where:

FTOLl = fraction feed stocks can differ from the computed feed
stock requirements implied by the feeding plans

FSTOCKn(t) = the current quantity for feed stock n on hand

ACTEDln(t) = feed stock n requirements of the present feed plans.

The second special decision point criteria is checked each time

increment that feeding is taking place. A special decision point is

required 1f



143

FINFLT*ACTEDZn(t) > FSTOCKn(t) - STKLOSn(t) (5.5.12)
where:

ACTEDZn(t) = feed stock requirement for feeding cattle during the
present time increment for feed stock n

FSTOCKn(t) = current quantity of feed stock n on hand

STKLOS_(t) = quantity of feed stock n lost through spoilage in
n
the current increment of time

FINFLT = 2.0, factor by which the feed stock requirement of the
current time increment is inflated as a safety
margin.

ACTEDzn(t) is determined in the same manner as is STKFEDn(t) in sub-

routine CONSUM (described in section 4). Then,

9
DAYS
R 52 1 N *I * *
ACTEDzn(t) FQU“In(t) iZlPOPi(t) CATTINilk(t) DISTFDinz(t) INl

+ CATTIN , (£)*DISTFD, . (t) *INﬂ (5.5.13)
where:

ACTEDzn(t) = the quantity of feed stock n required by the current
feeding plan for this time increment

POPi(t) = current population of cohort i
FQUALn(t) = fraction of TDN per kg feed for feed stock n

DISTFDin(t) = fraction of the feed allocation to cohort i
derived from feed stock n

CATTINil(t) = quantity of TDN allocated to cohort i from concen-
trates per day under feed plan 2

CATTIN,,(t) = quantity of TDN allocated to cohort i from
i2
roughages per day under feed plan 2

IN1 = indicator of type of feed
=1, if LABELFn = 1

= 0, if LABELFn = 2
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IN2 = an indicator of roughage feed
1, if LABELF = 2 |
i 0, 1if LABELFn =1

DAYS = number of days in a simulation time increment.

If the level of working capital falls below the arbitrary value
of $2000, the model also signals a special decision point. This event
is indicative that large cash outflows have drained the enterprise of
working capital. A possible solution is short-term borrowing.

When any of these events signal a special decision point, the
model follows the normal decision point procedure and awaits a restart
with control variable values. Since the problem is not fully specified
by events leading to a special decision point, the entire range of con-~
trol variables is available to the user for inputting new values.

Even if relatively little adjustment is made, the user is required to

input all control variables; the values are left to user discretion.

The User's Guide to the Beef Cattle Enterprise Simulation Model

specifies the exact format of the data cards containing control varia-
ble values required for each decision point. Figure 5.22 is a typical
message printed by the computer at a decision point indicating the

control variables which are required to restart the simulation.
Endogenous Decision Making

The management component model is constructed so that if none of
the five decision points is encountered, then logical control shifts to
subroutine NORMAL. This subroutine carries out all endogenous deci-
sion making within the component model. Four categories of decisions

comprise the contents of this subroutine; these are:
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EXOGENOUS INPUT REQUIREMENTS IN ORDER
APFUTR(5,20)
BPFUTR(8,10)
CPFUTR(NSTOCK,10)
PDSTRB (NLANDS,9)
XCPROD (NSTOCK)
XCQUAL (NSTOCK)
CFINAL REMOVL
TBRD(1),TBRD(2) ,TWEAN, TCULL

TMHR (5)

SEE THE USER GUIDE FOR INPUT FORMATS

Figure 5.22 Printed message at the spring growth decision
point requesting values for specified control
variables
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1) timing of slaughter cohort cattle sales,

2) fall crop sales and purchases to obtain wintering feeding
requirements,

3) mechanical harvesting of forage growth, and

4) concentrate and roughage cohort allocations.

These decisions are obviously more routine than those which must be
made at each of the decision points. The criteria upon which some of
these areas of endogenous decision making are based are standard
economic ones; e.g., selling if the marginal cost of holding exceeds
the marginal revenue. Some of the parameters used here are supplied
at decision points for use over an extended time period.

Mechanical harvest of forage growth is an example of using
exogenously supplied parameters over an extended period of simulated
time. Three key variables are inputted into the model at the spring
growth onset decision point; these are TMHRk, REMOVL, and CFINAL.
TMHRk specifies certain simulated times at which the forage growth
then existing in various land parcels should be harvested. REMOVL
specifies a fraction of the "excess" over and above current herd
needs that is to be harvested at each of these harvest times. CFINAL
specifies the fraction of the standing quantity of forage that is to
be harvested at TFALL--the end of the growth season. MHRn(t) is the
daily rate of forage removal from land parcel n. It is determined by:
r0, if t é[TMHRk, k=1, ..., 5]

MHRn(t) = {0, if GRNnt) < FLEVELn(t) (5.5.14)

REMOVL,

DAYS [GRNn(t) - FLEVELn(t)]

.
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where:
GRNn(t) = the quantity of forage material in land parcel n
DAYS = the number of days in the time increment DT
9
FLEVEL (t) = LOWXDAYS* ] PDSTRB__ (t)*POP, (t) (5.5.15)
n i=1 ni i
= a minimum quantity of forage needed to supply
the animals grazing in land parcel n for one

time increment

PDSTRBni(t) = fraction of the population of cohort i grazing
in land parcel n

LOW = 5.0, a minimum daily quantity of forage intake
POPi(t) = current population of cohort i.
When the end of the growth season arrives (t = TFALL), then the
manager controls the final forage harvest through CFINAL.

GRNn(t)*CFINAL

DAYS (5.5.16)

MHRn(t) =
where:

MHRn(t) = daily rate of mechanical harvest of forage from land
parcel n

GRNn(t) = quantity of forage available in land parcel n

CFINAL = fraction of the forage in land parcel n to be harvested
at the end of the growth season

DAYS = number of days in a simulation time increment.

Another end-of-growth-season activity is sales of the crop
production that is produced by the enterprise. The predicted sales
amounts have been determined at a breeding decision point; and if
no extraordinary crop price changes have occurred that were not
foreseen, then the predicted quantities are either sold or purchased.

The resulting feed stock levels should be adequate to meet the desired



148

feeding rates that the manager has also specified at a breeding

decision point.

-E:sALE‘s‘;l"(c")‘”'f- - RhA’CTb:”; " 1f REACTD_ < 0 ‘ (5.5.17)
srxpunn(i;"} N ’Rﬁf&cfﬁ;; if REACTD > 0 (5.5.18)

where: ‘
CSALESn(t) ; quantit& of feed stock n sold this period

' STRPUR_(t) = quantity of feed stock n purchased this period

REACTDn = the predicted net purchases of feed stock n.

REACTD; 18 controlled by the user at the various decision points which
are appropriate for such feed stock predictionms.

An extremely important decision in a cattle enterprise is timing
of animal sales. This decision is complicated by the reproductive im
Plications of most sales; the uncertainties of the future market make
decisions in this area quite complex. Two herd cohorts--steers and
slaughter heifers--do not share this general difficulty. These cohorts
have already been designated as sales animals only; the near term
market condition and the weight gaining characteristics of these animals
are the major considerations of the decision maker. The approach taken
in this model is to determine whether or not the expected marginal
revenue of retaining these cattle for one time increment exceeds the
expected marginal costs. When net marginal revenue is positive no
sales are made; the entire cohort population is sold when net marginal
" revenue is negative. A further check over a future interval of cattle
prices is made before a decision to sell on the first eriterion is
actually carried out.

A key element in determination of expected marginal revenue is

thé‘wéight gain expected from the input of feed to the animal. The
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'Hethidd used here parallels the development of Schuette[48] in the

?nugg;ggt ippagt subroutine NUTRN. The quantity and quality of feed
fed to each slaughter cohort animal is the primary determinant of the
weight éain of that animal. A constraint on cattle intake of feeds
allocated is the capacity of the animal to consume the feed; this is

modeled as a maximum fraction of the animal's body weight. Then

0.75 ALLOC, (t) ] (5.5.19)

DMIij(t) = min[ a*Wij(t)
where:

DMIij(t) = the daily consumption of feed of members of the
jth subpopulation of cohort i (dry matter basis)

Wij(t) = welght of members of the jth subpopulation of cohort i

ALLOCi(t) = CNCALi(t) + RHGALi(t)

(5.5.19a)
POPi(t)*DAYS
= the total allocation of feeds to members of herd
cohort i

a = parameter based on the body weight of the cattle
CNCALi(t) = concentrate allocation to cohort i -~ kg/DT
RHGALi(t) = roughage allocation to cohort i -- kg/DT
POPi(t) = population of cohort i
DAYS = number of days in a DT time increment.
Equation 5.5.19 has fixed the quantity of feed that is available for
digestion by a member of a particular weight animal, while equation

5.5.20 determines the average TDN value of this quantity.

DMITDNij(t) = CNCALi(t)*TDNCi(t) + [DMIij(t) - CNCALi(t)]*TDNRi(t)

DML, 4(t) (5.5.20)

where:

DMITDNij(t) = the average TDN value of the feed consumed by a

member of the jth subpopulation of cohort i
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IDNC, (t) = . average TDN value of the concentrate allocation
‘to’ eohort 1 <

’TDNR (e) = average TDN value of the roughage allocation to
) cohort i.

This eooation aosumes that tho concentrates are consumed in their
entirety before any roughages are consumed.

OncevDuITDNij(t)vis determined it may be used as the basis for
computing the energy values of the DMIij(t) feed consumption for two
purposes, i.e., energy used for maintenance of body processes and
energy used for weight gains. EGAIN represents the energy value of
the feed consumed in terms of mcal energy for gain/kg feed, while
EMAIN represonts the energy value of the feed consumed in terms of
mcal energy for maintenance/kg feed. These values are determined from
DMITDNij(t) using subroutine CNVRT, which uses a method of conversion
between these different systems of units authorized by the National
Research Council.

The amount of energy used for weight gains is that which remains
after the animal's maintenance requirements have been subtracted from
its energy intake. Since there are two energy values per feed intake
(one for body maintenance and one for welght gains) the determination
of the energy available for weight gains must be determined from the

quantity of feed used for maintenance purposes. This results in

| EFORG, () = EGAINW[ DHI,,(t) - 0.077*Wij(t)0'75/EMAIN ] (5.5.21)
where:

‘EFORGij(t) = energy available for weight gains for an animal
in the jth subpopulation of cohort i -- meal

EGAIN = gain energy value of the feed intake -- mcal/kg

EMAIN = maintenance energy value of the feed intake -~ mcal/kg.
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Having the value for EFORGij(t) is the next to the last step for
determining the actual rate of weight gain for animals in the jth

subpopulation of cohort i. DGAINij(t) is computed by the following

equation
a, + b, *EFORG, , (t)} _
DGAIN, .(t) = + 1 i i ij cy (5.5.22)
i ij

where:

DGAINij(t) = the rate of weight gain for members of the jth

subpopulation of cohort 1 -- kg/day
a,, bi’ Cy» di = constants for the ith herd cohort.

The upper signs are used when EFORGij(t) is positive, and the lower
signs are used when it is negative. This equation, then, gives posi-
tive weight gains for positive energy for gain values, and negative
welght gains for negative energy for gain values.

Determination of the rate of weight gain that will result from
the planned quantity and quality of feed allocation allows the margin-
al revenue of that weight gain to be calculated. This value is an
expected revenue gained from feeding the animal to obtain the weight

gain computed by equation 5.5.22.

KK

= 71 peamn

FREV
=14

i (t)*DAYS*SUBPOPij(t)*XPECTAk(t+dt) (5.5.23)

where:
FREVi = expected marginal revenue from the ith cohort -- $

DGAINij(t) = the rate of weight gain for the animals in the
, jth subpopulation of cohort i -- kg/day

SUBPOPij(t) = population of the jth subpopulalation of cohort i

XPECTAk(t+dc) = expected price of cattle of grade k at time
t+dt -~ $/kg

k = GRADEij(t) = price grade of animals within SUBPOPij(t)



152

KKi = the number of subpopulation_within cohort i

Coyen : . ' :
DAYS = the number of days in a DT time increment.

KRR

Once the expected marginal revenue of the weight gain has been

determined the remaining factor is the marginal cost of the weight

gain. Here, however, the marginal cost of maintaining the animal
another DT time increment is mofe>tha; just the cost of the feed used
for weight gain. To be precise, the mafginal cost is the cost of all
of the feed fed to the animal, the costs of delivery of that feed, and
any other costs associated with ret iining the animal. The model for
marginal costs used here breaks costs down into two factors, cost of
the feed allocated, and cost of delivery of that feed. Other factors
are assumed to be negligible in comparison to these two factors.
NSTOCK CPRICE_(t)

FCOST = POP, (t)*DAYS* §  ———D %[ CATTIN,  (t)*
i,feed 1 Rl FQUAL (0 112

CNCFRCin(t) + CATTINizz(t)*RHGFRCin(t)] (5.5.243a)

where:

FCOSTi feed ™ the cost of the feed stocks fed to members of
’ cohort i in the current time increment -- $

CPRICEn(t) = current price of feed stock n -- $/kg

CATTINilz(t) = allocation of TDN from concentrates per animal
per day to members of cohort i under feeding
plan & -- kg TDN/day

CATTINizz(t) = allocation of TDN from roughages per animal per
day to members of cohort i under feeding plan £
-- kg TDN/day

CNCFRCin(t) = DISTFD ng’(t:), proportion of the feed from con-
centraées delivered to cohort i derived from
feed stock n

RHGFRCin(t) = DISTFDi (t), proportion of the feed from rough~ "
ages deEivered to cohort i derived from feed
stock n
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FQUAL: (t) = the average TDN value of the nth feed stock.

- The cost of ‘feeding these quantities of feeds is’ given by"

FCOSTi,feeding = [ CNCALi(t) + FEEDALi(t) ]*HRFEDl*BPRICEl(t) (5.5.24b)

where:

FCOSTi,feeding = cost of feeding cohort 1 for one DT time
increment from labor use -—- §

CNCALi(t) = quantity of concentrates fed to cohort i —- kg/DT
RHGALi(t) = quantity of roughages fed to cohort i -- kg/DT
HRFEDL = hours of labor for feeding cattle -- hours/kg
BPRICEl(t) = cost of labor -- $/hour. '
The total marginal cost of retaining the ith cohort of the herd for
another DT time increment is then the summation of the two factors

explained above--the feed itself and the labor to feed it. Then

FCOSTi = FCOSTi,feed + FCOST (5.5.24¢)

i,feeding
where:

FCOST, = the total marginal costs of retaining cohort i for
another DT time increment -- §.

When the expected marginal revenue is discounted appropriately,
and then still exceeds the expected marginal costs, then no members of
the cohort will be sold in the current time increment. Discounting
the expected marginal revenue reflects the uncertainty that exists
in the future cattle price values. If marginal revenue happens to be
smaller than marginal costs, then expected cattle prices are searched
over some interval into the future in an attempt to discover the
highesttérice within this time interval. The period of time into the
future ééafched bi éubroutine NORMAL is a control variable set by the

model user. If the highest value of cattle prices within the interval
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[§i4$j3A§9§) falls,within;the intergal¥{t,kt+dt)(thgnﬁthe entire
cohort?popglggigp ghpgld?bégsqld,ﬁﬁIheureyenyefgainedrfrqmusales will
be highest 1f the patnale ars gold mediately, rather than, retaining
themvéof the future.w Theﬁcontrol vari;ble ADbRTi(éjdis used to carry
out this sales action; therefére

N " l‘k-‘in'Jrf;:('c')'*‘("l";_,i)ki*n'f)" |

DT (5.5.25)

ADDRTi(t) =

where:
POBi(t).=.population of cohort i
DRi = death rate of cohort i in fraction per year

ADDRTi(c) = annual rate of additions of animals to cohort i
-~ animals/year

DT = the basic‘simulation time increment -~ years.
If‘the highest price occurs at a time exceeding t + dt then no sales
are made in this period, because more revenue can be gained by waiting
for this higher price before selling.

The endogenous decision mechanism for selling the slaughter cohorts
has utilized the idea of ﬁarginal net revenue to guide the decision
to sell or to retain animals. When marginal revenue (net) is positive
ythén theupropér deciéion should bé retention of the cattle since the
dbsts of holding are exceeded by the anticipated revenue of holding.
Alternatively, when marginal net revenue is negative, the proper deci-
éion is to seli iﬁﬁédiatély. This mechanism is a straightforward
aﬁpliéation of sténdard econdmic fheory.

The last area that is included in this model of éndogenous deci-
‘sion making 1s the allocation of feed stocks to the herd cohorts. This

‘also includes the distribution of the allocation among specific feed
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stocks using the control variables CNCFRCin(t) and RHGFRCin(t).
Feed stocks are allocated to the herd under two separate circum-
stances: during the wintering period and during the growing season
if the quantity or quality of forage falls too low. The alternative
feeding plans used by the manager of this enterprise are modeled
using the variables FPLANS, CATTINik(t), and DISTFDin(t); these are
the times when feeding plans change, the quantity of TDN allocated
to members of herd cohorts per day, and the distribution of the TDN
allocation among feed stocks, respectively. The allocations of con-
centrate and roughage to each cohort is determined by the allocation
to each animal, the distribution of the allocation among the feed
stocks, and the TDN value of each feed stock. This results in
NSTOCK
CNCALi(t)= [ nzl CNCFRCin(t)/FQUALn(t)}*CATTINilz(t)*POPi(t)*DAYS
(5.5.26)
NSTOCK
FEEDALi(t) = ( ngl RHGFRCin(t)/FQUALn(t)J*CATTINizz(t)*POPi(t)*DAYS
(5.5.27)

where:

CNCALi(t) = the quantity of concentrates allocated to cohort i
for one DT time increment-~kg conc./DT

FEEDALi(t) = the quantity of roughages allocated to cohort 1
for one DT time increment--kg/DT

CATTINilz(t) = allocation of TDN from concentrates per day to
members of cohort i under feed plan &

CATTINizz(t) = allocation of TDN from roughages per day to
members of cohort i under feed plan £

POPi(t) = current population of cohort i

DAYS = the number of days in a DT time increment
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FQUALn(t) = the current average TDN value of feed stock n

~ i ;o [DISTFD,: a(t), 4f LABELF_ = 1
CNCFRC, (t) =
AR 0, 1f LABELF = 2
; DISTFD; ,(t), if LABELF = 2
RHGFRC, (t) = int n

0, if LABELF_ = 1

1, 1£0 <t < FPLANS, ()
2, 1f FPLANS, (t) <t < FPLANS,(t)

3, if FPLANSz(t:) <t< FPLANS3(t)

4, if FPLANS3(t) 2tc< FPLANSa(t)
The nutrient impact component subroutine CONSUM uses the variables
CNCALi(t), CATTIN

FEEDALi(t), CATTIN,,, (t), and RHGFRCin(t)

112 (€ 124
to determine the average TDN value of concentrates, TDNCi(t), and of
roughages, TDNRi(t). This is more fully explained in section V.4.

During the grazing season there may be instances where
supplementary feeding is necessary to provide nutrients that grazing
alone cannot deliver. Drought, with extremely low growth rates or
none at all, is an example. Subroutine NORMAL checks for such con~
ditions by determining the quantity and quality of forage available.
Normally the feed allocations to all cohorts are zero; i.e., CNCALi(t)
= FEEDALi(t) = 0.0, i=1, ..., 9. A minimum herd feeding rate,
RGRAZE(t), 1is computed to compare against forage stocks, with

NLANDS

RGRAZE(t) = MIN*DAYS* nzl STOCKL_(t)*LAND (5.5.28)
where:

RGRAZE(t) = a minimum quantity of forage necessary to sustain
the grazing herd over one DT time increment-~kg/DT
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STOCKLn(t) = the stocking rate in land parcel n--#/hec
LANDn = area of land parcel n--hectares
MIN = a minimum daily ration of forage per animal-~kg/day
DAYS = the number of days in a DT time increment.

The quantity of forage available, TGREEN(t), and the associated

average TDN value of that forage, VGREEN(t), are given by

NLANDS
TGREEN(t) = 7§ GRN_(t) (5.5.29)
n=1
1 NLANDS
VGREEN(t) = TeREE | nZ=l GRN_(t)*DIGEST_(t) (5.5.30)
where:

GRNn(t) = quantity of forage in land parcel n

DIGESTn(t) = quality of forage in land parcel n.
If TGREEN > RGRAZE(t) and VGREEN(t) > 0.40 then no supplemental
allocation is made; otherwise, the following roughage allocation is
made
FEEDALi(t) = RAL*DAYS*POPi(t), i=1, ..., 9 (5.5.31)
where:

FEEDALi(t) = quantity of roughage allocated to herd cohort i--
kg/DT

POPi(t) = current population of cohort 1

RAL = 5.0, a minimal supplementary feeding level to assist an
individual animal--kg/day.

The entire allocation of supplement must come from stored forage
retained from the previous wintering season, or perhaps from forage
already harvested and stored this growth season. RHGFRCil(t) = 1.0

for all herd cohorts.
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Summar

The management decision making component model has-been constructed
to meet ;he,;equipsmgn;g,specified,in.thg problem statement (Chapter
I1I). Becagge.the complexity of many decisions makes them extremely
difficult to reduce to computationally solvable forms, the model has
been developed to seek some control values exogenously. Such deci-
sions have been termed decision points and usually are associated with
specific herd actions; e.g., breeding, weaning, culling, and starting
grazing., Some less complex decisions can be determined endogenously
within the model using standard economic criteria. Examples are the
decision to sell slaughter cohort animals, forage harvesting, and feed
allocations to the herd. The mechanical process of seeking exogenous
values for some control variables involves using the simulation model
interactively in a batch mode. The user studies the simulation rec-
ord over time and the specific information printed at each decision
point to provide a basis for action. Evaluation of multiple decision
strategies at a particular decision point is possible through the use
of permanent files which "freeze" the simulation as it is at a decision
point. The user can review the results at his leisure and then con-'
tinue the simulation by simply attaching the appropriate permanent
file once he has made his selection. This feature makes exploration
of intuitive feelings and alternative exogenous variable assumptions
quitg feasible.

-The decisioﬂ making component has been developed to be realistic

in its treatment of actions taken by operating managers of ranchs.
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The ‘fine level of control variables makes many different types of
strategy evaluation possible. ‘Annual decision patterns, such as
culling and weaning, can be investigated, as can investment planning
projects. In short, the decision making component has been con-
structed to be as flexible as possible in meeting the potential de-
sires of managers interested in evaluating the consequences of

alternative decisions.
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V.6 Secondary Component Models

Chapter IV, section 2, provided a brief introduction to the three
. secondary components of this system; these are exogenous variable
determination, management of expected prices, and enterprise financial
accounting. This section will review the purpose and detailed con-

struction of each of these components' model.

Exogenous Variable Component

The simulation model has three types of exogenous variables which
influence the physical variables and management decision making. These
are crop and animal prices, climatic factors--temperature, solar radia-
tion, and rainfall, and feed crop production. Although a totally
comprehensive model of a beef cattle enterprise would endogenously
determine the crops to be planted as a function of prices and available
resources, this modeling effort is restricted to exogenous specification
of feed crop production. A year long stream of crop production is
specified with uniform spacing of values. This process is illustrated
graphically in Figure 5.23. The subroutine EXOG determines crop product-
ion for each possible feed crop in the interval ( t - dt/2, t + dt/2 )
by comparing the current simulated time T to the specified harvest time
of each crop. The effect of this structure is an impulse whose height
is the amount harvested in the interval. CROPnl(t) is the variable name
used for this quantity harvested in the time interval. CROPQLnl(t)
gives the TDN value of this quantity, CROPnz(t) specifies the quantity
of crop n residue that is harvested, while CROPQan(t) gives the TDN

value of that residue.



161
CROPnl(t)
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Figure 5.23 Yearly pattern of crop harvest as exogenously specified

Current prices and the current weather variables are also determined
by subroutine EXO0G. These are treated somewhat differently than crop
production because both prices and weather are continuous variables,
while crop production is not. Instaad of searching the input values for
a matcn between current time and some specified time point to get an
assoclated data value, prices and the weather variables ars datermined
through linear izcarpolacion zo computa the roper wvalua. The utilizy
funcszion TABLIEl is usad to accompliish :his intarpolacion. Figure 3,24
shows how :hié procedure works Ior the weather variable RAIN(:). The
following exogenous variables are determined {a similarily: 30LaR(z),

AVGTMP(t), APRICEk(t), k=1,...,3 and CPRICEn(t), n=l,...,NSTOCX.

l. Llewellyn, R.,FORDYN: A Industrial Dvramics Simulator, privataly
?ubliShéd, Raleigh’ N' Co, 1965' Po 4-200
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Rainfall
(cm/day)

t Time
Figure 5.24 Linear interpolation between exogenously specified
annual rainfall data points to obtain the current
rainfall value
Currently the model assumes that the weather and crop variables
are spaced uniformly with an interval of 0.05 years between values.
Further, the model assumes that the weather variables are repeated
year after year with no change. This assumption requires that one
view the weather variables as long run averages rather than specific
values from a stochastic process. A change in the component model
to actually use stochastic processes to represent the three weather
variables would be quite simple, but since at this time the entire
model uses deterministic variables rather than stochastic ones, this
change will not be made. Other spacings between the specified annual

pattern would also be quite easy to implement, even non-uniform ones.
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Expected Prices Component

Expected prices are an important base for the decision making of
the enterprise manager. These prices are also characterized by their
volatility as the agricultural sector of the economy; and the beef
cattle industry, in particular, reacts to economic and political events
throughout the world. The subroutine RESPNS has provisions for reading
in up to two years' expected prices for cattle and up to one year's
expected prices for crops at each decision point.

During routine operation of the overall model as it simulates the
passage of time, subroutine GENERT acts to make available the proper
stream of future expected prices from the current point in time. Re-
call that at each decision point the model user is asked to respecify
the stream of prices for the feed stocks and for all five cattle
slaughter grades through the future. The array CPFUTRn(t) holds the
stream of future prices for feed stock n spaced in intervals of 2DT's
from the present, to, through simulated time to + 20DT's. The array
APFUTRk(t) holds the stream of future prices for cattle grade k spaced
in intervals of 2DT's from the present, to, through simulated time to +
ODT's. In an effort to make this specified set of prices available to
the model as simulated time progresses forward from the time at which
the values were specified, GENERT advances the entries in the arrays
CPFUTRn(t) and APFUTRk(t) on alternate DT increments of simulated
time. Figure 5.25 provides an example of this procedure using the
variable APFUTRs(t). In Figure 5.25a the points specify the expecta-
tions of prices for cattle of grade 3 for a time span of 24DTs. The

labelled points Py» Py» Ps specify grade 3 cattle prices at times
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APFUTR3(t)
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Figure 5.25a Expected cattle prices over time starting from to

APFUTR3(t)
0.80 |
0.70 {
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®
°
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Figure 5.25b Expected cactle prices over time starting from £y
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ty + 4DT, ty + 6DT, and £y *+ 8DT, respectively. The point tg
represents the current value of simulated time while Py» Py, and
p3uare specified distances of time into the future (from the point
of view of simulated time). When simulated time advances as the simu-
lation proceeds, the stream of points needs to be shifted to the left
to bring the proper value of expected price into correlation with the
present value of simulated time. Lets suppose that simulated time
has advanced 4DTs from to; this is the value tl' Figure 5.25b de~
picts the proper positioning of value of APFUTR3(t) with t; being
the present simulated time. The curve given by data points in Figure
5.24a has been shifted 4DTs to the left as it should to preserve the
relationship between Pys Pys and Py Notice that the price values
P, and py are still the proper 2DTs and 4DTs into the future of simulated
time from t1 in Figure 5.24a as they were in Figure 5.24a. Subroutine
GENERT maintains this price positioning for all five cattle price
grades, and for all NSTOCK feed stock prices.

Subroutine CBOX[23] is used in subroutine GENERT to perform this
shifting of price array entries on alternate DT time increments.
CBOX also cycles the price value being removed to the furthest most
array location meaning that a price cycle of duratlon 40DTs is assumed
for cattle prices, and a price cycle of 20DTs is assumed for feed
stock prices. Of course the model user has the opportunity to respecify
the entire stream of prices at each decision point, so the price cycle
assumption implied by using CBOX is quite weak.

The major reason for this complex movement of price values as
simulated time advances is the ease with which current prices and future

expected prices from the current time may be determined. The three
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functions XPECTA(K,T), XPECTB(1,T), and XPECTC(n,T) are used to
tdetermine the expected price at time'Tuﬁog §5ade k“cattle,‘ré;ource 1,
,and feed stock n, respectively.: Each of these function subprograms
are designed to linearly interpolate between array entries .to deter—
mine the correct price at any desired time pqint‘w;thiq”tbe‘:enge of
times‘fet which price;expeptetions are valid. Current prices are
determined from these fpnction subprograms_py usingvthe current
time as the argument of the function; this gives APRICEk(t) =
XPECTA(k,tZ, BPRICEl(t) = XPECTB(1l,t), and CPRICEn(t) = XPECTC(n,t).
The function subprogram TABLIE(from Llewelyn) is used within-each of

the expectation functions to perform the linear interpolation required.

Financial Accounting Component

‘This component performs two tasks: first, accounting for all
‘purchases, sales, rzpayments, and taxes which occur during simulated
time; and second, computing present values of certain variables at
the end of a multiyear simulation run. Subroutine FINANC is the main
element of this component, others are subroutines REVENU, PRCOST,
CAPTAL and TAXSUB. The name of each of these subroutines is 1l-
lustrative of the function it performs. This component will be
explained in terms of four types of variables: revenues earned,
costs incurred, interest on debt and debt repayment, and taxes.

Subroutine REVENU determines the revenue earned from sales of
cattle and crops. Physical amounts sold times the market price equals
the revenue incoming to the enterprise. Because crops are ‘assumed to
bé“homogeneous, crop ‘Fevenués are much easier to determine than eattle

revenué:



167

Then .
:‘5,«'.
CREY (t) = nglcgn(t)§CS§LESn£t) . §§:6.1)

L

-there:

(OREV, () = revenue from sales of crop n -~ §/DT
CPﬁICEn(t) = market price of crop n -- $/kg

CSALESn(t) = quantity of crop n sold -- kg/DT.

Total crop revenue i8S the summation of eaqhvcgop's revenue giving

NCROPS
CREVycrops + 1 (F) I CREV (t) (5.6.2)
n=1 n
where:
CREVNCROPS + l(t) = total crop revenue earned in this time
increment~-$/DT

CREVn(t) = crop revenue earned from sales of crop n in this
time increment--$/DT

NCROPS = the total number of possible crops.
Determination of cattle revenue is complicated by the fact that
nqc g}l,sq}gs”animals have the same weight or the same price grade.
Quantities of cattle sold from each of the nine herd cohorts are
_}g%ven by two variables, ROUTi(t) and ADDRTi(t) represents the annual
output rate of cohort i, while ADDRTi(t) represents the annual rate
of additions to the herd (which can be either positive or negative).
mm&Wheq ADPR?1€t1,<}Og then there_is.a neggg%ve addition to the cohort;
i.e., sales. These additions are ;ssuméd“to affect:each cohort
subpopulation as”a uniform pefcentage of its current subpopulation.
Section 1 expiﬁiﬁséthiS‘procegéfmore completely. Certainly not all
.of ‘the gﬁfhaféaleéGfﬁé”coﬁort;i(are sold=-some are only being trans-
ferred fr?p one cohort to another. An example is the output from
the, éeplacemént heifer cohort; heré virtually“all of the output

is béing transferred to the mature cow cohort and not being sold.

! :
oo ‘ o
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‘Figore 5.3 illustrated the structure of thé hexd demographigmﬂodel and
the use of the control variables é2ixé§fﬁé&: CB :éév 69:’6163%énd c
to direct the flows of cattle 1eaving each cohort, The variable CON (&)
represents the proportion of the output flow rate, ROUT (t), that is
sold. Study of’ Figure 5. 3 will show that

CON; () =170 | (5.6.3)

© CON,(£) = 1,0 -'C10

C0N3(t) = Cl1

CONa(t) = 1,0

CONS(t) = C6

CONG(t) = 1,0

CON7(t) = C4

CONs(t) = C9

CONg(t) = 1,0

Combining the sales resulting from negative "“cohort additions,"
and exits from the herd due to satisfaction of individual cohort a2lay
times, gives the total animal sales in the current time increment as
ASALES, (t) = DT*[ROUT (t)*CON (t) +U (t)] (5.6,4)
where:

ASALES (t) = number of animals sold from cohort 1 in this time
period--#/DT

DT =:leng§h of the simulation time increment in years
ROUTi(t) = cohort i delay output rate--#/year

CONi(t) = proportion of ith cohort output rate sold
Ui(t) = 0, if ADDRT, (t) > O

= -ADpRIi(t), if QDDRTi(t) <0
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ADDRTi(t) = annual rate of additions to cohort i--~#/year,
Since éaﬁtle Prices are in terms of $/kg, the above expression is not
yet sufficient for determination of revenue. The welght of each -of the
cohort sale quantities must yet be determined, Additionally, there are
five cattle price grades; this requires that the average grade for
each cohort's sale animals also be determined, The variables AVGWi
(t)and AVGGRDi(t) specify the average cohort sales weight and average
price grade, respectively.

% * *
DT ROUTi(t) CONi(t) wi,KKi(t)

\' =
AVGH, (t) ASALES  (t) *

[ASALESi(t) - DT*ROUTi(t)*CONi(t)]*ALWTi(t)
ASALESi(t)

(5.6.5)

where:

W,,(t) = the average weight of cattle in the jth subpopulation of
ij
cohort i

ALWTi(t) = the average weight of the ith herd cohort -- kg/animal

KK
zi Wij(t)*SUBPOPij(t)
§=1 POPi(t)

(5.6.5a)

where:

KKi = the number of stages in the delay model of cohort i
]
SUBPOPij(t) = number of animals in the jth subpopulation of
- cohort i

POPi(t) = total population of cohort i.
The average grade of cattle sold from cohort i is

*
DT*ROUTi(t)*CONi(t) GRADEi,KKi(t)

AVGGRDi(t) = (5.6.6)

ASALES (t) +

[ASALESi(t) - DT*ROUTi(t)*CONi(t)]*ALGDi(t)
ASALESi(t)
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vhere: .

hggéDE (t) = the price grade of animals in the j ‘ subpqpulation
S " of cohort 1
TALéﬁikf)‘thheigﬁgfggé grade of animals in cohort 1

" KK;

1 GRADE (t)*SUBPOP (t) (5.6.6a)

'ROUT‘(t) = the output rate of the ith cohort delay model--#/year

ASALES (t) = the number of cattle from cohort i sold in this time
period-~#/DT

CONi(t) = the fractign of the output rate of cohort i sold
;~SUBPOPij(t) = the population of the jth subpopulation of cohort i

POPi(t) = population of cohort i

DT = the time increment of the simulation--fraction of a year.
AVGGRDi(t) is further constrained to be an integer, since there are
specific price grades, not a continuum of prices based on slight
physical differences. The revenue earned from cattle sales, AREVi(t),
is then

AREVi(t) = ASALESi(t)*AVGWi(t)*APRICE (5.6.7)

AVGGRDi(t)(t)

where:

AREVi(t) = revenue earned from sales of cattle from cohort i in
the current time increment--$/DT

ASALES (t) = the number of animals sold from cohort i in the
current time period--{/DT

AVGWi(t) = the averége weight of cattle sold from cohort i--kg
APRICE (t) = the current price for cattle of grade k--$/kg

AVGGRD (t) = the average price grade of cattle sold from cohort
i in this time increment.

The total revenue earned from cattle sales in the current time period
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is the summation of the revenue earned from sales in each cohort,

glving
9

AREV, (t) =i): AREV, (t) (5.6.8)
=1

where:

AREVlO(t) = total revenue earned from sales of cattle in this
time increment -~ $/DT

AREVi(t) = revenue earned from sales of cattle from cohort i
in this time increment -- $/DT.

Subroutine PRCOST determines the costs of production for cattle
and for crops. Cattle production costs are determined by valuation of
the quantities of eight production resources used for various activi~
ties associated with the cattle herd. Examples of such activities are
breeding, weaning, culling, feeding the herd, etc. Nine categories of
production cost are used to allow realism in this model. A list of the
nine categories of cattle production cost along with the variable name
and the units used is given in Table 5.1. Crop production costs are
determined in a much less rigorous manner since crop production is not
modeled as such in this simulation model. Crop production costs are
basically determined by assuming that the cost of production to the
enterprise is a fixed proportion of the market price at harvest time.
This costing mechanism is recognized as being unrealistic, but it is
tolerable here because of the place crop production assumes in the
overall priority of this project. ACOSTk(t) and CCOSTk(t) are the
variables which are used to represent specific categories of cost for

cattle and crops, respectively. Table 5.1 defines these variables.
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Definition of Crop and Cattle Expense Variables

; Variable Definition Units
vACOSTl(t): Labor expenses §/DT
. ACOSTz(t) Repair exﬁenses $/DT
fACOSTa(t) Utility expenses $/DT
ACOSTa(t) Veterinary and breeding expenses $/DT
ACOSTS(t) Fertilizer and seed expenses $/DT
ACOST6(t) Leased land expenses $/DT
ACOST7(t) Animal feeding expenses $/DT
ACOSTs(t) Cattle purchase costs $/DT
ACOSTg(t) Miscellaneous, overhead, etc. $/DT

| CcoST,(t) | Feed crop production expenses | | s/r |
CCOSTZ(t) Mechanical harvesting of forage costs $/DT
CCOSTs(t) Feed stock purchase expenses $/DT
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Crop costs are determined directly from crop production and feed
stock purchases. ' Since all crops except forage are eibgenously speci-
fied by the-user, determination of costs is quite difficult. The
method used here is to simply deflate the current market price to

get a hypothetical production cost. Then

NSTOCK
CCOST, (t) = ] CROP . (t)*CPRICE (t) *DEFLAT (5.6.9)
n=2 nl n
NLANDS
CCOST,(t) = DAYS*| MHR (t) *[HRHARV*BPRICEl(t)
n=l
+ SPHARV*BPRICE3(t:)] (5.6.10)

where:

CCOSTl(t) = production of the current feed crop costs

CCOSTz(t) current costs of harvesting forage
CROPnl(t) = current production of crop n -- kg/DT
BPRICEl(t) = current price per unit of production resource 1

HRHARV = hours of labor per kg forage harvested

SPHARV = units of utilities required to harvest forage
-- units/kg

MHRn(t) = daily rate of forage harvest from land parcel n
DAYS = number of days in a DT time increment
CPRICEn(t) = current market price of feed stock n -- $/kg

DEFLAT = scaling factor to determine crop pProduction costs in
terms of current price.

Costs of crop purchases are simply the summation of the quantities
Purchased times their current price, giving
NSTOCK

CCOSTy(t) = ] STRPUR (t)*CPRICE (t) (5.6.11)
n=1 n e
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,Where: , .
STKPUR (t) = quantity of. crop n(purchased this time period
xCCQ?IB(t) = cpst.of.feeq stock purchases in the current period
~ CPRICE_(t) = current price of crop n--$/kg.
Total crop costs in this period (feed stock costs) is the summation
of each of these individual cost factors; CCOSTz(t) is excluded
from this summation because the forage production costs will be
added into the animal production costing. This is done simply to
keep all animal-related factors together.
CCOSTa(t) = CCOSTl(t) + CCOSTB(t) (5.6.11a)
where:
CCOST4(t) = the total crop-related production costs in this

time period.

Table 5.2 Definition of Resource Variables

VARTABLE DEFINITION
RESORCl(t) Hours of labor

RESORCz(t) Units of veterinary supplies
RESORC3(t) Units of utilities
RESORCA(t) Kgs of fertilizer

RESORCS(t) Kgs of seed

RESORC6(t) Hectares of land leased
RESORC7(t) Units of breeding supplies
RESORCS(t) Units of repair materials

The quantities of each resource variable, RESORCl(t), used in
each time increment of the simulation are a function of the differ-

ent events and activities which have taken place within that DT time
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period. ' To write conventional equations listing the total amount
of each resource used would require as many equation sets as there
are combinations of events and activities. To avoid this difficult
task, the quantity of resources required for each event or activity
will be defined separately for each event or activity which exists.
The total quantity of each of the eight resources used in any par-
ticular DT time increment is determined by the particular set of
events which has occurred within that time increment. This means
that the sense of each of the equations used here is
RESORCl(t) = RESORCl(t) + a specific event-related amount.
In the simulation model this organization is quite natural because
of the eagse with which IF statements can be used to shunt the logi-
cal path of flow through series of equations which apply only for
specific events or specific times of the year. When an equation
of form 5.6.12 through 5.6.25 is encountered, the quantity calcu-~
lated is simply added to whatever sum already existed for that
variable. The only requirement needed to perform this addition
is initialization of resource quantity used to zero at the beginning
of each DT increment of the simulation.

Feeding is a major activity requiring the use of resources,
primarily labor. The amount of labor used for feeding is

NSTOCK
RESORC, (t) = HRFED1* ) STKFED_(t) (5.6.12)
n=1

where:

RESORCl(t) = hours of labor required to feed cattle this time

increment--hr/DT
STKFEDn(t) = quantity of feed stock n fed to cattle~~kg/DT

HRFED1 = hours of labor per kg of feed stocks fed.
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+Anothergmajotr! source:;ofs production;costs: 18 breeding;-éspecially

Af artificlal:insemination: is-usedi. This-activitysrequires-labor

7 a5 well as.breeding-supplied; Furthermore; breeding is not:a single

»event:but.an:activity.covering-an extended period of time; i.e.,
DURBi(t) fbr;the;ith:cohort./ The number;ofuhourSVOf labor required
for. breeding. is modelled as a function of the number of servicings
experienced by.each herd cohort subpopulation, The variables DT

- and DURBi(t) act to spread the quantity of labor hours required
uniformly over the interval DURBi(t), i=1l, ,.., 3. They act simi-

larly. in. spreading breeding supply resources used uniformly as well.

| : 3 KKy INB, , (£) *SUBPOP, , () *DT
RESORC, (t) = HRBRED* ] SRS (5.6.13a)
: 1=1 j=1 i
R L *
14 (EY*SUBPOP ., (£)*DT
RESORC, (t) = SPBRED* ] DURE (5 (5.6.13b)
i=l j=1 i

where:

RESORCl(t) = hours of labor used for breeding in this time
increment--hours/DT

RESORC7(t) = units of breeding‘supplies used for breeding in
this time increment--units/DT

INBij(t) = number of breedings for the jth subpopulation of
cohort 1

DURBi(t) = duration of cohort i breeding
ﬁiBRED = hours of labor required per servicing
SPBRED = number of units of breeding supplied per servicing

(t) = number of cattle in the jth subpopulation of

'SUBPOPi
cohort 1.

3

Calving costs are modeled as using labor exclusively; equation

56,14 determines the~numberfbfnhours,of labor used in a DT time
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“increment by summing the number of newly bothmale and female
calves and multiplying by the labor resource parametetr HRCALV.
| @é&kcl(t) = ‘HRCALV*[SUBPOP71(t) + 'SUBPOPsl(t)] (5.6.14)

where:

RESORC (t) = hours of labor required for calving assistance
in the current time period

SUﬁP0P7l(t) = number of newly born male calves

SUBPOPSl(t) = number of newly born female calves

HRCALV = hours of labor required per calf born.

When calves reach a specified age, all calves are vaccinated
and most male calves are castrated. These events are modeled as
using labor and vaccination supplies, giving
RESORCl(t) = HRCAST*(1 - C2)*POP7(t) + HRVACC*[P0P7(t) + POP8(t)]

(5.6.15)
RESORCZ(t) = SPVACC*[POP7(t) + P0P8(t)] (5.6.165
where:

RESORC (t) = hours of labor required in the current DT time

increment to perform castration of male calves
and vaccination of both male and female calves--

hours/DT

RESORC (t) = units of veterinary supplies used for vaccination
in this DT time increment--#/DT

SPVACC = quantity of veterinary supplies used per calf vaccinated

POPi(t) = total population of the ith cattle cohort

C2 = fraction of male calves cohort output being retained for
bull replacement

HRCAST = hours of labor per calf castrated

HRVACC = hours of labor per calf vaccinated.
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 Weaning and culling are herd management activities .which only

- require.labor. Weaning labor requirements are:
KK, KKg
RESORC, (t) = HRWEAN* Y SUPBOP,,(t) + ) SUBPOP

(t)
| 3=TAMIN 7] y=IAMIN 83

(5.6.17)

where:

RESORC. (t) = the number of hours of labor required to wean

1 calves and transfer them to desired uses--hours/DT

SUBPOP7 (t) = population of the jth subgroup of male calves

h|
SUBPOPBj(t) = population of the jth subgroup of female calves

h

KK, = the number of subpopulations of the it herd cohort

i
HRWEAN = number of hours of labor required per calf weaned--
hr/calf

IAMIN = the subpopulation index of the calf cohorts which is
the smallest index greater than the age represented
by AGEMIN.

Culling is another herd managemené procedure which can be
.modeled as utilizing labor resources exclusively. The quantity
of labor required for culling is directly proportional to the number
of cows culled; this gives

KKy

RESORC, (t) = HRCULL* Y SUBPOP
i=1

(t) *CULFRC, (t) (5.6.17a)

1j 3

where:

(t) = the number of hours of labor required for culling
of the mature cow herd

RESORCl

(t) = the number of cows in the jth subpopulation of

SUBPOPl
the mature cow cohort

3

CULFRCj(t) = fraction of subpopulation j of the mature cow
cohort culled

HRCULL = hours of labor per cow culled.
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Reseeding and fertilizing pasture lands is one way that a
manager can increase forage production. The costs of this activity
are in the use of labor to perform the activity and in the physical

supplies used.

NLANDS
RESORC, (t) = (HRSEED + HRFERT)* | LAND (5.6.18)
n=1
NLANDS
RESORC(t) = SPSEED* ] LAND (5.6.19)
n=1 n
NLANDS
RESORC, (t) = SPFERT* ] LAND_ (5.6.20)
n=1
where:
RESORCl(t) = hours of labor used in reseeding and fertilizing
of herd grazing lands--hours/DT
RESORCS(t) = quantity of seed used in reseeding grazing lands--
kg/DT
RESORCa(t) = quantity of fertilizer used in fertilizing grazing

lands of the herd--kg/DT

LANDn = area of land parcel n--~hectares

NLANDS = number of distinct land parcels

HRSEED = hours of labor to seed per hectare
HRFERT = hours of labor to fertilize per hectare
SPSEED = units of seed applied per hectare
SPFERT = units of fertilizer applied per hectare.

Another event highly land oriented is harvesting of forage
growth through mechanical means. This would be either for storage
or for cash sale. Harvesting requires labor and utility usage, since

fuel is an element of the composite resource 'utilities."
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L OCINMBMNMO: [T

B

RESORC, (t) = HRHARVDAYS* ] "MHR_(t) (5.6.21)
A ) 5 ' n“l
S . NLANDS
RESORC,(t) = SPHARVADAYS* I MHR (t) (5.6.22)
n=l ‘
where:

MHRn(t) = mechanical harvest rate from land parcel n--kg/day
DAYS = the number of days in a DT time increment

HRHARV = hours of labor per kg forage harvested—-hbur/kg
SPHARV = units of utilities per kg forage harvested--units/kg

RESORCl(t) = hours of labor required for forage harvesting in
this time increment-~hour/DT

RESORC3(t) = units of utilities used in forage harvesting in
this time increment--units/DT.

RESORCG(t) is the quantity of land which is leased, either for
grazing or crop production. HLEASE is this quantity; it is assumed
to be constant over a single year.

Two activities are assumed to take place on an ongoing basis
throughout the year. Repair of buildings, equipment, and land
improvement, ie., fencing, 1s one. A second is the use of utilities
to warm buildings and provide power for lights, ventilation, etc.
The amount of utilities required is certainly a function of the
time of year and of the activities that are seasonal because of
climatic variatioms.

NSTOCK

9
L PoP, (t) + SPUTL2* L FSTOCK (t)

RESORCa(t) = UNIT#*{SPUTL1*
i=1 n=1l

(5.6.23a)

if t < TSPRNG, or t > TFALL
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. 9 . NSTOCK )
- RESORC,(t) = UNIT* SPUTL3* ]-POP, (t) +SPUTL4¥ - ] - FSTOCK_(t)
: i=1 n=l
(5.6.23b)

if TSPRNG < t < TFALL
where:

RESORC3(t) = quantity of'utilities used in this time increment
to provide heat, power, lights, etc.--units/DT

POPi(t) = current cohort i population
FSTOCKn(t) = current feed stock n quantity--kgs

TSPRNG, TFALL = the onset and stoppage of plant growth, respectively

SPUTLL = units of utilities per animal per month--units/

animal /month

SPUTLZ = units of utilities per kg of feed stock per month--

units/animal/month

SEUTL3 = units of utilities per animal per month--units/animal/
month

SPUTL4 = units of utilities per kg of feed stock per month--

units/animal/month

UNIT = DT/.083333.
Equations 5.6.23a, b represent the quantity of utilities needed to
provide power for a DT time increment to buildings during wintering
and grazing periods, respectively. SPUTL1l, SPUTL2, SPUTL3, and SPUTL4
are monthly time-based parameters; the variable UNIT is a scaling
factor to adjust the use of utilities to the time interval DT that
has been used.

Repairs are also an ongoing activity that must be adjusted to

get a quantity of resources used per DT time increment. Labor and

he -

repair materials are the only resources that are used in the equation

modeling these repairs.
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9 NSTOCK
RESORCT (t)! = UNIT¥|HREQIP* J{POP, (t) + HRFCAP*  J° FSTOCK_(t)
1e1 -4 n=1
NLANDS .
+ HRMAIN* ) LAND_ (5.6.24)
n=1
9 NSTOCK
| RESORC (t) = UNIT# SPREP1 ) popP 4(t) + SPREP2* ] FSTOCK (t)
3 0 A=l n=1
o NLANDS )
+SPREP3* ] LANDS J (5.6.25)
n=1

where:

RESORC (t) = quantity of labor used for repairs this time
_increment-~hours/DT

RESORC (t) = quantity of repair material used in this time
increment--units/DT

LANDn = area of land parcel n~-~hectares
'HREQIP = hours of labor per animal per month--hour/animal/month

hours of labor per kg of feed stock per month--hour/

~ HRFCAP
) ' animal/month

HRMAIN = hours of labor per hectare per month--hour/hectare/
month

SPREP1 = units of repair material per animal per month/units/

animal/month

SPREPZ = units of repair material per feed stock per month--
units/kg/month

SPREP3 = uﬁits”of'fepéir“material per hectare per month--units/
hec/month

POPi(t) = current population of herd cohort i1
.These two . equations model repair resource consumption as functions
%og thggqggbgr oﬁﬁcat;%e, thg\quaqtity of feed stocks on hand, and

,the amount of land area in use.
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Determination of animalvpro§ggtionmcgsts is completed by costing
_ out the quantity of resources usgd.in each DT time increment of the
gi@ﬁiéﬁ%ah; RESORCz(t), 2= 1, ..., 8 gives the quantity of each of
the resources used. BPRICEz(t), £ =1, ..., 8 gives the price per
‘unit of resource as the resource variables RESORC(t) were defined

in Table 5.2. Multiplication of the quantity of physical resource
used by its current price is the cost of supplying that resource
quantity in the current time increment. The production cost vari-
ables ACOSTz(t) glve the costs of animal production in the current
time increment by appropriately grouping the production resources.

This gives the production costs as defined in Table 5.1 as

ACOSTl(t) = RESORCl(t)*BPRICEl(t) (5.6.26)
ACOSTZ(t) = RESORCB(t)*BPRICEB(t) (5.6.27)
ACOST3(t) = RESORCB(t)*BPRICE3(t) (5.6.28)

ACOSTa(t) = RESORCZ(t)*BPRICEz(t) + RESORC7(t)*BPRICE7(t) (5.6.29)

ACOST_(t) = RESORC, (t)*BPRICE,(t) + RESORC(t) (5.6.30)
ACOST,(t) = RESORC,(t)*BPRICE(t)*DT (5.6.31)
NSTOCK : Z
ACOST.(t) = ] STKFED (t)*CPRICE (t) (5.6.32)
n=l
9
ACOSTg(t) = DT*iZIADD (t)*APRICEPGRADEi(t)(t)*PAWATEi(t) (5.6.33)
ACOSTy(t) = OVHEAD*DT (5.6.34)
where:

ACOSTk(t) = production cost in category k in the current time
increment--$/DT

PAWATE (t) = average welght of animals purchased and added
-to cohort i in this period--kg
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"BPRICE ?t)HQWtﬂeﬁéﬁtféﬁt'priéé‘pér unit of RESORC (t)--$/unit

’RESORC (t) = the quantity of resource used in the current time
increment of the simulation 'as determined from
all events and activities which have occurred in
the DT increment~--units/DT.

DT = the simulation time increment in fraction of a year

NSTOCK = the number of feed stocks in use by the enterprise

STKFEDn(t) = quantity of feed stock n fed to cattle in the
current time interval--kg./DT

CPRICEn(t) = current price of feed stock n--$/kg.
APRICEk(t) = current price of grade k cattle--$/kg.

PGRADEi(t) = grade of cattle purchased as a addition for
cohort 1

OVHEAD = annual miscellaneous production costs--$/yr

ADDi(t) = annual rate of herd additions

0, if ADDRT, (t) < 0

ADDRTi(t), if ADDRTi(t) > 0.

Total animal production costs for this time increment are
9

ACOSTlO(t) = z ACOST (t)

i=1

1#7
ACOST7(t) values are excluded from this total because they are
counted in CCOSTS(t) where the purchases of feed crops are itemized.
Double counting of expenses would occur if ACOST7(t) were included
as a part of the total running operating costs of the enterprise.
ACOST7(t) is useful, however, because the current value of feed
"stocks fed to the herd is a valuable item of status information for
management.

Table 5.3 itemizes the entire parameter list used in deter-

mining production costs and presents a sample value. Other values
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Table 5.3 Parameter Values and Definitions for the

Productjon Cost Element of the Financial

Component

Parameter Value Definition

OVHEAD 5000. annual overhead and miscel laneous costs--$

DEFLAT 0.91 ratio of crop production costs to prices

SPBRED 0.5 units of breeding supplies per cow servicing

SPVACC 1.0 units of vaccination supplies per calf '

HRCALYV 0.05 hours of labor per calf born

HRFED!1 00047 hours of labor per kg. feed fed

HRBRED W25 hours of labor per cow servicing

HRVACC 0.03 hours of labor per calf vaccinated

HRWEAN 1.75 hours of labor per calf weaned

HRCULL 0.2 hours of labor per cow culled

NRCAST 0.2 hours of labor per male calf castrated

HRSEED 0.04 hours of labor per hectare of land seeded

HRFERT 0.04 hours of labor per hectare of land ferti!izer

HRHARV .0021 hours of labor per kg. forage harvested

HREQIP 0.03 hours of labor for equipment repair per
animal per month

HRFCAP .00002 hours of labor for repair per kg. feed
stocks per month

HRMAIN .00475 hours of labor for repalr per hectare of land
per month

SPUTL1 2.5 units of utilities per animal per month
during wintering

SPUTL2 .0001 units of utilities per kg, feed stock per
month during winter

SPUTL3 0. units of utilit+ies per animal per month
during grazing

SPUTL4 .00001 units of utilitles per kg. feed stock per
month during grazing

SPUTLS 0.02 units of utilities per kg. forage harvested

SPSEED 10.0 units of seeds used per hectare sown

SPFERT 50.0 units of fertillizer per hectare ferti!ized

SPREP1 0.10 units of repair material per animal per month

SPREP2 .000013 units of repair material per kg. feed stock
per month

SPREP3 0.01 units of repair meterial per hectare of land
per month

HLEASE 0. hectares of leased land per year
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.can, of course, be used by reading in any desired value during
program 'initialization and start up. Detailed cost examination
of individual enterprise records and operation should serve to
obtain better values than'theée given., “A final note--OVHEAD’repré-
sents miscellaneous costs and the salary that a manager would obtain
that is separate from hours of physical labor that he might perform.
Debt of the enterprise has been divided into the arbitrary
classifications of short-term and long-term. This has been done to
draw the needed d;stinction between borrowing for land purchases,
e.g., mortgages, and borrowing for operating capital. Long-term
debt is assumed to only aecrease or remain constant during individual
runs of the model. Shrrt-term debt can be increased by borrowing at
special decision points, the interest rate and repayment schedule
can also be renegotiated, whereas these are fixed for long-term

debt. Long-term debt is therefore handled by the following equations.

CAPTLl(t) = CAPTLl(t-dt) - PMONTH(t) (5.6.36)
PINTER(t) = CAPTLl(t)*CAPTL3*DT (5.6.37)
where:

CAPTLl(t) = current long-term debt--$
CAPTL2 = contracted monthly repayment of long-term debt--$/month
CAPTL3 = annual interest rate for long-term debt

PINTER(t) = payment of interest on long-term debt in this
time increment--$/DT

PMONTH(t) = repayment of principal on long-term debt in
time increment--$/DT

0, if CAPTLl(t) = 0
CAPTL, (&), 1if CAPTL,(£) < CAPTL,(t)

CAPTLz(t), if CAPTLl(t) > CAPTLZ(t).
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Short-term debt is handled analogously except that additional loans
can be obtained, and the interest rate and repayment variables are

functions of time.

SDEBT(t) = SDEBT(t-dt) - SMONTH(t) + SLOAN(t) (5.6.38)
SINTER(t) = SDEBT(t)*SDEBTR(t)*DT (5.6.39)
where:

SDEBT(t) = current short-term debt--$
SDEBTR(t) = current annual interest rate on short-term debt
SLOAN(t) = short-term debt incurred this time period--$/DT
SINTER(t) = payment of interest on short-term debt--$§/DT
SREPAY(t) = monthly repayment of short-term debt--$/month
SMONTH(t) = repayment of principal on short-term debt--$/DT
0, if SDEBT(t) = 0
SDEBT(t), if SDEBT(t) < SREPAY(t)
SREPAY(t), if SDEBT(t) > SREPAY(t).
The total payments of principal and interest, both long- and short-
term, are aggregated into CAPTLS(t).
CAPTLs(t) = PMONTH(t) + PINTER(t) + SMONTH(t) + SINTER(t) (5.6.40)
Inclusion of debt in its various forms and the required repayment of
" debt in an important aspect of this model, because of its significant
contribution to negative cash flows. Debt repayment on common terms
is a constant cash outflow, whereas cash inf}ow is highly concentrated
and seasonal. This leads to the common occurence of negative cash
flows during the bulk of a year interrupted by singular periods of
heavy cash inflow. Short-term debt is a key feature allowing oper-
ating capital to remain positive, thus permitting continued enterprise

operation.
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The final .financial element included in this model of enterprise
finances is taxation. -Taxes take two forms--income taxes on the gross
profits of the enterprise, and property taxes on its real property.
Since taxation is a highly localized process, the model developed
here is rather basic and should be made more specific for actual
operation in a fixed environment. Income taxes are assumed due in
one payment on April 1 for gross income earned in the preceding
calendar year. Property taxes are paid twice yearly, on January 1,
and on July 1. Depreciation is taken on depreciable assets (assumed
to have a common tax life) at the time of tax payment and is computed
using sum of the digits. Thus taxable income is accumulated from
January 1 using
TAXINC(t) = TAXINC(t-dt) + TPGRP(t) - CAPTLa(t) (5.6.41)
where:

TAXINC(t) = accumulated yearly taxable income--$

CAPTLa(t) = annual depreciation--$

TPGRP(t) gross profit in this time period--$/DT.

Equation 5.6.41 is used to determine the current contribution to
taxable income from the gross profits of the current simulation time
increment. Taxable income is an accumulated variable which begins
with an initial value of zero on January 1 of each year; in simula-
tion runs which last longer than a single year, the variable TAXINC(t)
is reset to zero when the simulated time equals January l. At this
time two actions occur: TAXLIB(t) is set equal to the current value
of TAXINC(t), and TAXINC(t) is set equal to zero. TAXLIB(t) repre-

sents the taxable income from the previous year which is subject to
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represents the average depreciation lifetime of these assets. The
sum-of-the digits method of depreciation is used to determine the

actual depreciation charge that can be made in each tax year. This
computation is made by the.model on April 1 of each simulated year
and is subtracted from taxable income at that point, CAPTLa(t) is

the variable name used to represent this depreciation variable; it

is determined by equation 5.6.42 to be

[LIFE - INT(t-t,) .
CAPTLA(t) = LIFE *LVALUE (5.6.42)
) INT(t-t )
t=t
0
where:

CAPTL4(t) = current amount depreciated in this time
increment~--$

LIFE = the depreciable lifetime allowed by tax law-~years

INT(s) a function which integerizes the value s

LVALUE

the original purchase price being depreciated//$.
CAPTL4(t) 1s equal to zero at all times other than April 1 of each
year.,

Property taxes are paid on the actual real estate actually
owned. The variables LANDn, giving the area of the nth land parcel,
are not necessarily owned; some could be leased. The true area

subject to tax is the difference between total land and leased

land.
HLANDS
TAX(t) = 0.50%PROTAX* ) LAND ~ - HLEASE (5.6.43)
n=1

if t = January 1, or July 1
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Ancome tax in the current year. As long as income taxes have not
yet. been paid, the variable TAXLIB(t) remains at the value that it
was set to on January 1. On April 1 tax is paid at the current rate
payable by corporate farms; TAX(E) is the income tax paid. Then

0.0, if t ¢ April 1, January 1, July 1
TAX(t) =
' TRATE*TAXLIB(t), if t = April 1

where:

TAX(t) = the dollars in taxes paid this time increment
of the simulation--$/DT

TRATE = 0.5, the tax rate on gross taxable income

TAXLIB(t) = the gross taxable income from the previous
tax year~-S$.

A significant factor involved in determination of taxable income
is depreciation-any allowable depreciation is subtracted off of gross
profits when computing taxable income. Depreciation is itself a
complex subject which is highly controlled by rules and regulations
of various tax authorities. Additionally, it is completely specific
to the individual enterprise being studied since the heart of depre-
ciation is the qqgntities of depreciable assets owned by the enter-
prise and the allowable depreciable lifetime. This financial model
makes a very modest effort to include depreciation primarily because
of its potential significance in causing differences in the dynamic
computation of cash flow and net profit.

The model of depreciation adopted here employs the general idea
of an average purchase value of assets owned and a corresponding
average depreciable lifetime. LVALUE represents the total purchase

prices of all depreciable assets owned by the enterprise, while LIFE
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where:

PROTAX = annhal tax on land--§/hectare-year

LANDn = ~rea of land parcel n -- hectares

HLEASE “ area of land leased -- hectares,

The combination of taxes on property and on income is handled by
the variable TAX(t). TAX(t) is'zero at all times of the year
except for the dates January 1, April l,vand July 1.

Subroutine FINANC provides the overall organizatioﬁ of the
financial component by calling the above simulation models of the
various financial elements. Gross profits in the current time
increment is the difference between revenues and payments.

TPGRP(t) = AREVlo(t) + CREVNCROPS+£t) - ACOSTlo(t)

- CCOST, (t) - CAPTL, () (5.6.44)
where:

TPGRP(t) = current period's gross profit--$§/DT

AREVlO(t) = total animal revenue earned in this
period--$/DT

CREV. (t) = total crop revenue earned in this
NCROPS+1 period--$/DT

ACOSTlO(t) = total animal production costs in this
period--$/DT

CCOST4(t) = total crop production costs in this
period--$/DT

CAPTLs(t) = total debt payments in this period--$/DT.
Cash flow in this period is the difference between gross profits and
tax payments, if any.
CASH(t) = TPGRP(t) - TAX(t) (5.6.45)
where:

CASH(t) = current time increment cash flow--$/DT
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TAX(t) = taxes paid in this time increment, either income
- or property-~S/DT

TPGRP(t) = gross profits of the enterprise in this time
increment--$/DT.

Cash flow is an important management decision-making variable because
it reflects the actual transfer of cash into and out of the enter-
prise. As explained earlier, beef cattle enterprises are character-
ized by steady net cash outlfows during most of the year, interrupted
by heavy cash inflows when products are sold. These seasonal sales
products are, of course, weaned calves and excess forage and crop
production. Finally, net profit in the period is the difference
between cash flow and depreciation, giving
TPNP(t) = CASH(t) - CAPTL4(t) (5.6.46)
where:

TPNP(t) = net profit in this time increment--$/DT

CAPTL, = depreciation taken in this time increment--$/DT.

4
Operzting capital of the enterpriée is, of course, affected

by cash flow and borrowing, giving

WCAPT(t) = WCAPT(t-dt) + SLOAN(t) + CASH(t) (5.6.47)

where:

WCAPT(t) = current level of operating capital--$

SLOAN(t) = short-term loans incurred in this time
increment--§.

Yearly accumulated profits, both gross and net, and cash flows
are important variables in analyzing the overall operation of this
enterprise. The subroutine FINANC determines such annual variables

by summing the individual incremental values for each calendar year.
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This gives

TAGRPm(t) = TAGRPm(t-dt) + TPGRP(t) (5.6.48a)
TANPm(t) = TANPm(t-dt) + TPNP(t) (5.6.48b)
TACASHm(t) = TACASHm(t-dt) + CASH(t) (5.6.48¢c)
where:

TAGRPm(t) = accumulated gross profits to date in the mth year
of operation--$§

TANPm(t) = accumulated net profits to date in the mth year of
operation--$

TACASHm(t) = accumulated cash flow to date in the mt"h year of
operation--$

m = index of the year of operation since the beginning of the
simulation

1, £ 0 <t<l

2, if1 <t <2

DUR, if DUR-1 < t < DUR

DUR = time specified as the final time horizon of model time
simulation.

Computation of present discounted values of these three annual
variables is exiremely helpful in evaluating the impact of specific
management policies over time. Undiscounted values can be quite
misleading since the time value of money and the impact of inflation
are not accounted for. When the simulation has reached the final
time horizon (t = DUR) the following values are computed for a
variety of discount rates.

M TAGRPm(t) (5.6.49a)

Pvai =
m=l (1 + DFLATRi)m
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PRV,, = i M ' (5.6.49b)
2i m
m=l (1 + DFLATRf)1
" TACASH,, (t) o (5.6.49¢)
PRV3:I. - m
: =l (1+ DFLAIRi)
where:
PRV,, = present discounted value of annual gross profits using
11
discount rate i
PRV21 = present discounted value of annual net profits using
discount rate i
PRV,, = present discounted value of annual cash flows, using

discount rate i
DFLATRi = discount rate 1

M = the integer number of years of the simulation run.

The financial component is an important part of the simulation
model of the enterprise; it is central to evaluation of alternative
management strategies because it reduces physical events and activi-
ties to dollars and cents. Most applications using the model will be
interested in the financial aspects of management strategies rather
than the specifics of the physical events that have occurred as a
result of the strategy. The financial model developed in this section
is certainly adequate for the purposes of this thesis, but in use by

“ gpecific enterprises there will need to be certain changes to tune
the financial model to the specific enterprise operating environment.
Tax rates and the parameters listed in Table 5.3 are the main means
of tuning the model; these are entered during the initialization of
the computer program. The details of this initialization can be

found in the User's Guide to the Beef Cattle Enterprise Simulation

Model, Chapter Three.
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V.7 Simulation Model Calling Structure

The previous sections of this chapter have defined the mathemat-
ical models that describe the various processes cf the system. The
simulation models that implement these equations are written in FORTRAN,

and can be found in the User's Guide s+, Chapter Four. Figure 4.13

and others have referred the reader to the general calling structure
of the simulation model. This section will indicate the exact sub-
routine calling structure used, noting calls to subroutines from within

other subroutines by indentations to the right.

MAIN . . . . . . . . . . the main program
GENERT
EX0G
HDMOG4 . . . . . . . population demography

*
BIRTH2 . . . . . . birth rates

BIRAT*
DVDPLR
DLVDPL
DDPLR
WEIGHT . . . . . . . . cattle weights

FEEDS . . . . . . . . feed stock accounting

FORAGE . . . . . . . . forage growth

INQUIR . . . . . . . . recognition of decision
¢ . points

RESPNS" , . . . , . . . reading control inputs

NORMAL . . . . . . . . endogenous decision making

N -
developed by Margaret Schuette([48]
# called only when a decision point is encountered by INQUIR
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- MAIN, continued

CONSUM . . . . . . .. ' nutriént iuphcts

“NUTRN- ©. 7 0o e U shiell for Schuette
subroutines

FINANC . . . . . . . . financial accounting
.REVENU
PRCOST
CAPTAL
TAXSUB

PRINTR. ... . . . . . . . Intermediate simulation
increment printing.

This listing of subroutine calls is only a brief reference to the
organization of the computer program and its subroutines which actually

simulate the system behavior. The full and complete details of the

FORTRAN programming can be found in Chapter 4, User's Guide to the Beef

Cattle Enterprise Simulation Model.
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V.8 Summary

This chapter has developed the mathema;icgl pcde;s upon which the
Simulation model is based. These models meet the requirements of the
pros;eg staﬁement, but considerable room for improvement and exten-
sion remain.. The four physical system componénts--cattle demography,
forage growth, feed stock accounting, and nutrient impacts--provide
the model user with the necessary detail to be useful in investiga-
ting management decision making strategies. The management decision
making component itself has been shown to involve both endogenous
decisions made by the model and exogenous decisions made by the model
user. Several secondary components have been explained in terms of
handling necessary details such as correct selection of exogenous
input variables and financial accounting. The following chapter will
outline various means used to validate the model, that is, to verify

that it properly describes the beef cattle enterprise.
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' V.9 Glossary of Variables

The following alphabetical listing of variables includes all variable

names used in the preceding sections of this chapter. These same names are

used whenever feasible in the computer program and subroutines, as listed

in Appendix 1. Parameter names are not included here, but may be found

AP SAR LY IR ¥ LU e ek
in the text as they are used.

i

2.

3.

11.

12.

13.

14,

ACOSTm(t) =
(ACTED, (£), %
HCTIVE_ () =

| ADDRT, (£) =

AGEMIN =

‘AHRn(t)'a

ALGDi(t) =

ALLOCi(t) =

ALWTi(t) =

APFUTRmk(t) =

APRICEk(t) =

AREVi(t) =
ASALEsi(t) =

ASELLi(t) =

'féfage densify phdtbsynthetically active in the n

ERE
"'

;fhésﬁioﬂﬁéﬁibﬁ:éoéf in the current DT time increment
.for . the m  cost, subdivision--$/DT

quantity of feed stock n.required for feeding in the
current DT(k=2), or the winter season (k=1)-~kg

th
land parcel--kg/hectare

the annual rate of addition of animals to herd cohort
i-~#/yr '

thévminimuh age of calves weaned--years

the rate of forage harvest by grazing in land parcel n--
kg/day .

the average price grade of cattle in cohort i currently

total quantity of feed allocated to individuals in
cohort i per day--kg/day

the current average weight of cattle in cohort i--kg

current expectation of the value of the kth grade

cattle price m DT's into the future--$/kg
the current market price of cattle of grade k--$/kg

revenue earned in the current time increment f£rom
sales of cattle from cohort i--$/DT

the number of cattle sold in the current time increment
from cohort i-~#!/DT

the proportion of the current population of cohort i
that is to be sold in this time increment



15.

16.°

17.

18.

19.

20.
21.

22,

23,

24,

25.

26.

27.

28.

29.

30.

31.

32.

AVGGRD, (t) =,
AVGTMP (t) =
AVGH, (t) =
AWFn(t) =
BASEDG_(t) =

BEGCAV =

BFRACil =

anﬁu&)=

BPRICEl(t) =
BRi(t) =

CAPTLm(t) =
CASHl(t) =

CATTINikl(t) =

CCOSTl(t) =

CFINAL =

CNCALi(t) =
CNCFRCin(t) =

CPA.Tijk =

199

tfhg average price grade of cattle sold in.this time

increment from cohort i

: COITeTRE T e
the average temperature in the current DT time
increment--°C . -

the averagé wéight'of cattle sold in this time increment
from cohort i--kg.

the animal harvest wastage factor in the current time
increment for land parcel n .

the basic digestibility factor in the current time
increment for land parcel n

the time in the year at which cows begin to calve

the lt:h point in the curve describing the accumulated
calving pattern for cohort i :

the current expectation of the value of the lt:h
production resource price m DT's into the future—-
$/unit

the current market price for the 1th resource of
production~--$/unit

t g§ current birth rate on an annual basis for the
1™ herd cohort--#/yr

the current value of the mth financial variable
current cash flow in this time increment--$/DT
the quantity of TDN allocated to members of herd
cohort i per .day from concentrates (k=1), or

roughages (k=2), under feed plan 1

the crop Eﬁoduction cost in the current time increment
for the 1~ crop cost subdivision--$/DT

the proportion of the existing forage in each land
parcel that is to be harvested at the end of the
growth season (TFALL)

the quantity of concentrates allocated to cohort i
for the current time increment--kg/DT

the fraction of the concentrate TDN allocation to

.cohort 1 to be obtained from feed stock n

the fraction of the jth subpopulation of cohort i
to have calved by CTIMijk
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34.

35.
36.

37.
38,

39.

40.

41.
42,
43.
b4,
45.
46.
47.

48.

49,

50.

CPFUTRmn(t) -

. 17y Y '
Satts +

CPRICE (t) =
e T

CREVn(t) =
CROPnl(t) =

CROPGn(t) =

CRQUALni(t) =
CSALESn(t)"-

CTIMijk(t) =

CU'LFRCj(t:) =
C2 =
C3 =
C4 =
C5 =
C6 =

CY =

Cl0 =

cll =

DAYS =
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the current expectation of the value of the n th feed

L' gtoek price 2m’ DT's*into the future-=$/kg

K in . ]

the current market price of feed stock n--$/kg

the revenue earned from sales of feed stock n in
the current time increment--$/DT

crop production in the current time increment for
feed stock n--kg/DT

annual crop production to date of feed stock n--kg

the TDN value of the current quantity of feed stock
n being harvested this time increment

the quantity of feed stock n sold in the current
time increment--kg/DT

the time of year that calves will be born of female
animals from subpopulation j of the ith cohort as
a result of the kth servicing--years

the fraction of the jth subpopulation of the mature
cow cohort that is to be culled at TCULL

fraction of the output of the male calf cohort trans-
ferred to the young bull cohort after weaning

fraction of the output of the female calf cohort
transferred to the slaughter heifer cohort

fraction of the output of the male calf cohort sold
on the market as weaned calves

fraction of the output of the female calf cohort
transferred to the replacement heifer cohort

fraction of the output of the male calf cohort sold
on the market after weaning

fraction of the output of the female calf cohort
sold on the market as weaned calves

fraction of the output of the replacement heifer
cohort transferred to the mature cow cohort

fraction of the output of the bred heifer cohort
sold on the market

the number of days in the DT time increment
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52..°

53.

54-

55.

56.

57.

58.

59.
60.

61.

62.

63.

64.

65.

66.

"'DELAYi(t)' =

ﬁFLATRi(t) =

DGAINiJ(t) =
DIGESTn(t) =

DISTFDinl(t) =

DMIij(t) =
DMITDNiJ(t) =
DR, =

i

DT =

DUR =
DURBi(t) =
EFORGij(t) =

EGAINi(t) =
EMAINi(t) =

ENDCAV =

EVAP =

201

the current length of time reqdired for the average
member of cohort i to pass through the maturity
interval modeled by that cohort--yr

the ith discount rate used to compute the discounted
present values of financial variables at the end of
the simulation run

the rate of weight gain for the jth subpopulation of
cohort i~--kg/day

the TDN value of the forage in land parcel n at the
current time

the fraction of the cohort i allocation of concentrates
(1f n is a feed concentrate), or of roughages (if n

is a feed roughage) to come from feed stock n under
feed plan 1

the dry matter intake per day of a member of subpopulation
J of cohort 1--kg/day

the average TDN yalue of the dry matter intake of
members of the j subpopulation of cohort i

the annual death rate for herd cohort i members—-
fraction/year

the time increment used in the simulation--year

the time horizon over which the simulation is to be
run--years

the duration of the breeding season for members of
cohort i--years

quantity of energy available for weight gain after
maintenance needs satisfied--mcal

energy value of the feed intake in terms of growth

mcal gain energy
for cohort i kg feed

energy value of the feed intake in terms of maintenance

mcal maint. energy
for cohort 1 kg feed

the time at which the calving season is complete--year

the equivalent height of water evaporated per day--cm/day
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68.

69

70.

71.

72.

73.

74.

75.

76.

77.

78.

79.

80.

81.

82.
83,

84.

85.

En‘( tc? : -
FATFAC =

"FCOST) (£)

FDENSEn(t)

FEDTDNi(t)

FEEDAL, (t)

FLEVEL_(t)

FORGALi(t)

FORTDNi(t)

FPLANS, (t)
FQUAL_(t) =
FQUAN_(t) =
FRCLOS_(t) =
FREV, (t) =
FRQUAL(t) =

FSTOCKn(t) =

FTOL, =

"GRADEiJ(t) =

GRNn(t) =

202

ﬁthe rate of transfer of growth from roots to greenery
R SN SR S SR PO s T HEY PN : he :
'in’ land parcel ‘n--kg/hectare/day

.....

' parameter relating prédicted dailygains for cattle at
_their gghort weight maximum into price grade increases

"“the cost of retéiniﬂéﬂghe population of cohort i for

an additional time increment at the planned feeding

- schedule~-$

forage digestibility factor based on forage density
per animal in land parcel n

the average TDN value of the roughage fed to cohort i
from feed stock sources

the quantity of roughage allocated to cohort i for the
current increment of time--kg/DT

the minimum quantity of forage needed to sustain animals
grazing in land parcel n per DT time increment--kg

the quantity of roughage allocated to cohort i as a
result of grazing policy~-kg/DT

the TDN value of the forage from roughage allocation
to cohort 1

the time at which the 170 feed plan for the herd is
completed=-~year

th

the current TDN value of the n feed stock

the quantity of feed stock n in the current time
increment which is carried over from the previous
period's stocks--kg

the annual loss rate of feed stock n--fraction/year

expected marginal revenue gained from retention of
cohort 1 animals an additional DT time increment--$

forage digestibility factor relating current forage
digestibility to time in the growth season

the current level of feed stock n supplies-~kg

the absolute fractional deviation between current
feed stock levels and seasonal requirements allowed

the current price grade of cattle in the jth
subpopulation of cohort i

the current quantity of forage existing within
land parcel n--kg



86.

87,
88'
89.

90.
91.

92.
930
94.

95'
96.

97.
98.

99.
100.
101.

102.

103.

GRNDEN_(t) =

rmAG L

INBij =

INTCAV =

KK, (t) =
LAND =
n

LIFE =
LVALUE =
MHRn(t:) =

MWF =

NCROPS

NLANDS

NSTOCK

PDSTRBni(t) =
PERC(t) =
PGRADEi(t) =
PHOTOn(t) =

PINDEXn(t) =

203

the quantity:ofJg@ragé‘gteéhery,available per animal
per day in land parcel n--kg/animal/day

‘an indicator flagfdescribing'the existence of regular

and special decision points

the number of éervicﬁﬂgs dﬁrihg the breeding season
for animals in the j  subpopulation of cohort i

the number of intervals of length one-half month
within the calving interval

the number of subpopulations within cohort i
the area of land parcel n-~hectares

the average depreciable life of the mix of depreciable
assets owned--years

the purchase price in total of the depreciable assets
owned--$

the rate of mechanical harvest of forage growth in
land parcel n--kg/day

the wastage factor in mechanical harvest of forage

the number of feed stocks potentially used by the
enterprise

the number of land parcels

the number of feed stocks potentially used by the
enterprise

the fraction of the population of cohort i grazing in
land parcel n

the equivalent height of water percolating down below
effective root depth--cm/day

the average grade of animals purchased and added to
cohort 1

the net growth rate of forage in land parcel from
photosynthetic energy conversion--kg/day

relative age of forage existing in land parcel n--days

¢



104.

105.

106.

107.
108.
109.
110.
111.
112.

113.

114.

115.

116.

117.

118.

119.

~120s

PINTER(t) =

PMONTH(t) =

POP (t) =

fPROTAX =

PRmG =

RAIN(t) =

REACTDn(t) =
REMOVL(t) =
RESORCl(t) =

RGRAZE(t) =

RHGALi(t) =

RHGFRCin(t) =

RINij(t)
ROOTn(t)

ROUTi(t)

‘RPOPi(t)

%

fRQUALn(t) =

204

payments of interest in the current time increment
on long-term debt—-$/DT o

payments on principal in this time increment for long-

term debt--S/DT
the current population of cohort i

'”the current property tax rate on an annual basis--

$/hectare/year
the TDN value of feed stock n purchases

the discounted present value of the annual values of
gross profit (m = 1), net profit (m=2), or cash flow
(m=3), using discount rate k

the current rate of rainfall--cm/day

the current intentions of feed stock n net purchases
at the end of the growth season (TFALL)--kg

the current fraction of the existing forage in each
land parcel to be harvested at each harvest time

the quantity of production resource 1 used in the
current time increment--units

the minimum quantity of forage required to maintain
the cattle herd grazing in the current time increment--
kg/DT

the overall roughage allocation to herd cohort i in
this time increment--kg/DT

the fraction of the roughage TDN allocation (from
feed stocks) to cohort i to be obtained from feed
stock n

the intermediate output rate in the delay model of
cohort i corresponding to subpopulation j

the current density of roots in land parcel n--
kg/hectare

the current output rate of animals from herd cohort
i--it/year

the population of cohort i which is reproductively
characteristic of cohort i behavior
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122,

123.

124.

125.

126.

127.

128.

129.

130.

131.

132.

133,

134.

135.

136 L]

137.

SDEBT(t) =

_SDEBIR(t) =

SINTER(t) =

SLOAN(t) =

SM(t)

SMF(t) =

SMONTH(t) =

SNF(t) =

SNUTn(t) =

SOLAR(t) =

SPLIT

SPOILn(t) =

SREPAY(t) =

STKFEDn(t) =

STKPURn(t) =

STOCKLn(t) =

- SUBPOP

i3

(t) =
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'Ehé'éurrént,levei'Q£;9ﬁdrteterm debt--$

the annual interest rate req@ired for short-term

“debt

payments of interest made in the current time increment
for short~term debt--$/DT

current quantity of short-term debt acquired this time
increment--$/DT

the current level of soil miosture within an effective
root depth--cm

the current value of the soil moisture quality index

the current repayments of principal of short-term
debt-~$/DT

the current value of the soil nutrients quality index

the current level of soil nutrients in land parcel
n--units

the current average daytime rate of incoming solar
radiation--langleys/day

the fraction of roughage consumption derived from
feed stock roughages when an excess roughage allocation
has been made

the annual rate of TDN decline in storage for feed
stock n

the current monthly payment to principal required
for the outstanding short-term debt--$/month

the quantity of feed stock n allocated to herd
consumption in the current time increment--kg/DT

the current quantity of feed stock n purchased in
this time increment--kg/DT

the stocking level of grazing cattle in land parcel
n--i/hectare

the current number of animals in the jth subpopulation
of cohort i
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139 L]

140.

141.

142.

143.
144.

145,

146.

147.

148.

149.

150.

151.

152.

153.

154,

SUMTPF(t:)‘B

TACASH_ (t) =

TAGRPﬁ(t) =
TANPm(t) =
TAX(t) =

TAXINC(t) =

TAXLIB(t) =
TBRD, (t) =
TCULL(t) =
TDMIC, (t) =
TDMIR (t) =
TDNC, (t) =
TDNR, (t) =

TFALL =

TFRACmi =

TGREEN(t) =

TMHRl(t) =
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the current value of the integral of the temperature
quality index (TPF)--units

““the annual cash flow in year m of the enterprise

simulation--$/year

the annual gross profit in year m of the enterprise
simulation--$/year

the annual net profit in year m of the enterprise
simulation--$/year

the number of dollars of taxes paid in this time
increment to all authorities--$/DT

taxable income in the current calendar year to date--$

income from the previous calendar year liable for income
taxes currently--$

the current value of the date on which breeding of
cohort 1 is to commence--year

the current time at which culling of the mature cow
cohort is to occur--year

the ‘quantity of concentrates consumed by herd cohort
i in the current time increment--kg/DT

the quantity of roughage consumed by herd cohort i
in the current time increment--kg/DT

the average TDN value of the concentrate allocation
to herd cohort 1

the average TDN value of the roughage allocation to
herd cohort 1

the time at which the growth season stops--year

the fraction of the weaned female calves in the mth
cohort subpopulation older than the youngest subpopu-
lation weaned which.is transferred to cohort i

the total quantity of greenery available for grazing
by cattle at time t--kg :

h

the time at which the 1t mechanical harvest of forages

.is to occur--year
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156.

157.
158.
159.

160.

161.

162.

163.

164.

165.

166.

167.

168.

169.

TPF(t) =

TPGRP(t) =

TRATE =
TSPRNG =

TWEAN(t) =
VGREEN(t) =

WCAPT(t) =

WGTMAX, =
XCPROD_(t)
XCQUAL_(t)
XPECTA, (t)
XPECTB, (t)

XPECTCn(t)

ZXBn(t) =
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the current value of the temperature quality index

total dollars of gross profit earned in the current
time period--$/DT

the rate of taxation for businesses on taxable income
the time at which the growth season is begun--year

the time at which the calf cohorts are to be weaned--
year

the aﬁerage TDN value of the total forage currently
available for grazing

the average weight of members of the jth subpopulation
of cohort i--kg

the current level of working capital on hand--$

the maximum weight that members of cohort i can
achieve--kg

the expected production of feed stock n during the growth
season--kg

the expected TDN value of the production of feed stock
n expected

the expected price of cattle of grade k at time t--
$/kg

the expected price of the lth resource of production
at time t--$/unit

the expected price for the nth feed stock at time t--
$/kg

the fraction of the photosynthetically converted
energy growth rate used for root growth



CHAPTER VI
MODEL TESTING AND VALIDATION

Validation is, in its essence, a process of verirying that a
model correctly represents the real world process that it is supposed
o represent. Model validation is~an’essential step in model devel-
opment because use of an invalid model could easily be worse than no
model at all. Validation of simulation models is more difficult to
achieve than validation of other model forms, because of the great
complexity that simulation models are commonly used to portray dy-
namically. This chapter will seek to review some approaches to model
validation in general, present evidence to demonstrate the simulation
model's validity, and summarize more sophisticated procedures for

developing user confidence in this model.

VI.1 Approaches to Validation

In some‘respects the process of validating a model is a search
for truth. What is desiged is that the model truly represent the
real system. Unfortunately, demonstration of truth has been subordi-
nated to questions about truth and truthfulness themselves in the
literature. Philosophers through the ages have failed to resoive
these questions in any generally acceptable manner. In the realm of

economic models there are three approaches to establishment of model

208



209

truttifilness “about the’teal worldit ‘Robbins ™ [44]Espoiiges ‘the
"thinkingithat modéls  must ‘be ultimatély based on-iinverifiable‘Basic
- agsumpticns’‘that have-to'be-acceptédior rejacted 6f thelr own'derits.
:The ‘model should correctly evdlve”ftdﬁfthém,‘bﬁﬁfthe“basié3aSSUmp-
“‘tions themselves are not testable.  ‘Hutchinson®[27] ‘totally rejects
this approach and maintains that nothing is proved trie until it can
‘be empirically tested. This includes ‘the basic model assumptions;
they‘are suspect where assumptions cannot be supported by data.
Freidman [17] represents the Positive Economics school of thinking,
which would find truth if a model correctly predicts behavior. Some
question this line of thinking by stating that it leads to use of
models which may predict behavior correctly, but which are based on
obviously false assumptions. Some also draw a distinction between
positive and normative models,2 but this beef cattle enterprise
simulation model contains both positive and normative characteristics.
We are led to the conclusion that this model must produce the proper
behavior but must also be developed according to realistic and valid
assumptions.

In a practical sense validation is a two~phase process for

simulation models. First,.thérg is the problem of validating, or

l'I.‘. H. Naylcr, J. L. Balintfy, D. S. Burdick, and K. Chu,
~Computer Simulation Techniques (New York: Wiley, c. 1966),

Chapter 8.

2Definitions from Gilmour [18], Chapter 1:
Positive--a model which must show reasonable correspondence to the
real system
Normative--a model which indicates a desirable level of operation
for the real system which may or may not be currently
achieved.
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V§§§f2$&s»q§ha§xtbéa&i@giﬂtién&quel1g9:re¢t1yurepreaents3the~
@ésbewét?;cé.lmoéelm:gH%r.::ﬁgbsa..«.@ejprﬁdif.iigult.y»-}is debugging. com-
é“sgt programs and.checking;that .approximations.made-to -achieve a
gglutiqgtargﬂgiv;qg~§cgep;ahlywlqw,errqrs.V,Second,;there is .the more
diifiég;;ﬂproblgmﬁéfﬁyqrifying5that~the mathematical .model really
does .represent .the real-world system. The less.well understood the
real world system .is the greater the difficulty in validating :the
nodel.

‘A common occurrence in development of simulation models is
discovery of areas that have been ignored by conventional researchers,
even though.strong understanding is needed to develop a model of an
entire system. This uneven level of understanding of parts of a
. system 1eads‘tqadifficulties in validation, because it is the entire
system behavior that is of interest. The "weak links" which exist,
because the necessary exploratory research has not been done, inhibit
generation of confidence in a system model. A beneficial result of
. development of simulation models is the discovery of these poorly
understood areas, if then resources for research can be reallocated
to these problem areas.

Several specific proposals for validating simulation models have
been developed. These borrow from one another rather heavily, and
pefhépswﬁhis.is dgetto thg_fjpg of problem that the developer was
familiar with at the time he proposed his procedure. Gilmour [18]

.proposes the following steps:
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1. determination of face validity
2. determination of output validity through
a. analysis of stability
b. historical comparison
¢. comparative analysis of output after making
assumption changes.
Popper [41] suggests that the goal of such exercises is increasing
confirmation in the truthfulness of the model. Therefore the proper
Prucedure is to make tests of the model; the more tests the model
passes, the greater the degree of confirmation in its truthfulness.
A procedure which seems generally applicable to many situatioms
Proposes a hierarchy of testing stages. The procedure is to work
from easy to difficult as confidence in the model's validity is
developed. These validation steps, in order of increasing difficulty,
are:
1. logical consistency
2. tracking historical data
3. satisfaction of expert eyeballing
4. prediction of the future.
One accomplishes these steps through study of model output over time
by varying parameters to observe the direction of output changes, by
determining that the parameter sensitivities reflect real system
sensitivities, and in general by immersing oneself in the model for
lengthy periods to understand how the simulation behaves. Satisfac-
tion of experts in appropriate areas is an excellent indication of

validation. This satisfaction can be achieved, in all likelihood,

only after an iterative series of presentation reviews, criticism,
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and model changes. Predippigny;g the figal test of model validity,
to be confirmed or rejected by real events.

Complete certainty in model validity is never possible; this
means tppt models are used with’iess”than pérfect confidence in their
predictions. Model use and continuing refineﬁent should be linked
together to insure that theé model increases in validity as time
passes. Chapter 8 of this dissertation will suggest several areas
wherein greater sophistication in the component models would prove
beneficial to both geheration of confidence and usefulness to model

users.,

VI.2 Validation Tests

This section will define and present examples of validation tests
for the four steps reviewed in section one: logical consistency,
tracking historical data, satisfaction of expert eyeballing, and pre-
diction of the future. It should be understood that validation testing

has not been limited to examples presented here.

Logical Consistency

Logical consistency is the requirement that the model satisfy
elementary system characteristics. Among these are satisfaction of
system identities, variables uniquely defined, consistency with known
laws, etc. Also classified here are basic tests to insure that behav-
dioral modes of the model correspond with real world behavior. Identi-
ties that exist in the real system must be modeled and simulated as

‘{dentities. If the change of a parameter in a real system would change
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an output variable, then the same direction of cliange should occur
in the simulation model. If the real world’systém is stable under
certain conditions, then the simulation model must be stable as well.
Varying model parameters to generate alternative output dynamics,
sensitivity testing of parameters, multiple input condition sets, and
hand calculation are all means of determining logical consistency in
a simvlation model.

Examples illustrating logical consistency in six areas will be
described here. These will concern:

1, stability of the simulation approximations by tests of DT
size

2. verification of population identities

3. verification of feed allocation and feed stock consumption
identities

4. verification of financial identities

5. exploration of parameter values controlling forage
digestibility

6. exploration of parameter values controlling forage growth.
These examples will constitute partial evidence of the validity of
the simulation model developed to describe a beef cattle enterprise.

An important characteristic of the simulation model is stability
with respect to the DT step size used in the time simulation. The
following section of this chapter will present the results of two tests
of the simulation model's stability with respect to DT size. The ap-
proximations that are made in the differential equations of the popu-~
lation model to make them solvable in the computer via difference
equations are directly related to the size of the DT step increment

selected. Theory indicates that the errors of approximation should
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tend toward zero as DT tends toward zero. First, during the early
development of the,demographic model five different step sizes were
invegtigated to use in selecting the most appropriate DT step. Sec-
ond, an exhaustive comparison of two runs of the most recent version
of the simulation models was made using different DT sizes. These two
examples will demonstrate that the DT step size selected for use is
sufficiently accurate and need not be reduced to attempt greater
accuracy.

An early version of the demography component HDMOG4, referred
to as HDMOG3, was tested with five DT step sizes; the sizes tested
were 0.01, 0.02, 0.03, 0.04, and 0.05 years. Three points in the
simulated time output printing were selected for analysis; these
times were 0.15, 0.50, and 1.0 years. Time equal to 0.15 corre-
sponds to the most common value printed before the run using a DT
value of 0.0l was prematurely aborted. Time equal to 0.50 corre-
sponds to the point in the simulation horizon where maximum population
was achieved. Time equal to 1.0 corresponds to the final time value.
Table 6.1 presents the results of these simulation runs in terms of
the total herd population at these three specified times for the
five DT sizes investigated. Examination of these results shows that
there is very little difference in the population values obtained for
any of the DT sizes investigated. Therefore, to economize in the use
of computer execution time, the size of 0.05 years was selected for

use in this simulation model.
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Table 6.1 Total Herd Population at Selected Points
in Time Versus DT Step Size

DT size T =0.15 T = 0.50 T=1.00
0.05 215.17 349.43 243.31
0.04 216.15 347.94 242,65
0.03 215.17 349.35 243.40
0.02 216.30 352.01 244 .98
0.01 215.17 - -

An attempt at validation of the population demography component
is important because of the central position held by this part of the
model. An identity exists in the demographic equations which will be
exploited in this section to verify that the demographic component
does perform correctly. By definition,
net population change = births - deaths - sales + purchases (6.2.1)
over any time interval, where each of these are quantities not rates.
This equation may be solved for the variable, deaths, and this new
equation used to compute deaths in each time interval. These death
values computed from computer run output printing will be compared
with the death values computed using the theoretical death rates
agsumed to apply over time.

Equation 6.2.1 can be solved for the variable, deaths, and
transferred into the proper variable names as given in section V.9,

with the following result:
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t+dt 9 .
) APUR, (t-Hdt)
=)

deaths = SUBPOP.., (t+DT) + SUBPOP,. (t+dt) +
71 81 1

t

9 . 9
~ ] ASALES (t+dt) + ] [POP, (t) - POP, (t+dt)] (6.2.2)
1=1 1=1

where:

t+dt

deaths = total herd deaths over the time interval (t,t-+dt)

t

SUBP0P71(t+dt) = male calf births over the interval (t,t+dt)

SUBPOPBl(t+dt) = female calf births over the interval (t,t+dt)
0, if ADDRT,(t) <0

APURi(t+dt) =

ADDRTi(t)*DT, otherwise

= animals purchased for cohort i during the time
interval (t,t4dt)

ASALESi(t) = animals sold from cohort i during the time interval
POPi(t) = population of the ith cohort at time t.
The theoretical deaths that should occur over the time interval
(t,t+dt) are determined by the individual cohort death rates and the
cohort populations at time t. The death rates are constant over time
and are specified as data entries in the simulation model initiali-
zation phase. Therefore, deaths should follow the following theoreti-

cal relationship:

t+dt 9
deaths = DT* ) POP, (t)*DR (6.2.3)
i i
t i=]
where:
t+dt
deaths = total herd deaths over the time interval (t,t+dt)
t

DRi = annual death rate for cohort i.
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These two equations will be used to compute the simulated value and
the theoretical value of deaths compared for a typical run of simula-
tion model over the interval (0,0.35) in DT increments of 0.05 in
Table 6.2,

Table 6.2 Comparison of Computed(Corrected) and
Theoretical Herd Deaths Over Time

t+dt tHt
t sim. deaths theo. deaths error
t t
0.00 0.424 (0.325) 0.325 0.099 (0.000)
0.05 0.419 (0.320) 0.308 0.111 (0.012)
0.10 0.422 (0.323) 0.297 0.125 (0.026)
0.15 0.844 (0.745) 0.692 0.152 (0.053)
0.20 1.020 (0.921) 0.886 0.134 (0.035)
0.25 1.089 (0.990) 0.921 0.168 (0.069)
0.30 1.063 (0.964) 0.956 0.107 (0.003)
0.35 1.083 (0.984) 0.953 0.130 (0.031)
interval totals 6.364 (5.562) 5.336 1.028 (0.226)
interval error ——— — 197% (4%)

The results presented in Table 6.2 indicate a consistently high
estimation of death rates by the death rate equation 6.2.2, as com-
pared to the theoretical values computed using equation 6.2.3, Since
equation 6.2.2 is subject to errors from many sources, it is not sur-

prising that there is some error present. A factor contributing to
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these consistently high estimates is the way in which the variable
‘A$ALE§1(;) is computed. This variable is the number of cattle sold

in the time increment (t-dt, t) from cohort i. As explained in section
V.6, this variable is integerized so as to give even integer numbers

of animals sold from each herd cohort. This integerization process
loses the true value, but the rationale is that the errors of inte-
gerizing will sum to zero over the entire herd. In the results ana-
lyzed in Table 6.2, the ASALESa(t) value is always zero, but it is

zero because the integerizing process makes it zero. Without such
integerizing there would be a small positive value for each ASALESa(t)
through time. When this factor is included in the error determination,
the resulting percentage of error in accumulated deaths over the time
span (0,.35) drops from 19% to 4%. 1In table 6.2 the values in paren-
theses indicate the value of simulated deaths and the error of this
value, taking into account,the integerization source of error.

The sample output analyzed here verifies that the demographic
component is performing as it should. The population identity
relating births, deaths, sales, and purchases has been shown to be
simulated quite closely to the theoretical values. When the errors
are viewed in terms of their magnitude compared to the total herd
population at any time, then such errors are extremely small (on
the order of 0.2%). The only significant effect of the error is a
very slightly smaller herd population than would be predicted if
the theoretical death rates held true. A slight error is made in
the financial component by using this integerization process, but

it is not significant.
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A second area where identities may be used to determine proper
runctioning of the model is in feed allocations and feed stock con-
sumption. Management allocates feed to the cohorts on the basis of
specified desired levels of TDN to be delivered per animal per day.
Depending on the current TDN value of each feed stock and the desired
proportion of the TDN allocation to come from each feed stock, the
physical quantities allocated are determined. CNCALi(t) and FEEDALi(t)
are the quantities of concentrate and roughage allocated to cohort {1,
respectively. These allocations are in units of kg/DT. Equation
6.2.4 represents the total feed (in kg/DT) allocated to the herd.

9
ALLOCATION, = izl[CNCALi(t) + FEEDAL, (t)] (6.2.4)
The mix of the TDN allocation to each cohort from feed stock n and
the population of each cohort result in the quantity of feed stock n
fed in the current time increment--STKFEDn(c). Equation 6.2.5 repre-
sents the total quantity of feed stocks allocated to the herd.

NSTOCK
ALLOCATION, = STKFED_(t) (6.2.5)

n=1

Logical consistency requires that these allocations be equal to one
another; that is, the allocation in terms of cohort allocations must
be the same as the allocation in terms of feed stocks used for feeding.

A typical model run from initialization (t=0.0) to the spring
decision point (t=.25) was selected for analysis to verylfy this feed
stock identity. Table 6.3 presents the results of output printing

over a time interval of 4 DI's. The allocations according to
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.equations 6.2.4 and 6.2.5 are given along with the difference between
them. Even cursory examination will show excellent agreement between

these two forms of feed stock allocations.

Table 6.3 Feed Stock Allocations

t ALLOCATIONl ALLOCATION2 DIFFERENCEI_2
0.05 54,037.3 54,039 -1.7
0.10 54,552.4 54,555 -2.6
0.15 54,742.0 54,742 -
0.20 61,192.3 61,192 0.3

Source: Computer Printout Number MV57864

A second feed stock identity used to verify that the accounting
process of subroutine FEEDS works properly is the basic individual
feed stock balance equation.

FSTOCKn(t) = FSTOCKh(t-dt) - CSALESn(t) - STKFEDn(t) - STKLOSn(t)

+ CROPnl(t) + STKPURn(t) (6.2.6)
Briefly stated, present feed stock level equals former feed stock
level minus sales, quantity fed to cattle, losses and plus crop pro-
duction and stock purchases. Detailed explanation can be found in
section V.3. This equation must be followed for the feed stock
component of the simulation model to be working correctly.

By drawing on the same printout used above, the validity of the

feed stock component can be demonstrated. A single feed stock was
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selected for study and followed through the same time interval used
above; i.e., (0.0,0.25). Table 6.4 presents the results of the com~
puter printout and the calculated value of FSTOCKh(t) using equation
6.2.6. FSTOCKp represents the simulated value printed, while FSTOCKc
represents the calculated value. Excellent agreement was found
between these two values at each time point. The simulation model
component FEEDS does work properly.

A third testing point for logical consistency in the feed
allocation and feed stock consumption area involves comparison of
the desired TDN to be fed to the herd and the TIDN actually fed. Allo-
cation of TDN is controlled by the user through the values of
CATTINilz(t), CATTINizz(t), and FPLANSz. These are the kg TDN to
be delivered to each member of cohort i from concentrates per day,
the kg TDN to be delivered to each member of cohort i from roughage
per day, and the times at which feed plan £ is to be completed,
respectively. Desired TDN delivery 1is then

_ 9

DESIRED TDN = DAYS*izlpopi(t)*[CATTINill(t) + CATTINizz(t)] (6.2.7)
Actual TDN delivered to the herd is simply the product of each feed

stock delivered times its TDN value, summed over all feed stocks.

This gives
NSTOCK
ACTUAL TDN = § FQUAL_(t)*STKFED (t) (6.2.8)
n=1

An example run for a single DT time increment is presented in
Table 6.5; this is the same run analyzed previously. There the popu-

lation and desired feed levels are reported for each herd cohort as


http:0.0,0.25

Table 6.4 Feed Stock Values Compared Over Time

t 0.00 0.05 0.10 0.15 0.20 0.25
FSTOCKp 225000 222750 206701 190478 174191 157898
CSALES 0 0 0 0 0 —
STKPUR 0 0 0 0 o -
STKFED 0 15937 16120 16191 16206 -
CROP 0 0 0 0 0 -
STKLOS 2250 111 103 95 87 -
FSTOCKC - 222750 206702 190478 174192 157898
error _ - 0 1 0 1 0

source~—computer run MV57864

(A
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Table 6.5 Sample Run of Feed Stock Use and
Desired Allocation

i/n POPi(t) CATTINill(t) CATTINiZl(t) FQUALn(t) STKFEDn(t)
1 228.800 5.0 1.0 0.49 15,937
2 39.939 4.0 1.0 0.76 7,425
3 - 4.0 1.0 0.83 —~—

4 19.837 6.0 2.0 0.46 16,977
5 - 5.0 1.0 0.76 13,700
6 -— 5.0 1.0 ——— —-—
7 — _— —
8 — _— —
9 — 4.0 1.0

Source: Computer Run MV57864
DESIRED TDN = 31,594.3 kg/DT
ACTUAL TDN = 31,673.5 kg/DT

error = +0.25%
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well as the quantity fed and quality of each feed stock. Only a
very slight difference exists between actual and desired TDN; this
further indicates logical consistency.

A final area where logical consistency can be verified through
identities is within the financial component. Variable values are
computedrwithin four subroutines specialized in a particular area,
such as production costs, and are brought together to form higher
levél variable values, such as gross profit, in subroutine FINANC.
Three equations will be used to verify that the financial component
is properly bringing costs, revenues, depreciation, debt repayment,
and taxes Into computation of gross brofit per period, annual gross
profit, and discounted gross profit at final project termination
correctly.

The fundamental equation of interest is that one determining gross
profit per DT time period. This is
TPGRP(t) = AREVlO(t) + CREVa(t) - ACOSTNACOST+1(t) - CCOSTNCCOST+l(t)

- CAPTLs(t) (6.2.9)
In this equation gross profits in the current time increment are the
animal and crop revenues minus the animal and crop production costs
minus debt servicing. This gross profit figure contributes to tax-
able income for the current year, as do depreciation charges., This
rationale gives a second equation:
TAXINC(t) = TAXINC(t-dt) + TPGRP(t) =~ CAPTL4(t) (6.2.10)
where TAXINC(t) is the taxable income earned in the calendar year to
date. Finally, at the conclusion of the simulation time horizon,

the discounted annual gross profit figures are used to compute the
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discounted present value of this profit stream over time. Thus
TAGRPm(t) = TAGRPm(t) + TPGRP(t) (6.2.11)

MYEAR  TAGRP
PRV L

= - (6.2.12)
- (1+15C,)"

For a detailed explanation of these equations and individual variable
definitions, see sections 6 and 9 of Chapter V.

A test case used to analyze whether the financial component is
working properly is represented in tabular form in Table 6.6, A
non-interactive management algorithm was used in this run to speed
up the simulation process; this allowed a run over a one-year time
horizon in a single model run. A DT time increment of 0.03846 (two
weeks) gives 26 time increments over the time interval (0.0,1.0).
Table 6.6 lists all financial variables needed to compute equations
6.2.9~12 by hand.

Computing TPGRP(t), as given by equation 6.2.9, and comparing
it with the simulated values given in Table 6.6, reveals no instances
where the computed value and the simulated value differ by more than
one cent. This excellent agreement indicates that TPGRP(t) is simu-
lated correctly from the constituent elements of equation 6.2.9.
Table 6.7 summarizes the comparison of the simulated and calculated
values of TAGRPm(t), TAXINC(t), and PRVli through PRV16.

Examination of Table 6.7 will reveal excellent agreement between
the printed values obtained from the simulation and the calculated

values determined from the elements of the equations. Again, the

conclusion is reached that the financial component is properly



Table 6.6 Selected Financial Variables Over a Simulation
Time Horizon of One Year

--’-l —~
& &

7] (72}

o o

2 S

: [-tz E—tz
[72] w 5

Tige AREV].0 CREV 4 § § CAP'I’L5 CAPTL 4 TPGRP TAXINC
0.038 198.00 0.00 390.35 0.00 1288.41 0.00 -1480.76 -14890.76
0.077 198.00 0.00 389.05 0.00 1284.86 0.00 -1475.91 ~2956.66
0.115 198.00 0.00 428.58 0.00 1281.31 0.00 -1511.89  -4468. 5 5
0.154 198.00 0.00 457.00 0.00 1277.76 0.00 -1536.76 -6005.31
0.192 198.00 0.00 507.75 0.00 1274.21 0.00 ~1583.96 -75?9.28
0.231 198.00 0.00 499.66 0.00 1270.66 0.00 -1572.32 -9161;60
0.269 198.00 0.00 1749.70 0.00 1267.11 0.00 -2818.81 -11980.41
0.308 198.00 0.00 226.14 0.00 1263.56 10750.00 -1291.70 '-24022.10
0.346 198.00 0.00 224.73 0.00 1260.01 0.00 -1286.74 -25308(84
0. 385 198.00 0.00 224.64 0.00 1256.46 0.00 -1283.10 -26591.95
0.423 198.00 0.00 224.55 0.00 1252.91 0.00 -127%.36 -27871.41
0.462 198.00 0.00 1590.90 0.00 1249.36 0.00 -2642.26 -30513.66
0.500 198.00 0.00 1653.77 0.00 1245.81 0.00 -2701.58 -33215.25
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0.538 198.00 0.00 1580.56 0.00 1242.26 0.00 ~2624.82 -35840.07
0.577 198.00 0.00 1575.41 0.00 1238.71 0.00 -2616.12 -38456.19
0.615 198.00 0.00 1570.26 0.00 1235.16 0.00 -2607.42  -41063.60
0.654 198.00 0.00 1565.11 0.00 1231,61 0.00 -2598.72 -43662.33
0.692 14683.86 0.00 993.68 1638.00 1228.06 0.00 10824.13 - 32838.20
0.731 198.00 0.00 216.82 0.00 1224.51 0.00 -1243.33  -34081.53
0.769 5148.00 0.00 227.02  273.00 1220.96 0.00 3427.02 -30654.51
0.808 198.00 90011.77 2392.75 136.50 1217.41 0.00 86463.12 55808. 60
0.846 198.00 0.00 409.79 0.00 1213.86 0.00 -1425.65 54382.96
0.885 198.00 0.00 408. 46 0.00 1210.31 0.00 -1420.77 52962.19
0.923 198. 00 0.00 407.14 0.00 1206.76 0.00 -1415.90 51546.28
0.962 198,00 0.00 405.83 0.00 1203.21 0.00 -1411.04 50135. 25
1.000 198.00 0.00 404 .51 0.00 1199.66 0.00 -1406.17 48729.07

[X44
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Table 6.7 Comparison of Calculated and Simulated

Values of Financial Variables

Variable Compuﬁed Simulated Difference
TAXINC(tf) $48729.08 $48729.07 $-0.01
TAGRP, 59479.08 59479.07 -0.01
PRVll* 59479.08 5947;.08 -0.01
PRV,, 58312.82 58312.82 0

PRV, , 57191.42 57191.42 0

PRV, , 56112.34 56112.33 -0.01
PRV, ; 55073.22 55073.22 0

the discount rates used for PRV11 through PRV15 are
0.0, 0.02, 0.04, 0.06, and 0.08, respectively
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simulating the revenues and costs involved in the enterprise's
operation.

A final note concerning validation of the financial component
directs the reader's attention to Table 6.6. The typical pattern
of highly irregular cash flows from cattle and crop sales are well
illustrated in this run. The effect on gross profit in each time
increment is just as mentioned previously in this thesis--a cattle
enterprise is characterized by negative cash inflows, punctuated
occasionally by very heavy positive inflows. Even though the overall
profit earned in this model run is positive, there are only three
DT time increments where positive cash inflows have occurred. These
times are 0.692, 0.769, and 0.808. These times correspond to sales
of weaned calves, sales of culled cows, and sales of forage harvested
beyond projected herd needs for the winter. The animal production
costs reported in the ACOSTNACOST+l(t) column are indicative of the
many different events occurring through the course of the year
requiring different levels of resource consumption and, hence,
overall production cost.

Proper determination of forage digestibilities is an important
aspect of the validation of the forage growth component, because of
the vital influence digestibilities have in the nutrient impact com-
ponent. Thebinitial modeling attempt for this component, following
Anway [2], failed to properly predict forage digestibilities. Some
reasons for this failure are the lack of a factor relating forage

density in terms of quantity of forage per animal grazing to
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digestibility and thgt the curves represented by the arrays BDGEST
and QUALTY were not well specified.

Digestibility of forage in each land parcel is determined by
equation 6.2.13. It is the product of the basic digestibility, the
seasonal adjustment factor, and the forage density adjustment factor.
DIGESTn(t) = BASEDGn(t)*FRQUAL(t)*FDENSEn(t) (6.2.13)
Each of these three factors is determined by linear interpolation
between data values to obtain the proper factor value corresponding
to the argument value. A complete discussion of this formulation and
the determination of the function value corresponding to the input
argument can be found in section V.2. |

Figures 6.1 and 6.2 depict several trial sets of values for the
elements of the arrays BDGEST and QUALTY used in the determination
of BASEDGn(t) and FRQUAL(t), respectively. Table 6.8 lists the re-
sults of nine runs investigating the effect of alternative trial
shapes of the curves defined by the elements of the arrays BDGEST
and QUALTY. Run 1 is the result of the original curves as taken
from Parton and Marshall [40], Sauer [47], and Anway [2]. Runs
2 through 6 investigate alternative shapes of these curves as pic-
tured in Figures 6.1 and 6.2. Runs 7 through 9 illustrate the effect
of alternative weather patterns on the original model (run 1) and
the best model (run 6). All runs have zero-level mechanical harvest-
ing and grazing to remove these influences from the range of digesti-
bilities produced by the natural response of the forage growth

component to climatic input factors.
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Table 6.8 Forage Digestibility Factors Investigated
to Obtain an Improved Digestibility Range

Run Definit%qn Digéstibility Range
1 original 29 - 46 %
2 first QUALTY set 32 - 46
3 first BDGEST set 35 - 51
4 both 2 and 3 38 - 51
5 second QUALTY set 38 - 51
6 both 3 and 5 45 - 54
7 1 and first of

climate changes 28 - 53
8 6 and first of

climate changes 45 - 56
9 6 and second of

climate changes 45 - 51
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Runs 2, 3, 4, and 5 represent intermediate improvements over
the base run. A better run than all of these is run 6, which incor-
porates the changes made in run 3 and run 5. Forage digestibilities
ranged ffom 45 to 547% TDN in this run. This range closely corresponds
to digestibilities of forage grasées obtained through field trials
and experimental observation in temperate climates (11, 14, 15]. 1f
the forage material is alfalfa or other high-energy plant species,
then this range in digestibilities is excessively small. A scaling
factor to adjust forage digestibility base levels might be adapted to
provide a more flexible tool for evaluating different grazing
environments. This improvement will be left for future development.

Runs 7, 8, and 9 represent an attempt to determine the
responsiveness of the forage growth model to alternative climatic
patterns. Logical consistency requires that forage growth and digest~
ibility have some degree of response to levels of solar radiation
and rainfall. Run 7 evaluates the effect of a first alternative
weather pattern on the "best" model, as determined in run 6. Run 9
evaluates yet a second alternative weather pattern on the "best"
model. Table 6.9 indicates the weather conditionms, range of forage
digestibility, and forage production for runs 1, 6, 7, 8, and 9.
Runs 1 and 7 should be compared to each other, as should the group
of runs 6, 8, and 9.

Comparison of runs 1 and 7 in Table 6.9 reveals that under
conditions of reduced rainfall and reduced solar radiation that

forage production has dropped significantly from run 1 to run 7.
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Table 6.9 Weather Effects on Forage Growth and

Forage Digestibility

run

variable 1 7 6 8 9
average solar
radiation(ly) 221 - 186 221 186 186

average rain-
fall(em/day)

average tem-
perature(°C)

digestibility
range(%)

total forage
production
(kg)

0. 84 0.69 0.84 0.69 0.70

8.5 8.5 8.5 8.5 8.5

29-51 28-53 45-54 45-56 45-51

4449 3813 4449 3813 4418
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The range of digestibilities has also broadened marginally, These
effscts are what would be expected, since forage growth is primarily
related to solar radiation levels. In fact, the percentage of reduc-
tion in forage growth is roughly midway between the percentage of
reduction in solar radiation and the percentage of reduction in
rainfall,

Comparison of runs 6 and 8 in Table 6.9 reveals that the shift
from the standard climatic variable pattern shared by runs 1 through
6 to the climatic variable pattern shared by runs 7 and 8 has a very
similar effect to that reviewed above for runs 1 and 7. Again, the
range of forage digestibilities has broadened slightly., The same
drop in forage production has occurred, becaase the growth prediction
aspects of all nine of these runs are common.

Run 9 shares the same factors determining forage digestibility
with runs 6 and 8 but has yet a different weather pattern. The aver-
age values of the climatic patterns listed for runs 8 and 9 are
nearly the same, but the pattern across the year (and especially the
growing season) is different. This difference is all important, as
the results of run 9 indicate. Run 9 has only a slightly decreased
level of forage growth from run 6, whereas run 8 had quite a large
drop. Forage digestibilities have also decreased in the range ex-
perienced in run 9, compared to an increase in range in run 9, using
run 6 as the basis for comparison. This illustrates the obvious fact
that the distribution of rainfall is as important to plant growth as

is the overall level of annual rainfall.
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.

-Forage.groyth is sensitive to a;number ,of parameters .in.the
rtgngch mgdglz as_ explained in.section V.2., The.original ;parameter
values result in.a split between greenery .and root storage, which
appears to favor storage, excessively. The following paragraphs
will discuss.some sensitivity studies of the forage.growth component
to obtain an improved proportioning of energy transformation between
greenery, growth, and root storage.

Five parameters, which are used in a total of two equationms,
were tested singly and together in an effort té6 achieve a more real~-
istic forage growth characteristic. Equation 6.2.14 indicates the
return flow rate of greenery growth from energy storage in the roots
to greenery.

=GRN_(t) /PAR2*LAND
F (t) = PARI¥ROOT (t)*e " " (6.2.14)
Equation 6.2.15 determines the proportion of the overall plant growth
rate being apportioned to root storage, as opposed to greenery growth.

o ~PARS*GRN_(t) /LAND_
ZX3_(t) = PAR3 + PARG*{1.0 - e

(6.2.15)
Table 6.10 lists the results obtained from 14 runs testing various
parameter values in an attempt to aéhieve an increased proportion of
total growth directed to greenery instead of to root storage. The run
- numbering used here continues that started in the runs listed in
Table 6.8.

Runs 10 through 22 represent changes in the noted parameter(s)

vfroﬁ the basé values listed for run 6. Run 6 is the same as the run

6 referred to in Table 6.8. It includes the original parameter values
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Table 6.10 Sansitivity Testing of the Parameters
. .of .the Forage Growth Model

'ﬁuq . Deécfiption | Forggé(kg/hec) Roqts(kg/hec)
i -6:< | : base values..:. « | : 4449 3221
10 | : PARS=0.0008 : 4595 3143
11 ‘PAR5=0. 0005 - 4926 2919
12 PAR5=0.0003 5280 2614
13 run 12, PAR4=.20 5463 2446
14 run 12, PAR4=.20 5651 2272
15 run 12, PAR4=.15 5844 2093
16 run 15, PARl=.15 5915 2108
17 run 15, PARl=,20 5956 2116
18 | run 15, PAR2=400. 6033 2090
19* | run 18, PAR1=.20 6402 2212
20 run 18, PAR3=.15 6452 1764
21 run 18, PAR3=.10 6886 1426
22" | run 21, PAR1=.15 7035 1457

* an unstable parameter set which caused the quantity of
roots per hectare to approach zero
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obtéined from ;he;fi;gg:QQVelppgts of this model form (Parton and
Marshall, Sauér; ‘and ‘Anway) and the improved digestibility factor
relationships described-earlier in this chapter. The goal of these
;pvestigat;ons wgsﬁto oﬁéain improvéd parémeter values, which would
_de'crease the quantity of root storage, while increasing the quantity
of’greenerﬁ growth. The quantity of forage and root storage reported
in Table 6.10 are the average kilograms per hectare existing at the
conclusion of the growing season. No animal or mechanical harvesting
was .allowed in these rums.

Runs 10, 11, and 12 evaluated successively smaller values of
PARS from its base value of 0.001. The effect of this parameter is
to decrease the weight of the current greenery in the equation con-
trolling the split of growth going to root storage and growth going to
greenery. The observed effect was, in fact, successively higher
forage levels and lower root values.

Runs 13, 14, and 15 evaluated successively smaller levels of
PAR4 from its base value of 0.30. The effect of this parameter is
to control the maximum fraction of photosynthetically converted
growth which is directed toward root storage as opposed to greenery.
The result of these decreases in the value of PAR4 were increased
forage growth and decreased root storage, as predicted by the equa-
tions themselves. These three runs were performed while holding
PAR5 at the value of 0.003, so the base level of comparison for them
is run 2 rather than run 6.

Runs 16 and 17 are unprofitable attempts at departures from

run 15, with increased levels of parameter PARL. Rather than
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decreased root storage, as might be expected, there were very slight
increases in the season end figures. Run 19 evaluated the addition

of PAR2 = 400, while retaining the other values of run 17. It results
in unacceptable behavior, in which root storage quantities drop from
their initial spring level to zero. All three of thgse runs are
actually unreasonable, since the average root storage quantity drops
nearly to zero in runs 16 and 17. Parameter PARl1 is quite sensitive
in early forage growth stages, and any levels higher than the base
level of 0.10 result in unrealistic model behavior. For this reason,
PARL = 0.10 will be retained as an element of all parameter sets.

Run 18 evaluates the effect of PAR2 increases on the best run
obtained so far; i.e., run 15. Increasing PAR2 from its base level
of 200 to 400, decreases the weight given to forage greenery levels
in predicting energy transfer from roots to greenery. As expected,
increased forage growth and decreased root storage result.

Runs 20 and 21 evaluate the effect of decreased levels of
parameter PAR3 from the basis of run 18. PAR3 controls the minimum
level of the proportion of photosynthetically predicted storage going
to roots. Decreases from 0.20 to 0.15 and 0.10 result in significantly
increased forage growth and decreased root storage,

Run 22 again attempts decreases in the value of parameter PARL,
with the same unstable results as in runs 16, 17, and 19. This rein-
forces the conclusion that paramter PARLl should be maintained at a
value of 0.10, regardless of other parameter values. To do other-

wise allows excessively high transfer from roots to greenery,
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resulting.in:the quantity:-ofiroot:storage being driven~ toizero,
Thisécannotubexpermittedvto»happen.

As a:.result-of ;theseiinvestigations, the parameter :set: evaluated
1nirun121'was&adqptedﬂaSche;nethasis,setnto;be used in any subse-
quesnt:usq“of’thesmodel.f'Thisaset includes PAR1 = 1.10, PAR2 = 400,
PAR3 =.0.10, PAR4 =.0.15, PARS = 0.003, and PAR6 = 15.0. End-of-the-
growth-season forage quantities are 6,886 kg/hec, while root storage
quantities are 1,426 kg/hec. Figure 6.3 [ 3,20,40] plots the dynamic
. growth path followed by forage greenery in run 21, along with several
wide-ranging indications of relative forage growth. Goudriaan [20]

. reports two growth patterns very different from the growth path fol-
lowed by run 21. Simulation models were developed for each of these
curves, which duplicated the observed data quite closely. The range
of forage growth values reported by Parton and Marshall [40] repre-
sent outcomes of alternative climatic conditions for their grassland
model. Unfortunately, the weather variables they used were quite
different from those resulting in run 21; in fact, the seasonal rain-
fall was much less than that encountered in run 21, which is reflected
in the much slower growth levels experienced. The range of growth
values reported by Baker [3] are indicative of Venezuelan conditions.
This range completely brackets the result of run 21. The various
references: cited here, while unable to verify that the forage growth
pattern is accurate, are indicative that the proper range of response

has been: achieved with the parameter set used in run 21.
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Figure 6.3 . Plant densities over the growing season
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Tracking Historical Data

An important part of the validation process is the tracking
of historical data by the simulation model. This abilityi(on the
part of the model) is a significant achievement, which contributes
sdbsteptially to confidence in the simulation model. Demonstration
of theﬁpodel‘s ability to track multiple historical time series is
further 'evidence (and of a higher order than logical consistency
tests) tﬁet the model really does represent the real system it is
supposed to represent. The foilowing paragraphs will clarify the
process of?tracking historical information, discuss some potential
problems and oifficulties, explain the relationship between tracking
the past and predicting the future, and explain the historical
tracking performed here.

The purpose of having a model track historical time series is,
eécept for academic studies into past behavior, determination of the
modél's_valid representation of the structural relationships over the
period inyduestion, éith the common sense feeling that this validates
the model for\the future as well. Obviously this linkage of the past
aod the future supposes that the relationships between variables is
'constant through tiﬁeﬁ In other words, the system has not changed.
gwé can see immediately that this supposition.is questionable as a
general rule of behavior. ‘We need, therefore, assurance that the
-past- and the future systems are thexsame, if we are to trust a
validated model of the past in the future.

When we :are satisfied that tracking historical information is

a valuable thing to accomplish, how does one go about it? How many
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“time series should be used? What means of“reconciling deviations
- between simulated values and historical’ values should be used? How
- closely must the simulation series track the histotrical series to
- be proclaimed satisfactory? What criteria can be used to distinguish
between time series which are "important" and those which are "unim-
portant?" Of these many questions, little of a definitive nature can
be said. Current practice leans heavily to such measures as sum of
squares and total sum of squares of the deviations between historical
and simulated series as indicators of disagreement between data and
model.3 Gilmour (18] reviews many statistical techniques which can
be used in principle but offers little direction about criteria
for choosing among them for specific examples. This is an area
needing research and attention as simulation models become more
widely used and more important to decision~making at both the micro
and macro economic levels.

Supposing that one had available relevant time series and an
appropriate measure(s) of error, there remains the thorny problem
of fine tuning the model to reduce this error measure. In the compli~
cated simulation models now being constructed, there are extremely
large numbers of parameters which are candidates for change to make
the model perform better. No general advice is possible here, as
every model is unique at this point. It takes a deep familiarity with,

and intuition -about, the model to select parameters for adjustment to

3G. L. Johnson, G. E. Rossmiller, and T. W. Carroll, "Problems
of Verification and Validation of Large-Scale Simulation Models,"
Statistics Seminar, Michigan State University, January 20, 1976.
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imprqyggghq;egror,mqgsure,n.Thia<isfaJtime-consuming.problem*which
should, be viewed in érlpng-term;perspectivevas an ongoing process.

This brings;one up to the point where one must realize that
models are rarely ever clearly right or wrong. They have gradations
of rightness and wrongness which can be changed over time through
improved parameters, improved data to track against, and improved
structural relationships. Models (in the positive sense) are built
to predict the future, not to duplicate the past. A model must be
installed and used and then trusted to greater degrees as its per-
formance improves. The "new" historical information recorded as time
passes becomes data which can be tracked against, even if there were
no "old" historical data in the first place. If the model structure
is adequate, the passage of time affords thg user/developer the op-
portunity to track against valid time series to fine tune the model
parameters. The model will gradually improve, and confidence in its
predictions will then increase. Eventually good models will be
trusted and used because of their great ability; bad models will be
either made good or shelved.

The simulation model of a beef cattle enterprise developed in
this thesis has no historical data to track against. This is a weak-
ness which will inhibit verification and validation of the model,
‘but not fatally so. The very extensive work on logical consistency
‘reported earlier in this chapter is a partial substitute for this
lack of data. The use of experts to "eyeball" model results is an
$éé&£;igq&lﬁstgp in the validation process which can be relied upon

to complete the determination of validation for this model.
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Expert "Eyeballing"

As the third step in the hierarchy of validation procedures,
the satisfaction of expert "eyeballing" is more sophisticated than
logical consistency and tracking historical data. At the same time
this step is also less rigorous than the first two. It ig quite
possible for a model to have cleared the first phases of validation
and still be found wanting by experts of the system's behavior. Logi-
cal consistency and tracking of historical data are levels of valida-
tion which do not require extensive knowledge of the system under
study. A model can stili contain errors of significance which can
only be detected by having an expert review the model output for cer-
tain initial conditions and control modes. The intuitive knowledge
of the expert is highly useful at this point because it is this source
which can say, "This just doesn't look right!" More detailed study
of such problem areas can reveal whether the model is correctly simu-
lating the real system that it is supposed to represent. If found
wanting, then the model can be improved and returned to the expert
for appraisal; this iterative process of review may cycle several
times before an acceptable model emerges validated,

An example of expert "eyeballing" discovering modeling misbehavior
is the case of the rates of weight gain for calves. Well into the
validation process, the discovery was made (by an expert in animal
husbandry) that the predictions of male and female calf weight gains

were Iinconsistent with common experience. Figure 6.4 illustrates
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Figure 6.4 Rate of weight gain of male calf animals versus age
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the pattern of weight gains produced by the model and two typical
welght gain patterns.4

Examination of Figure 6.4 shows that the modeling error is the
pattern of weight gains starting at excessively high levels for very
young calves and decreasing with age. The real behavior is to have
low rates of weight gain initially, with subsequent increases as the
calves grow older. Realization of this error resulted in a modifi-
cation to one of the routines imbedded within subroutine NUTRN,
Details of this final version can be found in Schuette[48].

A second example of the use of expert "eyeballing" of output
results to determine model validity is given by a series of simula-
tion runs exploring alternative grazing and harvesting policies for
their effect on forage growth. This series of runs explores timing
of forage harvest, intensity of grazing, and combined grazing/har-
vesting schemes for their effects on dynamic growth and total forage
available for harvest. Additionally, the effect of weather differ-
ences on the effect of these policies is evaluated through use of
second runs in many cases. Table 6.11 presents the results of 15 model
runs reporting total forage harvestable with the described management
action, and with no harvesting activity at all. The units reported
are are kg forage harvested and harvestable per hectare, and kg TDN
forage harvested and harvestable. The effects in terms of kg TDN/hec
are more crucial to the impact on the cattle herd because TDN values

change radically as new growth appears after harvesting actions.

4USDA, Beltsville Growth Standards for Holstein Cattle, Technical

Bulletin No. 1099, Washington, D. C., 1954, p. 5.
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‘Table 6.11 Effect of Grazing and Harvesting Policies on Forage Growth and Obtainability
Forage Quantity (kg/hec) kg TDN/hec
Run Description Action No Action Difference Difference
1 80% harvest at T = 0.4 5,790.02 6,886.34 «1,096.32 «454,22
2 80% harvest at T = 0.5 6,251.11 6,886.34 -635.23 -205.67
3 802 harvest at T = 0.6 6,175.32 6,886.34 -711.02 -298.79
4 80% harvest at T = 0.7 6,410,52 6,886.34 ~475.82 =-214,11
5 802 harvest at T = 0.4 .
and at T = 0,7 5,357.11 6,886.34 -1,529.23 =-649,03
6 802 harvested at T = 0.4,
I=0.5, T=0.6,Te0.7 2,863.26 6,886.34 -4,023.08 -1,672.55
7 802 harvesced ac T = 0.4
and at T = 0.7, with
different weather from run § 3,827.04 5,831.44 -2,004.40 -862.87
8 80% harvested at T = 0.4,
Tw»0.5 T=0.6, T= 0,7, with
differenc weather from run 6 2,016,239 5,831.44 -3,815.05 -1,651.83
9 Animal grazisg removal of
500 + 2,000T kg/day This action is {nfeasible with season-long grazing.
10 Animal grazing removal of
500 + 2,000T kg/day, with
different weather from run 9 This action is infeasible with season-long grazing.
11 Grazing 5.0 kg/hec-day 4,613.6 6,886.34 =2,272.74 -915.05
12 Grazing 5.0 kg/hec-day, with
different weather from run 11 4,674.20 5,831.44 =-1,157.24 ~430.43
13 Grazing 5.0 kg/hec-day + 802
harvested at T = .4, with
different weather from the base This action is y{nfeasible with season-long grazing.
14 Grazing 5.0 kg/hec-day + 802
harvested at T = 0.5, with
different weather from the base 2,381.81 5,831.44 -3,502.63 -1,446.27
15 Grazing 5.0 kg/hec-day + 80%
harvested at T = 0.7, with
different weather from the base 3,649,110 5,831.44 -2,182.34 -887.17
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Runs "1, 2, 3, and 4 explore the effect of a single harvest

removing 80% of the existing forage by weight at times 0.4, 0.5,

0.6, and 0.7, respectively. In terms of minimum effect on physical

' quantity potential harvestable (amount actually harvested and final
forage value) run 4 is superior. In terms of TDN, run 2 is slightly
less harmful than is run 4. In all cases the effect of harvesting is
to reduce the quantity of potentially harvestable forage.

Runs 5 and 6 investigate multiple harvesting schemes, with the
result that two harvests is superior to four but that both are worse
than any of the single harvests evaluated in runs 1 through 4. Runs
7 and 8 duplicate the harvesting action of runs 5 and 6, respectively,
but under somewhat less favorable weather conditions. The overall
harvest possible using only a single end of the growth season harvest
(T=0.75) drops from 6,886 kg/hec to 5,831 kg/hec simply because of
weather differences. Run 7 turns out to be worse than run 5 in both
physical effect and TDN effects, while run 8 is superior to run 6
in both physical and TDN effects. The overall average rainfall,
average solar radiation, and average temperatures are important to
growth as well as the distribution lying behind such averages. Dis-
tributional effects are surely responsible for the improvement of
run 8 over run 6 in light of run 7 being inferior to run 5.

Runs 9 through 12 shift from forage harvest to cattle grazing.
Runs 9 and 10 explore the consequences of a heavy grazing pressure
on a land parcel of 100 hectares. In both the standard weather con-

ditions (run 9) and less favorable weather conditions (run 10), the
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:givenirate of forage.removal  through- grazing.is untenable with season-
“long. grazing: :Therpressure.is-so0 great;that*all~foragggis;consumed.
.Figures 6.5:and.6.6;depict,the dynamic- forage-levels(which occur in
runs 9 and 10, respectively, -with grazing, and without, for comparison
purposes.

Runs 10 and 12 illustrate the effects of a successful level of
grazing on forage production. Although this policy is successful in
terms of being possible over the gr.zing season, the net effect of
grazing is reduced forage production. This effect is quite sensitive
to weather, as.the difference between.runs 1l and. 12 indicates. Run
12 has an overall growth reduction of 1,054.9 kg/hec from basic
weather conditions but .a marginal.increase in forage potential under
the grazing policy tested. Figures 6.7 and 6.8 illustrate the dynamic
pattern of forage growth in runs 11 and 12, respectively.

Runs 13, 14, and 15 illustrate the effects of combined grazing
and harvesting policies. The grazing intensity remains constant at
5.0 kg/hec/day, while the timing of 80% harvesting shifts from 0.4
to 0.7. Figure 6.9 illustrates the dynamic effect of those policies
on forage demsity. Run 13 is an untenable policy, as the early har-
vest combined with grazing pressure exhausts all plant material in
midsummer. Runs 14 and 15 are feasible, but neither would be par-
ticularly profitable, since the quantity harvested during the growth
season is not as large as the drop in the final density at T = 0.75.

The fifteen runs reported here present a picture of the current

operating characteristics of the forage growth component, with
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Figure 6.5 Forage densities over time as a result of basic climatic
variable inputs and grazing policies -
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Figure 6.7 Forage densities over time as a result of basic climatic
variable inputs and grazing policies
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réspect to grazing and mechanical harvesting policies. The effects
of the policies investigated here are conditional on the weather
patterns used in each run. Other weather patterns'afe,’Pf'bbprse,
possiﬁle; and the results of the specific policies could change with
such different weather patterns. Finally, more exhaustive policy

tests would be certain to reveal superior policies yet.

Prediction

Section one of this chapter indicated that prediction is the
final step in model validation. Prediction is not attempted until
-the model has passed through the preceding three steps in the vali-
dation process. Once the model is thought to be ready for use, it
is used, but on a tentative basis. The model will make time pre-
dictions that can be verified simply by waiting for real events to
catch up to simulated events. An extremely helpful action at this
point would be careful data collection oriénted to the variables
used in this model and predicted by it. This allows tracking pro-
cedures to be used to identify time series which are not as well
modeled as others and, thereby, indicate areas where parameter changes
or new model structure is needed. This final stage of validation is
also a time when users can begin to develop confidence in the model
as théy see it work and improve over time. Gradually the model will

be more and more reliable, and the validation effort can be concluded.

VI.3 Summary
- This chapter has .presented a hierarchy of validation steps which

a model must pass through before it can be considered verified or
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validated. These steps are logical consistency, tracking historical
data, satisfaction of expert "eyeballing", and prediction. A large
number of examples of logical consistency have been presented here
for the beef cattle enterprise model, as well as some discussion of
satisfaction of expert '"eyeballing." Tracking of historical data has
not been attempted simply for lack of suitable test cases. Predic-
tion must wait for an actual model user willing to devote the neces-
sary resources to this final step in the validation process. In
short, the podel in its current state is well down the road of vali-
dation, but it has not yet completed the validation stage of model

development,



Chapter VII
~ MANAGEMENT STRATEGIES

This chapter will be the primary report of uses of the simulation
model to investigate management strategies of decision-making. Three
topics will be covered here: an orientation to management strategies as
used in the model, several illustrative demonstrations of the model and
its capability, and a summary of what has been learned from these sample
demonstrations.

VII.1 Strategies of Management Decision Making

Although this model contains many quite detailed control variables
to allow realistic simulation of an actual enterprise, its main useful-
ness lies in investigations of broader questions of management decision-
making. As used here the word strategy refers to an approach to manage-~
ment or operation which embodies a multiple of individual decisions.

An example of a munagement strategy is the question of whether to sell
calves as they are weaned, or to retain them for sale later as yearlings.
A relatively fundamental difference exists between these two modes of
operation. Quite different cash flow patterns would be expected, as
well as rather different wintering feed requirements, etc. Detailed
decisions to be made within each of these strategies include how much
and what type of feed to allocate to the herd cohorts, how to effective-
ly use forage growth, and what sales date should be followed. The
simulation model accomodates these types of decisions through the
mechanism of decision points where the user has the choice of alter-

native actions to take to control the behavior of the enterprise. These
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decision points occur as often as complex decision requiring the

input of a decision-maker are encountered.

VII.2 Demonstration Examples of Strategy Investigations

This section will discuss specific uses of the simulation model
in investigating alternative strategies of management decision-making.
Three different and distinct areas of management strategy will be
evaluated here:

(1) early versus late weaning of calQes

(2) the rate of development appropriate in increasing
the steady state size of the breeding cow herd

(3) general profit maximization for a given breeding cow herd
size.

These three examples have been chosen as the means of illustrating
the capability of the simulation model because of the wide range of
decision-making that they encompass. The reader can think of numerous
other examples which might be just as appropriate as these. In order
to cover these three examples in the limited time and space available,
the testing will be under typical conditions but will not be exhaus-
tive or complete. The conclusions drawn here should be viewed as
tentative and preliminary and subject to further testing before
being confirmed.

The major criterion for comparing the strategles tested here
will be financial; this is in keeping with the subject being discussed
in this thesis--a profit maximizing agricultural business. Other cri-
teria will be used when appropriate to reflect differences not handled
or poorly handled by financial considerations.

The three demonstration examples to be discussed in the remainder

of this chapter require numerous exogenous variable specifications
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through time. These variables fall into four groups: expected prices,
Se1imatic ‘Variables, “érop ‘production, and miscellaneous. Expected
prices over time are required fot the fiVé”ééttiéwﬁgide grades, the
eight pggggqp%gnyggggurgggx‘aqg for each of the, feed stocks. Climatic
v‘yyggigp}ggutgqgired'qgglthe solar radiation, average daily temperature,
'_and'faipﬁay;“g§q3§rns through time. Crop production specifications
include the timing and quantity harvested for each feed stock. The
miscellaneous category includes the quantity of grazing land and its
divisions into homogeneous parcels, the property tax rates, as well
as oth&;s;n;;ial conditions.

A1l three demonstrations'will use an expected price pattern
which assumes an annual cycle of price fluctuations for cattle and
feed stocks. Expected prices for the eight production resources are
assqmed to be constant through time., Figures. 7.1 and 7.2 illustrate-the
pattern and degree of fluctuation for expected prices of cattle of
grade 1 and feed stock 1 (forage), respectively. A pattern of constant
prices will be used in the weaning timing demonstration for comparison
with the cyclic prices usually assumed. Such prices will be roughly
midwgy'be;ween the highs and lows of the cyclic price pattern. Figure
7.3 illustrates the annual pattern of solar radiation incident to the
enterprise site. Forage harvesting will be performed at the end of
the growth season as well as within the growth season at T = 0.55.
E}na;ly, the onset of spring growth and the end of the growing season
‘gge_assumgd to be 0.25 and 0.80, respectively, throughout all runs for
. these three examples. The many other initial conditions required to
operate the model will not be specifically mentioned; unless other-

‘wise noted such initial conéi;%ppg are upiform%y applicable over—-all
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Early Versus Late Calf Weaning

The first illustrative example of the beef cattle enterprise
model will concern a relatively self contained policy issue--should
éilves be weaned early or late? Beef producers face this decision on
an annual basis, so it is a question of concern. The effects of these
policy alternatives are largely confined to three areas, although second-
ary effects are numerous. These three areas-are (1) overall profit
effects resulting from sales of either light or heavy calves to the
market, (2) total feed requirements with retention of calves into the
winter feeding season, and (3) effects on estrous cycling in calves
selected as ‘replacements for the breeding. herd.

The exogenous variables used in the runs to examine this policy
issue were largely as described earlier in this section. However, the
cyclic prices used most frequently throughout the runs discussed in this
chapter were augmented by a pattern of constant prices for purposes of
comparison. Feed stock production was assumed to be 45000 kg of shelled
corn at T = 0.65, 20000 kg of corn silage at T = 0.70, and 15000 kg of
rye grass at T = 0.75. 660 hectares of grazing land was divided into
five parcels of 200, 200, 100, 100, and 60 hectares. Property taxes
were assumed to be $50 per hectare per year.

Four runs of the model were made to investigate the major effects
listed above. The time horizon covered by these runs was from T = 0.0
through T = 1.25. An experiment involving two factors was performed,
with the first factor being age of weaning, and the second factor being
thg annual pattern of prices expected. Age of weaning was tested in
two groupings, with the age of weaning ranging\from 3 gg SAmpn;hgﬁin

the early weaning.group, and from 5 to 7 months in the late weaning group.
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Price patterns were also tested in two gro@ps; the first group used
constant cattle, production resource, and feeé étock expected prices,
while the second-patéern ﬁ;d cattle pficesféyéling on an annual basis

as exemplified by Figure 7.1. Peak cattle pricés in this second pattern
were in the spring with minimum prices’in the fall corresponding to the
traditional weaning/éulliné time,

Table 7.1 reports the results of the four simulation runs which
evaluate the effectkof weaning age on enterprise behavior. Early
weaning--constant prices, early weaning--cyclic prices, late weaning--
constant prices, and late weaning--cyclic prices are the four runs
reported in this table. Five factors of primary importance are listed
for each run; these are annual cash flow, revenue earned from calf sales,
total purchased feed stocks consumed, replacement heifer estrous omset,
and bred heifer estrous onset, The first three of these factors are
obtained from the end of the year financial summary, while the last
two are obtained from the intermediate print statements at time T = 1.25.
This latter time happened to be the time at which the simulation model
determined the age of heifer estrous onset.

In Table 7.1 the run with the minimum cash outflow (all four have
negative cash inflows for the year) is run 3, i.e. late weaning with
constant prices. This is largely due to the fact that it is also the
run with the largest revenue earned from calf sales. Even with cyelic
prices, however, late weaning is financially superior to early weaning
as is demonstrated by run 4. The higher calf weights at a later time
of weaning are responsible for this superior financial performance.

* Laté weaning also resulted in a sligh;ly smaller total feed con-

sumption (of purchased feed stocks) than early weaning. This was due



Table 7 1 Results of Sample Runs Investigating the Effects

of Early Versus Late Weaning of Calves
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to the fact that calf nutrients could be partially supplied by grazing
during the early fall period, but were mainly suﬁplied by lactating
cows which themselves were grazing and therefore not consuming feeds
which are counted in the quantity listed in Tabie 7.1.

Additionally, the ages of the heifers at first estrous, both for
replacement heifers and bred heifers, were younger fof late weaned
calves than for the early weaned calves. In both late and early weaning
the oldest group of female calves were selected for replacements, and
the second oldest were selected for bred heifers. All of the other
calves were sold on the market. The age difference between the oldest
and second oldest female calf groups selected accounts for the difference
in the ages of first estrous between replacement and bred heifers. The
age difference , for both replacements and bred heifers, between those
weaned early and those weaned late is only 0.0359 years, or approxi-
mately two weeks. This difference would have some effect on the rate
of pregnancy achieved for the two heifer groups during their first breed-
ing, but only in a marginal way.

The overall conclusion drawn from this set of four runs of the
model is that late weaning is to be preferred to early weaning even
under adverse price expectations. Only when the expected fall in prices
for cattle during the fall period is so severe so as to more than offset
the increase revenue from heavier animals should early weaning be con-
sidered. Even in this instance the consequences of additional purchased
feed consumption and delayed estrous onset should be carefully considered

before early weaning is adopted.
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'Rate of Development

is example of ;he capability of the enterprise model illustrates

the éﬂiilfy.§f the‘ﬁodgl to assist in project investment planning. The
three caseécongideredvhere are ones which would be considered among
‘the range of éoséible approaches to achievement of the goal. The pro-
jecﬁ ﬁo be investigated here is achievement of a steady-state breeding
cow herd of 200 animals within three years of project initiation. The
thrée cases tested are (1) purchase of 200 bred heifers and no other
animals, (2) purchase of 250 mature cows and no other animals, and
(3)'purcﬁase of an entire ongoing herd having a steady-state cow
population of 100 animals. Certainly other possible initial states
exist, but thése three will be the ones tested in this model demonstration.
Each of the three runs discussed here shares the same common
exogeno;s variable envirﬁnment...fhe staﬁdand Qeather pattern used in
the majority of the simulation runs of this thesis is again present
here. Figure 7.3 illustrates the solar radiation pattern of this
weather set over the calendar year. Annual cycle of cattle and crop
prices is expected with peak crop prices in the spring and minimum
prices in the fall, Similar timings of the cattie price fluctuations
are assumed, Figures 7.1 and 7.2 illustrate typical levels of price
fluctuation and the timing of these fluctuations. Productlon resource
'prices are assumed constant throughout the three-year time interval
evaluated. All runs begin at T = 0.0 (corresponding to January 1 of
the calendar year), and spring calving was used for all three rums.
The grazing land parcels were identical to those of the weaning demon-

stration, as were the feed stock production quantities and timings.
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Property taxes were again $50 per hectare per year and due in
semi-annual installments.

Figure 7.4 indicates the convergence of the mature cow populations
of each of the three cases toward the target value. Case 1 population
increases rapidly from zero to 200 because the initial conditions were
200 bred heifers which quickly had their calves and became mature cows.
Subsequently this population drops below 200 because there are no
replacement animals to take the place of cows which die or are culled.
Only as replacements are generated from the first calf crop does the
population again approach the desired level of 200. Case 2 exhibits
a steady drop from the initial level of 250 cows that one would expect
because culls and deaths are not replaced with incoming heifers until
the first calf crop matures to replacement heifer age. Case 3 follows
a slow but steady path of population increase that is expected of a
herd which began at a level of 100 and which is growing solely through
retention of weaned female calves. Culling is at a very low rate in
this case to maximize cow population. All female calves are retained
fpr replacement heifers to minimize the time required to reach the
target population. By T = 3.0 Cases 1 and 2 are quite near the desired
population target, but Case 3 is still somewhat short of this goal.
Had the plot of Figure 7.4 been extended to T = 3,25, then all three
cases would have been slightly in excess of the target population.

The considerable rise in the Case 3 population would have been due to
the large number of replacement Heifers (retaiﬁed from preQi;us calf
crops) which would be changing cohort designations as they become two

years old. All three cases can be considered to have reached the target,
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Selection of a "best" rate of development from among a group of
alternatives is most likely to be made on the basis of financial return.
The selection of criteria to determine this return is a decision which
should be made quite carefully, Operating characteristics as well as
some measure of the change in value of property and assets should be
made. For this demonstration example the cash flow of the runs and the
change in net worth of assets other than land will be the criteria used
for selecting the best alternative. Cash flow will be discussed in
terms of overall accumulated flow, annual cash flow, and per period cash
flow. Net worth will be discussed in terms of long and short term debt,
change in value of feed stocks on hand, and change in value of the
cattle herd. Operating capital levels will also be included.

Figure 7.5 illustrates the cash flows on an annual basis for the
three cases under consideration. All of them share the characteristic
of being highly negative; this indicates the current pbor condition of
the cattle industry faithfully. High feed prices and low cattle prices
are the cause of this situation. Case 1 is less negative than the
other two alternatives in years 2 and 3, but case 3 actually made money
in the first year. Case 3 then plunges down to the worst position of
the three for years 2 and 3. This drop can be attributed to low revenues
assoclated with retention of all female animals to maximize calf births
in the following years. A reason for the highly negative cash flows
of the three alternatives is the debt repayment made necessary by
borrowing to meet the needs of the enterprise during the long intervals
with negative cash flow. Typical loan conditions used here was repay-

ment within one year at 10% interest on the unpaid balance. These terms
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insure that the loans must be rolled over since the entire three year
interval produces no windfall of revenues to enable the enterprise to
eliminate them entirely., If more favorable terms could be arranged
then the cash flows would not be quite so bad, but then the debt
situation would not be as good.

More detail on the timing of cash inflows and outflows contribut-
ing to the annual patterns of Figure 7.5 are glven by Figure 7.6.
Here the individual DT time increments of cash inflow have been
aggregated into values for intervals of 0.20 year. Cases 1 and 2 show
quite similar patterns of cash flow over the entire three year project
duration. Case 3 differs somewhat from the other two, but becomes more
similar as time approaches the end of the project. The working capital
requirements of the enterprise can be determined through integration
of the consecutive periods of cash outflow. Such outflows must be
covered by working capital on hand at the beginning of the outflow
interval, or by borrowing during the outflow interval with repayment
to be negotiated between the borrower and the lender.

The change in net worth of the enterprise is a function of the

change in herd composition and age structure, changes in the feed stock

inventory, changes in the level of working capital, and debt load. Table -

7.2 illustrates the net worth changes which have occurred over the three
year time horizon of these investigations. The initial cattle herd
valuatious are strictly a function of the composition of the herd at

T = 0.0, as initial feed stock valuations are solely determined from

the quantities of each feed stock on hand. All three cases shared a
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Table 7.2 Change In Net Worth Over Time

Financial Variable Case 1 Case 2 Case 3

Initial--T = 0.0

Value of cattle 32000 92500 64900
Value of feed stocks 21060 21060 21060
Working capital 45000 45000 45000
Long term debt 62100 122600 95000
Short term debt 0 0 0
Net Worth of liquid assets 35960 35960 35960

Final--T = 3.0

Value of cattle 80200 83000 83050
Value of feed stocks 20400 18220 25070
Working capital 43370 13330 -7160
Long term debt 0 50600 23000
Short term debt 41200 - 46400 29000
Net Worth of liquid assets 102770 17550 48960

Change in net worth +66310 -17510 +13000
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common level of net worth of assets and liabilities;' The widely
varying herd valuations were offset by different debt levels which
would represent the borrowing necessary to acquire such herds. Overall
net worth at T = 0,0 was set at 535,960, exclusive of land related
indebtedness and valuation.
After three years, Cases 1 and ] have increased net worth while
Case 2 has suffered a significant drop in net worth. Cattle and feed
stocks were valued at the appropriate prices in effect at T = 3,0 to
obtain these end of project figures. Due to the annual cattle and
crop price patterns used throughout this dissertation, the prices in
effect at T = 3,0 happen to be identical to those in effect at
T = 0.0. Case 1 had such a large increase in net worth because the
herd increased dramatically in value--animals which were initially
valued as replacement heifers were valued at the conclusion of the
project as mature breeding cows. Overall debt shrank in all three
cases, but the rapid repayment of long term debt was offset by large
increase in short term debt. The short term debt levels are a result
of the negative cash flows which have had to be funded through borrowing.
An overall combination of cash flow and changes in net worth
gives a rather gloomy picture for all three development cases. Case
1 has an overall undiscounted present value of -$34,790, while Case 2's
value is -$169,210 and Case 3's is -$130,200. Clearly Case 1 is the
best of the three tested by a wide margin. Therefore, these tests would
conclude that purchase of bred heifers is the best choice from among

these three. However, the fact remains that even Case 1 lost nearly
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$35,000! Only land speculation or desires for tax losses to offset
other taxable income would induce an investor to make this investment

under the conditions tested with these runs.

Profit Maximization

The final demonstration of the capability of the simulation model
to evaluate and assist in decision making will be a search of selected
control values and strategles to maximize profits for a given breeding
herd size. Here the breeding cow population will fluctuate around 200
animals with appropriate replacements to maintain this herd size.
Three areas of potentially significant financial effects will be
investigated: use of artificial insemination versus natural breeding,
sales of weaned calves or retention for later sales as yearlings, and
herd feeding plans. Monetary considerations of alternatives will be
supplemented by other criteria when appropriate in selecting among
possible control value sets., Cattle and crop prices will be assumed
to fluctuate on an annual cycle as illustrated by Figures 7.1 and 7.2.
The weather variables will be assumed to follow the pattern given by
Figure 7.3~-a plot of solar radiation levels over the calendar year.
Property taxes are assumed to be $20 per hectare per year, and due in
equal installments June 30 and December 31. Total land area allocated
to grazing is 660 hectares divided into f£ive land parcels. No land is
leased. Small quantities of shelled cornm, rye grass, and oat silage
are produced for winter consumption.

The decision to select either artificial insemination (AI) or

natural breeding over the other has elements of financial cost, breeding
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“Cow donééﬁtién‘fétéé;'éﬁdiéénetic‘change involved. This enterprise
sinulation model exdlides genetic factors completely. 4Curre'nt1‘y', the
overall conception rate from AI is the same as natural breeding as long
as the onset and duration of breeding are equal. This leaves the
direct financial costs as the only viable means of making comparisons
between these breeding methods. Two model runs were made to investigate
the financial effects of the method of breeding. One had a bull/cow
ratio of 1:20 with no AI used, while the other used AI exclusively with
zero bull population. Both runs covered the time interval from T = 0.0
through.T = 1.0. Table 7.3 summarizes the results obhtained.

. Use of natural breediné is superior in terms of financial cost by
a margin of 4,900 dollars. AI supplies and labor are a large expense
which more than exceeds the feed costs and replapement costs of maintain-
ing a buil herd. AI supplies were assumed to be priced at $10 per
ampule, which is a typical value. In actual practice there might be
the additional factors of different cow and heifer conception rates
and genetic changes to modify these findings. However, the financial
costs of the two methods of breeding clearly favor natural breeding;
enterprise profit maximization implies the use of natural breeding.

Disposition of weaned calves is a question which cattle ranchers

face yearly., Should they be sold after weaning, or retained for sale
later as yearlings? Immediate sale had the advantage of lower winter
feed requirements, less labor in general animal care and feeding, and
a known current market price. Retention for later sale speculates

that the increased revenue of selling heavier animals will offset the
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‘ V Costs of Costs of
' Al Natural
Factor ~ Breeding Breeding
(%) (%)
Labor and AI supplies 10,980 —-—
| Bull feed costs —-_— 1,270
Bull replacements — 4,800
Total 10,980 6,070

costs of keeping these slaughter cohort animals. Three separate
runs were made to compare the overall financial effects of (1) sale
immediately following weaning, (2) retention of female heifers not
selected as breeding replacements, and (3) retention of all weaned
calves. All animals retained for later sale were sold at T=1.15
when‘yearly cattle prices were at their peak; animals sold at that
time were from 10 to 12 months old.

Tablé 7.4 indicates the results of these three runs. Total
cash flow and net profit are reported for the period (0.0, 1.15).
Additionally tﬁé values of the feed stock inventories at T=1.20 have
been compared and the difference of the two retention runs from the
base given. Finally, total cash flow and net profit are adjusted to
These adjusted

include the feed stock inventory valuation differences.

values are a true basis for comparison among the three runs. As the
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values of adjustedfﬁh%hfflow make cleari” the® more ‘weaned animals that

are retained the worse off the enterprise- becomes.~-Under the feed
plans used, and*the basic price cycle specified, the profit maximizing

operator would sell all weaned calves not retained for replacement of

breeding cows‘and save none for later sale.

Table 7 4 Financial Effects of Weaned Calf Retention

'Policies
Factor Sell All | Sell Males Sell None
P ‘ - (8) ($) ($)

Total Cash Flow | +4770 | 42790 - +100
Total Net Profit . |=-5980 |  -7960 -10650

) Feed Inventory Value 0 -3620 ~-1850
“Ifotal Adjusted Cash Flow | +4770 ~830 ~1750
Total “Adjusted ‘Net Profit:|:<5980 | -11580 -12500

" The final aspect of profit maximization to be investigated in this
‘thesis is the area of cattle feeding plans. Feeding of cattle is a very
significant part of the overall cost of a cattle enterprise and offers
room for fiﬁaﬁéiéf sayingelif”feed reductions can be made. The simula-
'tion‘mddelyis well auited to these“investigations'because of the great
flexibility which exists in the quantity and quality of feed that can
‘be allocated to the individual herd cohorts over time. For example,
the model user can specifylup to four different feeding plans through

time and control the time at which allocations shift f*vm one to another.

Since these plana are changeable at most decision points the time interval
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during which each feeding»plan is injeffect-can be quite short,
Within a particular feeding plan the" user¢c;n“specify the quantity
of TDN he wishes allocated to each cohort's animals for both concen-

tratés éhd ioughages ﬁer day: “The unitsiofithe control variables of
". . i M . LR DU . . ':f e LI .

the'feedingiplan are hgiTDN/animal/day: Further, the user can specify
what fraction of the roughage and the concentrate allocation is to be
obtained from what feed stock This model.organization gives the
model uscr nearly as much flexibility as an actual enterprise manager
in feeding cattle.

A series of eight simulation runs of one year's duration was
made, attempting to reduce feed allocations without hurting cattle
performance. The base run had a series of six feeding plans cover-
ing the entire one-year interval drawn from rough adherence to rec-
ommended guidelines. Two different sources caused misallocations
where improvement was obviously attainable, First, several instances
occurred in which the allocation to animals of a particular cohort
was more than they would consume. This excess is considered totally
wasted in the model (see section V.4 for details). Second, several
other instances occurred in which the allocation to animals of a
cohort gave a projected‘daily4weight gain rate which conflicted with
the weight maximum constraining that cohort. In such instances any
daily gains exceeding the weight maximum are disallowed (see section
V.l for details) Thus, the immediate goal was to eliminate these
sources of excess feed consumption from the feeding plans.

Table 7 5 indicates the results of the eight model runs over

the time interval (0 00 1. 25) ‘Run 1 is the base from which improvements
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Table 7.5 Financial Effects of Alternative Feeding Plans

[

i

Description Run 1(base) Run 2 Run 3 A Run 4 Run 5 Rup 6 “Run 7 ﬁ@n Bﬁ

1. Feed Allocated’ : ‘ : ‘ . '; 1z

" forages 162860 165890 164340 162970 162970 113660'. 113640 {JJGSQ

shelled corn 73760 67190 68460 73310 68470 58650 . - 68810 fQSSIQ

" soybean meal 75140 68410 69710 74680 69730 59640 .. 70060 '69256

rye grass 29530 43550 43280 53900 -53900 40130 " 40130 40120

oat silage 20390 20800 20600 20420 20420 14350 14350 14350

com silage 44260 45120 44700 44320 44320 31220 31220 31220

2. Feed Inventory(T=1.0) N . . -

forages 121370 131550 154030 165820 159810 181140 185180 174740,

shelled -corn 41740 41280 40020 4010U 44860 54600 64060 46970

soybean meal 44590 41300 40020 40030 44970 40050 49560 -32480

rye grass 18690 29660 29920 24820 19840 33480 33520 33440

oat silage 15620 20160 20340 20500 20500 26470 26560 26370

corn silage 33070 33300 33710 34080 34080 37110 37110 37110

3. Inventory Value 21600 22040 22860 23340 24220 26530 ' 29340 24130

4. Aunual Cash Flow 10890 11180 10910 9530 9150 12350 6010 17460

5. 3. difference over base - +440 +1260 +1740 +2620 +4930 +7740 +25307

6. 4. + 5. 10890 11620 12170 11270 11970 17280 13750 1999df
7. X Improvement over base - +6.7 +11.7 +3.5 +9.8 +58.6 +26.2

+83.5

[4°14
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were to be made. Run 2. increased the mature cow allocations during

. calving to attempt more rapid weight recovery, while also decreasing
allocations to replacement heifers and mature bulls. Both these latter
two cohorts were being alliocated excessive feed quantities; heifers
were allocated more than they would consume, while bulls were fed so
much that the resulting daily gains took them beyond the weight
constraint of 600 kg, A small'improvement in the overall financial
measure of Run 2 was shown--approximately 6.7% better than the base run
in terms of the combination of annual cash flow and the excess feed
inventory on hand.

Run 3 attempted to the correct the problems still remaining after
Run 2 by further decreasing replacement heifer feed allocations in the
early part of the year, and by reducing the allocations of concentrate
to bulls throughout the year. These changes resulted in another small
increase on overall profitability as total feed allocated was reduced.
An 11.7% improvement from the base run was achieved.

Runs 4 and 5 departed significantly from the feeding plans of the
first three runs. Early year cow and heifer pre-calving feed rates
were increased to reflect the common practice of boosting energy intake
prior to calving, Run 4 also added a schedule of feeding calves supple~
mentary concentrates during the later summer months. These increased
concentrate allocations are reflected in the higher concentrates consumed
values. in Table 7.5. .The overall financial result was still slightly
better than the base run, by 3.5%, but a drop from the previous runs,
Run 5 eliminated the summer concentrate supplements to calves of Run

4, but was otherwise ‘identical to it. TIts overall financial result was
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a gain from the results of Run 4, but still worse than Run 3. A 9.8%
., Amprovement: over. the:base :run was:obtained.

Run: 6 made,another significant' change by’ exténding the grazing
~season,  where no supplementary: feeding is made, from T = 0.70" through
.T = 0.80. This latter time value is the beginning of the wintering

season as defined with the use of the variable TFALL. This increase
in grazing period is significant because of the large number of cattle
which are present in comparison to the rest of the year. Calves are
~able to eat quite a lot with full weaning being only a short period
into the future (TWEAN = 0.85). Elimination of this period of fLeding
saved expensive feed stocks by substituting forage which is relatively
low in cost. The overall financial effects were startlingly good--
a 58.67 improvement over the base run.

Runs 7 and 8 use Run 6 as a base and differ from it by increasing
or decreasing post-calving cow concentrate supplementation, respectively.
Observation of the overall concentrate consumptions listed in Table 7.5
shows roughly 10,000 kg increases in Run 7, and 10,000 kg decreases
in Run 8, from the base levels of Run 6. Overall financial effects
reflect these levels of change in concentrate consumption, with Run 7
dropping to only 26.27% better than the base run, and Run 8 increasing
to 83.5% better than the base run.

The above discussion of the effects of alternative feeding plans
has concentrated on the financial effects without mention of some more
;gpbtlg;feeding effects. One of these effects is the condition of the
.prgegipg cow herd as related to calving, lactation, and rebreeding.

.Table, 7.6 gives an idea of the feeding plan effects on cow condition
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by presenting ranges of weights of cohort 1 cows (at T = 1,0) for each

of the eight runs. Three basic groupings may be made from the eight

runs: (1) Runs 1 and 8, (2) Runs 2, 3, 4, 5, and 6, and (3) Run 7.

Runs 1 and 8 presumably have comparable levels of breeding cow condition
as the weight ranges are very similar. Run 8 is vastly better than

Run 1 financially, so it would be preferred to Run 1. Runs 2 through

6 have vefy similar- weight ranges implying a uniform cow condition

among them, while Run 6 has much better financial outcomes than the
others. Run 6 should then be preferred over the others. Finally,

Run 7 has a somewhat better condition than either of the other two groups,

Choice of the best overall run of these eight is difficult
because of the inverse relationship between the two measures of outcomes.
Figure 7.7 plots these conflicting results. Decisions about what is
preferable among these groups of runs--numbers 6, 7, and 8-- must be
made on the basis of the weights assigned to the two measures of
performance. If the weight differences are relatively unimportant,
then Run 8 is best. If the weight differences are very important, then
Run 7 is best. Perhaps Run 6 is best under moderate importance of both
measures, The decision maker must decide for himself.

Profit maximization (or loss minimization) is an open ended pro~
position., This demonstratjon of the capability of the model has touched
on three areas which seem likely to be important to achievement of the
goal. Of course, many additional aspects have not been examined at all.
The results of these model runs do tentatively support the proposition

that profit maximization implies natural breeding not AI. sales of weaned
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calves immediately not retention, and a tight level of feeding. Run
3‘6?3§“§r35551y“Cha§§éteii%fié'bf'bubﬁ:féédiﬁg ievéls.” Other conclusions

'“bbuI&Vpﬁééiblﬁ*Bé*&féﬁn here if' the assumptions about price, weather,

- and crop production’ change significantly. Additionall&, a more sophis-
-ticated model which includes an improved model of the energ& intake/
-reproductive potential interactions might obtain somewhat different
and more conclusive results with regard to the effects of the feeding

plan alternatives discussed here.

Table 7.6 Mature Breeding Cow Conditioning Effects
From Altcrnative Feeding Plans

Weights at T = 1.0

Run | Average Minimum Maximum
(kg) (kg) (kg)
1 386 358 419
2 405 372 440
3 406 371 440
4 406 370 440
5 406 370 440
6 396 367 440
7 417 380 443
8 385 351 423
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Financial
Rank

best « Run 7

middle . Run 6

worst . Run 8

worst middle best Condition
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Figure 7.7 Plot of the rankings of runs 6,7, and 8 according
to financial ranking and condition ranking
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~ VII.3 Summary

Three demonstration examples have been presented to illustrate
the capability of the simulation model to assist decision makers in
ongoing operational decisions and in investment planning. The question
of early versus late weaning was decided in favor of late weaning. Of
the three paths tested for achieving a steady-state breeding cow herd
of 200 animals, ‘the best method was to begin with 200 bred heifers and
generate herd replacements internally. Profit maximization turned out
to imply natural breeding as opposed to artificial insemination, sales
of all weaned calves immediately following weaning rather than retention
for later sales, and a tight level of herd feeding. All of the conclu-
sions‘dé?ermined through these demonstrations are tentative, because
the purpose of these investigations was merely to illustrate the capa~
bility of the model, not to come to a definitive conclusion about a
particular decision rule of management. Confirmation of these findings
could be achieved through more extensive testing with the simulation
model in conjunction with improved data.

The deterministic nature of this model and its output variables
could be modified to allow running in a Monte Carlo mode of operation.
This would provide confidence intervals on the output variables as
related to randomness in the various variables of this system. For
example, the weather variables usgd in the runs at present are deter-
ministic not random as they are in nature. Forage growth should,
therefore, be a stochastic variable responsive to the random variable
values of solar radiation, average temperature, and rainfall. The
financial variables of the model would then be stochastic in response

to different levels of forage growth for any given management policy.
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Confidence intervals could be determined around the financial outcomes
indicating the degree of fluctuation of them from weather variation.
Managers might prefer policies which while less attractive on the
average have less variation aroun& the mean. The preferences of the
manager toward uncertainty could then enter into his decisions regard-
ing investment and management policy.

These three demonstration examples do confirm the usefulness of
the simulation model in assisting management decision makers. Both
ongoing operating decisions and project investments of a realistic
nature can be evaluated with the model in its current form. A tool
such as this model should allow decision makers to perform better since
a much wider range of alternatives is open to analysis and objective
comparison. Information is generated which the manager can use to
significantly reduce the risk and uncertainty which are associated
with particular management strategies, While the development of this
model is costly, the operating expenses of using it are extremely
small in comparison to the potential advantages that can be gained
from better responses to economic forces and the environment. Meny
questions of significance could be answered in a day of programmer
time and $50 worth of computer time, as measured on the MSU CDC 6500.
The great flexibility of the model should make it of interest to many

different users.



CHAPTER VIII
SUMMARY AND CONCLUSIONS

This thesis will end with a summary of the preceding seven
chapters, the conclusions to be drawn from the development and use
of the model, further extensions and improvements to the model, and

implementation of the model.

VIII.1l Summary

The preceding chapters have discussed in great detail the
development and use of a system simulation model of a beef cattle
enterprise for the purpose of investigating alternative management
decision making strategies. Chapter IV developed the generAl de~
scription of the modeling approach that has been taken, while Chapter
V discussed the details of the mathematical model as implemented in

the FORTRAN subroutines listed in the User's Guide to the Beef Cattle

Enterprise Simulation Model, a separate volume from this thesis. The

details of the growth prediction and reproductive impact component
can be found in Schuette [48]. This simulation model represents a
strong attempt to fully model the time dynamics and reproductive
dynamics of a beef cattle herd; this is an area which has been ne-
glected up to this time. Furthermore, the intent of this thesis has
been development of a practical tool for decision makers which can

be helpful in providing evaluations of alternative decisionms.

290
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A general model of a beef cattle enterﬁriée which leans toward
" ‘the"land-extensive cow/calf form of operafipn has been viewed as con-

" taining five major system components. These are

1. cattle herd demographics--a description of the herd at each
point in time by age, sex, function, and, weight;

2. forage growth component-~dynamic plant growth of forage as
influenced by climatic variables and mechanical and animal
harvesting of plant material;

3. feed stock component--accounting for the quantity and
quality of cattle feed stocks through time;

4. nutrient impact component--determination of the response of
cattle to feed intake rates in terms of growth and of
reproductive potential;

5. management'decision-making component--the decisions and
actions needed to manage the herd on both long~ and short-
term bases.

Additionally there are several secondary compbnents which determine

the financial effect of actions, generate proper values of exogenous
variables through time, etc. Figure 4.12 is repeated here to summarize
the components of this system and the interconnec?ing variables.

A key feature of the management decision making component is the
distinction between decisions which the model itself can determine
endogenously and those which must await exogenous control by the model
user. Currently there are seven instances in which the model must stop
and be restarted with appropriate control variable values determined by
the user after study of the preceding simulation results and the current
states of the system, These seven events are organized into five "deci-

sion points" which correspond, in part, to natural cattle phenomena.

These decision'points occur when:
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(1) - 'spring‘'plant growth begins’ -
(2) - 'herd breeding begins'
(3) :calf weaning occurs -
(4) mature cow culling occurs
(5) working capital falls below $2,000

(6) feed stock levels fall below the requirements for the
next two successive simulation time increments

(7) final harvest feed stock levels are more than a specified
per cent out of balance with winter feed requirements.

Further and extensive use of the model may reveal decision rules

which can be incorporated into the management decision meking component
and reduce the number of events which require exogenous control by the
model user.

A primary reason for requiring exogenous user decisions is the
long time delays characterizing this system and the highly volatile
prices‘in cattle markets during recent years. Control variable values
optimized with reference to some suitable objective function are con-
ditional on the price and other variable expectations that were used;
these values may be far from optimal under different exogenous variable

cennitions. In response to this situation the management decision
making component has been designed to require exogenous user decisions
- at points wnere long time delays make automatic decision rule actions
>infeasible. Tnus the above 1list of events has been determined to
require exogenous control,

“Ine present simulation model as it is described in Chapter V and

the User S Guide...., fulfills the problem statement requirements as

?

given in III 4, This is not to say that improvements and extensions
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‘cannot be made--certainly theyﬁcgg; aslater;section:of:this)chapter
ewillsreview such areas in some detail,. The.model isfully:capable of
examining many questions of'long-range“managementpdecisiongmaking, as

is evidenced by the illustratiyeusample~runs of Chapter VII,
VIII.2 Conclusions

This“thgsisnhesudeyelopedfs,hstch;intersctive simulation model of
8 beef cattle. enterprise system.:. With the -exception of land allocation
and crop production aspects, the entire system has been modeled as
FORIRAN'programs and subroutines. The entire model requires 130000
‘octal words of core as run on the MSU CDC 6500. This is a very large
tmemorjwrequiremént, but it couidahe)reduced through more sophisticated
programming. Running costs of the model are quite low, with the cost
of a single year of simulated time requiring approximately $7.50. A
budget of $50 for computer time, and a day s salary for a programmer
‘familiar with the model's operation, could'obtain very significant
information for use by management decision makers.

' The model is designed to be, and is‘capable of, investigating the
effects of'management decisions on the physical and financial variables
é&&ﬁdﬁiy of interest to actual decision makers. The goal throughout
| éﬁfé‘ehésié project has been toldeuelop a prsctical tool to allow deci-
:gsion'mékers incressedhebility o evaluate the consequences of their
décisiaﬁé‘oh”ché"éﬁtérpfiéé;’ This'goal has been accomplished. Improve-
ments and extensions remain, but the present form of the model is capable
of profitable use. in operational decisions and investment planning.

An accomplishment of this thesis has been construction of a

realistic model of the dynamics of herd growth and reproductive dynamics
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across the entire range of cattle types and‘nses. A second
accomplishment has been the development of an interactive management
 decisioni making’ componént which makes decisions endogenously, if pos-
\vsible, and asks the user for exogenous decisions where needed. A
third accomplishment has" been the development of -a forage growth com-
ponent which uses exogenous weather variables and forage removal (by
machines and by animals) to obtain forage dynamics. This model is
data oriented and can be used independently of the main simulation
model. A fourth accomplishment has been development of a discrete
time delay subroutine which is capable of having a dynamic delay time
and proportional losses from the intermediate storage values.

Since this thesis has not been used in a practical setting to
date, its major accomplishment has been to contribute to the integra~-
tion of separate stocks of knowledge and understanding of the beef
cattle enterprise operation. This has involved areas of agricultural
economics, animal husbandry, cattle physiology, crop sciences, and
management decision making. The system science methodology for mod-
eling and simulation of general systems has been the integrating
factor which has been responsible for development of this model.

The three demonstration examples of Chapter VII have been
tentative investigations that are intended to illustrate the capa-
bility of the model to evaluate a wide range of questions of interest
to management. The conclusions reached in that chapter should be
considered preliminary and are, of course, conditional on the prices
and other:exogenous variables used. Briefly summaried, the following

conclusions were made:
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(1) late weaning of calves is preferred to. eariy weaning.

(2) Investments designed to obrain a steady-state cow herd
,of . a specified size within:a spated;th:gerygan¢pggiodishould

-begin with bred heifers.

(3) Profit m&kimizétiéﬁuimplieézho retention of weaned calves
for later‘salgs.,.Natural;breeding¢should be employed,
instead of artificial insemination. And a tight feeding
schedule should be adopted.. : CooE

Ihese conclusions could. be confirmed by further evaluation using the
simulation model to test other conditions and exogenous varisble

values, if no better, strategies were to be discovered.

VIII.3 Improvements and Extensions to the Model

Few modeling ééféfts%réach an end point from which improvement
Qh&'ééée;;iéh are hoi péssible. This model is no exception; there
;;ehg;nﬁmbéf‘of‘aréas éf'imprOQement and extension that will be
discussed in this section,

A fﬂnéé&entéi‘faéférvin this simulation model has been
representation of the cattle population dynamics using a mix of dis-
crete and distributed time delay models. There is some error in this
approximétioh'dﬁéﬁﬁoffhe'héturé 6f:the'FORTRAN subroutines which are
used to repteséﬁé;fﬁééeﬁéimé delays, rThé distributed delays work
quite well with{iagéé'pbpuiatisﬁ numbefs; but as the population drops,
the érror becomes larger and lﬁrger"ih significance. For example,
ig éﬁe"huli‘cﬁhoft,\§6bul;;ign§.i; the delay model are usually in the
neighborhood of ten.aﬁim;i;'ﬁiih a coﬁ;hérd of 200 animals. With this
;rewranlmals, the delay model functions rather pobriy; after a three-
year simulation run, the number of Bhiiéfis down to five or six

,indicating that the distributive effect moviﬂé Eﬂe animéié‘fﬁfdugh
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the delay is operating too rapidly. An imnrovement to the simulation
model would be development of a delay routine which could handle
smallvpopulations_without excessive error.;w
Several small changes could be made in the financial component.
First, rather than loans being segregated into short and 1ong term,
as is.presently‘done, there could pewa multiple loan structure, with
each'loanbhaving its own unique repayment_pattern{ interest rate, etc,
Second, depreciation is currently based on the average total purchase
value and an average depreciation lifetime rather than depreciation
based on individual items. A breakdown of such physical assets into
groups sharing common depreciation lifetimes and times since purchase
would be fairly easy to accomplish and would give much more accurate
results. Finally, subroutine PRCOST determines the costs of animal and
crop production disaggregated to the level listed in Table 5.1, Improve-
ment in the determination of these costs could be achieved through pa-
ramater estimation studies for those parameters listed in Table 5.3 or
through development of an entirely new structure to determine production
costs on the basis of physical resources used during a simulation
increment.
Several small changes associated wtih the population demography
~ component could be instituted with relatively small effort, First,
the variable ADDRT, (t) is used currently to add or subtract animals
frou herd cohorts as a whole. An improvement would be a variable
which could add or subtract animals to specific cohort subpopulations.
This would be more in line‘with typical practice of purchasing spe-

cific types and ages of animals rather than the mixture of ages that
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Kﬁﬁkf’(%)”15“i€§‘b}éééhtform‘Eéédaés,'éezohd, grade changes as a
result of aging and of changing body proportions could be modeled
better than is currently done in subroutine WEIGHT. A limitation
here, ﬁbﬁé&é&,'ié’tﬁé‘faat'cﬁa:“priée gredes for cattle are still
e§§i§ned'on:rﬁe’ba;ieAoffgppeﬁranoe;:whichﬂcannot be"progre;hed.
Fiﬁéiiy;‘aeéfh‘rAcééfkéf herd cohorts could be made functions of
wékcﬁéf:QAihes Ah&’ééaégﬁ"qﬁiﬁe readiiy. |

éinpro%enents.oouid be made in the method of assigning feed °
intake levels c&‘thé'aﬁiﬁ;is within the slaughter cohorts. Pres-
éﬁ%i&, these oOhorts use tne same feeding plan structure as the re-
maining herd cohorts; that is, the level of TDN from concentrates and
from roughegee and the diétripution of these among the potential feed
gtocks is épeoified by the user. Computation of feeding rate and selling
date could be optimized using a number of methods readily available.
These optimized values would, however, be conditional on the expected
prices for cattle and feed stocks which the user has dictated to the
nodei at the previous'deciéion point. Numerous feed lot optimization
‘modelé’have been constructed in recent years which could either be
adapted ot incorporated into this model in their entirety to provide the
opéimiéation of feeding rate and sales date for the two slaughter cohorts.
A%major distinction between the two slaughter cohorts and the remaining
‘Lerd’ cohorts which allows the slaughter cohorts to have feeding rates
“6p§iﬁized‘is“£haé rne'reproductive implications of feeding rates do
'noé“énEEr'tﬁé“optiniZEEion problem because the slaughter cohorts by

“thelr very nature have already been excluded from reproduction.
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The harvest of forage by megh%piga; gfaygh}§‘cg;:gnt}y performed
on all land parcels regardlgssvgf_wggtherwgpiggls.gre:grgg;pg::here or
whg;he; ?grgicplar conditions mg;it‘spec}g; gonsiﬁergtion.“ An 1lmprove-
ﬁéﬁt';b the forage growth component which would remove this difficulty
i§:§§ving specified harvest fractiqns for each land parcel rather
;hap‘aﬂgommon value imposed on all land parcels. This addition would
make control over forage growth and harvest much more realistic at a
very small development cost. A further improvement in this regard
would be increasing the number of land parcels allowable from the cur-
rent five to perhaps 20. This increase would provide for investigation
of more sophisticated grazing management policies.

An improvement of a more substantial nature involves the
characterization of feed stocks in terms of moisture content. The per
cent of moisture of any feed stock at each point in time would be used
to convert to a dry matter basis as needed in the nutrient impact com-
ponent. Reporting forage growth and feed stock production and stor-
age on a wet basis would conform more closely to actual field prac-
tices. An additional complication, however, would be the fact that
crop prices are usually dependent upon the moisture content, Some
price/moisture relationships would have to be devised for each feed
stock.

An improvement which would substantially increase the realism of
the nutrient impact component would be inclusion of protein content of
feeds on an explicit basis. The current presumption is that protein
needs are satisfied when energy needs (TDN) are satisfied. In actual
practice protein deficiencies are rather common among high-energy-content

“feed stocks}* ‘this has lead to the widespread use of protein supplements.
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“Ah’ 1mprovement to cne model which would increase its ease of
‘operation fot %ﬁﬁéfﬁatﬁ“iaﬁgwt&ﬁéiaariéshgﬂwouldfgé aé%élé;;egﬁ of
5ﬁléet'ﬁfiaééiéibﬁ7tuiééyﬁﬁicﬁ:ﬁdﬁlﬁ"6béréte as defaults to action
‘normally taken by 'the user himdelf at a decision point. The time
‘heeded’ to.run the model in its current EOrm, which has no default
decision rule capability, is too long for many multi-year investment
questions. The decision rules which would be required to accomplish

' this' improvement would be called into action by the user by a control
" variable flag set during the model initialization phase. Considerable

testing would be required to develop these rules, but the increase

flexibility of operation of the model would be quite welcome.

Ex;ensions

Thg preceding paragraphs of this section have discussed numerous
areas where the structure of the current mode]l could be improved. Tﬁe
remainder of this section will review several areas of extension of
the model; i.e., areas that are at present excluded from the system
model. The topics to be discussed are land allocation, crop produc-
;ibn, more subtle nutrient impacts on growth and reproduction, and
stochastic variables.

Land allocation is one of the fundamental resource allocation
questions which are excluded from the model in its current form.
_G}ven_g‘pq:ticular land area with specified Physical characteristics
'qu‘pygcg}expectgﬁiqns, there are basic questions about the uge to which
‘tygt lquzﬁqr&gubggctioqs Qf it, will be directed. Even restricting
thmgh%%qg7;gﬁggri§u;tugg1:yseslgt;l; leaves open what parts are to be

used for crop production, what parts are to be assigned to grazing,
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and what parts are to be unused for the present. The current version

Ve o2,

‘6f:§ﬁe“dadeihiéﬁééJspe¢ifi§&fiéhd_ﬁgrgéisgéé ;eéﬁriéted for grazing
purposes and reads.in as data specified time series of crop production;
this is obviously assuming a great deal about pfior ﬁanagement decisions
céncérﬁing land allocétion. These presumptions are not serious diff-
iculties in many of the short term uses of the model; however, in
longer time horizon investigations (particularily in project planning)
lack of a land allocatién mechanism could limit the use of this model.

Crop production is a second area where the present model could
be extended to increase the scope of the system under study. This
extension would naturally be more profitable (and likely mandatory)
if the model were also extended to include land allocation. In any
event it could be justified on its own as well. Some of the variables
which could be used would be crop fertilization, chemical pest and
weed control, irrigation, and the time of harvest, A necessary step
to develoﬁment of crop production as a component of this model is
characterization of crop yield as a function of the above variables
and basic descriptors of land, such as soil nutrient level, soil
moisture, soll type, slope of the land, ete, It is possible that
existing crop growth models could be modified and then included
within this system model,

A number of areas within the realm of effects of nutrient intake
on growth and reproduction are not yet included in the work of
Schuette[48]. Since these asﬁects of the model have not been developed
by this author alone, they are discussed here as extensions rather than

as improvements. The following list summarizes these areas:
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1. 1life cycle effects on reproductive potential from nutrient
“ ' deprivatien-duringhéifer growth, :

2, compensatory-growth aftér feeding rates have risen above
deprivation levels,

3. death rates as a function of the time-weighted nutrient
‘ deficit,

4, effects of climate of the maintenance energy requirements
of cattle of various sizes,

5. calf birth weights a function of cow and heifer feed
intakes during gestationm,

6. calf growth rates as influenced by nutrient intake levels,

7. age of first calving as an influence over total life cycle
reproductive potential.

Some of these items would be relatively simple to model, while others
might be qeite difficult, given the current understanding of cattle
physiology. |

The final area of extension to be discussed here concerns the
use of stochastic variables. the current model, as has been dis~
cussed in previous chapters, is completely deterministic, wieh the
exception of a single use of a stochastic variable in the nutrient
impact model. There are likely many points where stochastic variables
exist in the real system processes that are now modeled deterministi-
cally. Weather and price variables, which are exogenous, are treated
as deterministic; whereas they are actually random variables fluctu~
ating around a time-varying mean., Death rates are also random vari-
ables to the extent that disease--which strikes unpredictably~-causes
animal deaths. The effect of including stochastic variables would
be mosr apparent in studies of actions in a Monte Carlo format in wﬁich
it is the confidence interval of output varialles which is of primary

interest to the user.
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VIII.4 Implementation

The final thoughts of this thesis must be directed to the use and
usefulness of the product of this dissertation effort--a working simu-
lation model of a land extensive cow/calf beef cattle enterprise., The
goal of this model development has been construction of a decision
making tool to allow the manager of an enterprise to make decisions on
the basis of better information concerning his alternative choices.
This model is not designed to replace the decision maker, but rather to
assist him. This model allows the manager to explore non-traditional
modes of action which in the past had to be avoided simply because of
the uncertainty of the outcome. By exploring such actions via the model,
the manager learns useful information which will contribute to decreas-
ing the uncertainty involved. The cost of this informatiou is the cost
of executing the model runs desired--computer time, programmer time,
and decision maker time to guide the use of the model and to make any
interactive decisions required. The very large development costs of
this model need not be absorbed by future users. While the predictions
of the model are not without error, the author feels that use of the
model by decision makers to assist and augment their traditional methods
of analysis and information gathering will be worthwhile. Any final
doubts about the validation of the model should be dispelled by its
use in practical situations where its predictions are verified by the

events which transpire.
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