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‘The Structure of Regional Rice

lffffAdﬁéfidn?”in the  Philippines

" DONATO B, ANTIPORTA

‘ A principal objective of the study is to establish the
7 1m§act of the agroclimatic factofs on rice production in the
Pﬁilippines. Using discrimihant analysis, homogeneous reglons
were delineated. The homogeneous areas‘are characterized on
the ﬂasis of different sets of agroclimatic varia?les such
as land resource cha?acteristics. agricultural 1n£rastructures,
fpppulation characteristics, soil types; and raiﬁfall.

Farm level production'relationsh;ps were estimated
from rice production and input data for 2,459 irrigated farms.
The functions included the usual farm inputs, a technoiogy
variable, and agroclimatic factors as regressors. The scheme
of homogensous reglons was enployed to generate dummy virisbles
' to represent the agroclimatic environment. By locating the
feims in the homogeneous groupings, the agroclimatic character-

fetina ranld ha apecified for each observation,



“ Donato B. Antiporta

The regression results presented a strong evidence of
ithe significant influence of agroclimatic factorn on rice
;pmoduction. The land input and its quality showed the most
f.domina.nt effect. lands with better irrigation and dratnage
iexhibited a superiority in production. The land resource
’oharacteristios oould explain 5.5 to 20.# percent variatior
in’regional production. | ’

| ‘Labor productivity varied proportionately with the k’
de"ree of urbanization, literacy rate, and alternative
employment opportunities, The estimated partial elasticity
of household labor in rice farming was lower in the rural
areas. Up to 17.4 percent regional production difference
could be attributed eolely to differences in labor resource

Jcharacteristics.

Soil types, monthly rainfall patterns, and agricultural
infrastructures were associated with reglonal differentials
An rice production. For irrigated farms, a lighter soil
composltion appeared favorable to rice praduction, For the
sane class of farms, regions with a lower average monthly
rainfall have a higher technical efficiency, Reglonal differ-
entials in farm output up to 23,8 percent, 16.9 percent, and
20,6 percent could be assoclated separately with soill type,
rainfall, and agricultural infrastructures, respectively,

2



Donato B. Antiporta

Some factors affecting technical efficiency in rice
3productlon are not region specific. The modern varieties have ~
 undoubtedly 1mproved proauction regardless of 1nput 1evels
iand tradltional practices. The statistical evidence suggests
4fthat nodern varieties would produce 26.3 percent more than
| traditional varieties in irrigated farms, holding other thingzs
,’constant. However, the realized benefits fell below the
potential because of the negative effecfs of pests, tungro.
virus, and othef diseases, Production_losses were estimated '
‘*ax'11.9 percent for pest and diseese problenms, and 22,4 percent
for tungro virus, Together, such 1osses’wou1d conpletely negate
the advantage of modern over traditional rice varietles.

The analysis indicates that land and labor resources,
as well as agricultural infrastructures, would be the key
variables in developing the capacities in the agricultural
sector, They represent the significant agroclimatic veriables
anenable to government policies, The results demonstrate the
immediate payoffs from pest and disease control in rice, It
38 necessary to reduce the production risks and losses from
pests and diseases tc maxinize the gains from modern varletles
and to stinmulate the adoption of inputs, as well as other
practices, which fully exploit the avallable biological

technologzy.



Donato B, Antiporta

',jikTh'ere._is' a weak congruence between the administra.tivé v' :
":r."‘ééions and the homogeneous a.réas based on agroclimatic

'-éhara.cteristics. In view of signiﬁéa.nt regional differences

‘and thelr implications on rice production, it would bé |
‘ useful to differentiate agricultural programs for dissimilar
areas. The resulté‘ reported'here could be utilized to.define
subregions with homogeneous composite a.grocl:l:matic' environ-
ment in each administrative Jurisdiction, Then, programs .
may be conceived based on specific needs in the subreglons,
In this way, there would ;oe a cozirespondence between the

problenms and the progi:ams to relieve them.
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CHAPTER 1

-INTRODUCTION .,

(;1 1 Agr1cu1ture and the Ph111ppine Economy

o Agr1cu1ture occup1es a central role in the economic
growth and deve]opment of the Ph111pp1nes since pr1mary
;gh1oultunei commod1t1es comprise about two-fifths of the
vnat1ona1 output The Philippine economy exemplifies the potentia‘
=1mpact of agr1cu]ture on the overall deve]opment of a country..
The 11m1ted off—farm employment opportunities in the rura] areas
gand the general]y cap1ta1 -intensive bias in the growth of the
vtndustr1a1 sector emphas1ze the need for agr1cu1tural development.
‘For a ]ong t1me to come, the agr1cultura1 sector will be looked
yuoon‘as an 1mportant source of employment and livelihood for

the rura] popu]ace | S

yi | Fa11ures to deve]op a respon51ve agriculture and to bui]d
1ts‘capac1ty cou1d ser1ous]y 1mpede programs for a total
deve1opment of an economy An analysis of sectoral growth in
:the Phi11pp1nes underscores the significance of agriculture to
the who]e economy. Advances in agriculture influence 1ndustr1a1
as we]] as tota] eoonom1c performance. During the years 1950
through 1966 a 11m1ted expansion of the agricultural sector and

a consequent re11ance on manufacturing based on imported rather

than on ind1genous raw mater1a]s did not provide a conducive

atmosphere for an acce]erated 1mprovement of ‘the Philippine



}feconomy.; It was general]y agreed that more growth co“1d5have

;5been realized had agricultural sector expanded ata faster Yate
‘If;ﬁ(s P. S1cat, 1972).

‘ “Problems with food supp]y have great economic and
‘fpol1t1ca1 repercussions A h1gh rate of population growth brings
_;undesirable effects whenever supp]y fa11s to keep adequate pace
Hw1th grow1ng demand In partlcu]ar, frequent food price crises
Jcreate 1nstab111ty and contribute to the effects of inflation on
_the welfare of the people.

1.2 tAgricultura] Development Experience
and Its Imp]ications

| Exper1ences during the past decades revealed a 1imited
ﬁpotency of development policies founded on d1ffus1on mode]s.
_ﬂEfforts to achieve agricultural development by the direct
transfer of foreign technology have been 1arge]y unsuccessful.
Modern agricultural technology has evolved largely in the
-developed countries of the temperate zone and is primarily
dapted to the1r eco]ogy and factor endomnents Inadequate
ecognition of the 1ocat1on spec1f1c character of agr1cu1tura1
echnology was a major reason for the lack of effectiveness of
uch of the technical assistance effort of nat1ona1 and
nternational agencies during the 1950's,and 1960's." (Y. Hayami
nd V. W. Ruttan, 1971, pp. 169- 170) |
.. There have been on1y 11m1ted successes in modern1zing '
he traditiona] agricu]ture of poor countries and a failure to

,“‘

ustain rapid agricultural advances over a suff1cient1y long



”f"df“f'tine, Take?th fcase of the new rice varieties 1r

y.ff' e e {

Dissimi]arit1es 1n the growing

V”SonthlandrSoutheast As1aa
;l;environment contribute to an uneven d1str1but10n of the new
';ﬂtechno1ogy among regions The rates of adopt1on of supporting
‘;;techno1ogles 11ke 1rr1gation and fert1]izer vary from one area
;ito another (T Anden and R. Barker, 1974). In large parts of
jAsia the new rice remains unsu1tab1e because of the absence of

~ the key requ1rements for adoption, such as good water control
Q;(P'~Eﬂ Welsch and E. W. Sprague, 1969; R. Barker, 1969). The
,,gains from the adoption of the new seeds and other inputs are
yeubstantia1; however, "only in a very narrow geographical
environment has the growth in yield been so rapid as to
establish a higher production trend." (R. Barker, 1973, p. 2)

’Differences occur among areas within a country as they

Ffdo;ameng countries. Agricultural needs vary fromregion to region
due to djssimi]arities in resource endowments and constraints to
v‘agrjeultural change. To be effective, the strategy for |
Qweeveloement should be compatible with resource endowments and
: agnoc1imatic characteristics. For example, the rapid growth and
.’bregressive structure of Taiwan's agriculture has been based upon
’the development and rapid adoption of effective technologies. The
» successfu] modernization of its agriculture is a product of unified
),plann1ng, structuring agricultural research, and adaptation of
basic research results to particular conditions and needs of
well-defined agricultural regions (J. W. Brewster, 1967; M. E. Abe),
and K. 1. Easter, 1971).



These development experlences lllustrate some “lessons forl]}
understandlng agrlcultural change
\ »i ‘

(1) Identif1cat10n of réglonal d1fferences in the .

ti‘»

productlon environment and resource endowments is v1tal to sharpen
the def1n1t1on and analysls o, the problems of agrlcultural
1evelopment It leads to the formulation of better policy
|nstruments that are conslstent w1th reglonal needs and
onstralnts
@ o

igorously unders tood and strateg1es may become 1neffect1ve when
onceived at a h1ghly aggregat1ve level as, for example, ona
lat1onal bas1s The weakness becomes acute as ‘the heterogeneity
lof aggregated areas increases. R B
- a’ On the one hand, past lessons from development exper1ences
prove that some amount of disaggregation 1n analyzing problems
jis highly des1rable There is ample opportunlty to study more
bas1c relationships and to uncover what may turn out as crucial
ffactors, which otherwise could easily get lost in the aggregation
fprocess On the other hand, development planning, by necessity,
must deal with a minimum geographic scope wide enough to be
x:relevant in policymaking. 1In this research, I conceive a
; methodology which dlsaggregates the analysis and at the same.

tlme relates the findings to a regional d1mension b1g enough

«gfor development plann1ng purposes.

1.3 Research Objectlves

Previous research in the Philippines tends to concentrate


http:onceived.at

? % ‘“bptimal %esource USEu Aln general 1nformrtioanorgéapacity o

“ﬁ;bgi1d1ngq1n*agricu]ture-and~for~re11eving the constraints to
| higher'agricu]tural production:is -scarce, if not nonexistent.
“*“Thé‘UTfimate goal of this research is to identify the factors
”'fWhiéh'explain'rice production differences. To move towards
| ccomp11sh1ng this final goal I.propose to assess the relation
3*3between rice production and agroclimatic variables such as labor
o ahd'land resources, soil, rainfall, and agricultural
“‘infrastructure. The study analyzes their fundémental'influence
" on the structure of regional productivity..By.understanding |
geographic variations, I hope to learn about the problems of
increasing rice production.  The specific.objectives: of. this

Study are:

‘ R .*T016e1inEate homogeneous- regions in' the Philippines,
The study conceives a‘"region" as a unit made up of: provmces.1
wh1ch are not: necessar11y contiguous but are. internally
hdmogéneous with respect to a given set of agroclimatic variables.
The scheme of homogeneous agroclimatic regions assures efficient
disaggregation. At the same time, the scheme identifies
geographic areas for program planning.

2, To characterize regional and provincial profiles.
The profile can be used to identify core provinces, those which
moét typica11y represent a region. Also, group profiles provide

some indication of intraregional differences among provinces.

1I\s will be evident later in Chapter 1I, a province
becomes the basic unit of analysis not by design but due to a
constraint on the availability of information. :



whereas ‘not:all’ of th1s 1nformat10n 1s d1rect1y employeg 1n the
present ana]yses, 1t rema1ns usefu] for inter- or. 1ntrareg1ona1
compar1sons of core prov1nces.;;r

- 3. To deve]op variables: to represent the agroc]1mat1c
environment. These variables wi]] be 1nc1uded 1n the productivity
analysis to measure regional effects.

4. To map rice productivity and estimate the rice
preduction function which incorporateS‘thenusna]linputs,
technology, and agroclimatic. factors. . This fs an attempt to
improve specification and to minimize the biases from omitting
axternal but influential factors. Presumably, a better
specification'will help identify possible constraints. to
increasing rice production.

5. To calculate the partial influence of significant
Factors on rice production. This will demonstrate the relative
importance of each factor either in rationalizing production
lifferentials between regionsvor as a source of output growth.

The choice of rice as a subject of analysis is influenced
by its importance as a major food crop in;the,Rhilippines, by
the continued government emphasis on the rice sector, and also
- by data availability. However, I could see no difficulty in

extending a similar analysis to other crops.

1.4 Organization of the Thesis

The thesis is divisible roughly into two parts. The first
%“port1on deals with a de11neation of plann1ng reg1ons or;

”homogeneous agroclimatic regions 1n the Ph111pp1nes.; The second



ha]f‘cons1sts of an: 1nterreg1ona1 r1ce product1v1ty analysis to

1dent1fy thezmaaor agroclimatic and other 1nf1uences 1n r1ce
:produculon The productlon functlons 1nc]ude agrocl1mat1c
?varfablésvasearguments,;together\w1th the usual farm inputs.
3THU§,%thé%1atter5portion uti1ize5»the results from the first part
‘Ito ‘measure and sbecify the agroclimatic environment.

~ The thesis is presented in four chapters. ;Thqéremainder

‘of 'Chapter I outlines the general methodology to espgblish the

Tinkages between the major parts of the research. It presents

theﬂbaéiC?theoretical construct for analyzing the contribution
“of the'regional environment to rice production. The readers will
“discover Jater that the methodology attempts to make the most
“out of the limited information that is available. The
methodo]ogy would combine prov1nc1a12 data on agroc]1mat1c
“variables and farm level information from a nationwide survey
~of rice production and inputs. The provincial data are used
to construct regions in Chapter II.. To specify the regional
“environment, each sample farm in.the.regression \a]ysis in
* Chapter I1I1::is: located within one of the regional. groupings.

' ChapterﬁII~contains the scheme for defining hqmogeneous
:Végroc]jmaticaregions:jn the Philippines. It reviews previous
?wbrk;%setSkup; and estimates discriminant models based on
*iproViﬁgialﬁléve] data.. ‘The agroclimatic variables are divided

’;into the following sets, namely: ricelprodycyivity,ﬁlqnd.

S 2A prov1nce 1s an adm1n1strat1ve d1V1sion 1mmed1atel¥
zbelow ‘the national level.




3icharacterlst105, soil’ composition, agricultural 1nfrastructures,

}popu]at1on characteristics, and: first, as well as secand
semester rainfall patterns. Chapter»II presents and defines the
ﬁ”speCific variables which fall in each heading. Four regions are
“delineated for every set of agroclimatic variables and the
de]ineation‘is independently made for each set of factors. The
“results of the discriminant,ara]ysis would suggest significant
‘environmental differences among the delineated regions in the
Philippines.
| Chapter III analyzes the impact of agroclimatic factors
3by mapping provincial rice yields; that is, how rice yields vary
across agricultural regions. At the provincial level, the
Vimited information permits only a summary look at the gross
relationship between the regional characteristics and the rice
production per hectare of a province. The unavailability of
farm input data for the provinces severely restricts the
‘interpretation of statistically significant coefficients
associated with the regional factors. In addition, Chapter III
‘presents and discusses the regression models estimated from
“farm survey data on rice production and inputs. To improve the
‘specification, dummy variables are made to represent the regional
factors as regressors. The statistical results would show some
evidence that the regional environment . helps exp1a1n rice
productlon differentials.

There is an attempt in Chapter IV to relate the

stat1st1ca1 results of d1scr1minant and regression analyses to



ﬁloff‘

‘developnent planning and ‘future research) “iipl1cations are drawn
with regard to the possible sourcés of rice output growth; the‘ |
additional analyses which may be desirable to make the rdsults
more meahingfu] for the policymaking process, and the need‘to 3
bui1d up reliable data bases. |

The thesis includes three appendices for other
supplementary information. Appéndix A contains the coefficients
of the discriminant functions used to classify the provinces.
Further, the individual provinces are profiled so that they
could be compared with each other. Appendix B presents the
summary measures of the provincial profiles, such as the posterior
probability, for every province, that it belonygs to the different
regions and a distance statistics which would indicate how
closely each province resembles the average regional profiles.
Appendix C is a noteon the negative elasticity of labor in rice
production. It asserts that a negative estimator of labor

elasticity would not have resulted from measurement errors.

1.5 The Production Relationship

Production differences may be immediate1y traceable to
_.an interaction of several phenomena. Consider Figure 1 below
.. which shows production regimes Ry and Ry. The observed output

_ Tevels YA and YB may differ because of underlying productiqn
regimes and the use of inputs. R1 offers a potential advantage
| BC (at input level XB). But the observed rice production rises

- not to the full extent of BC because the lower input level XA

brings an offsetting change CD. Fiqure 1 clearly shows that
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‘rice,production:varies according to the response to, as well

Rice Production

Input

Figure 1. Sources of productivity variations.

wég.ihe intensity of farm inpUts. The response to farm inputs
:répresents the technical dimension. The question as to what
level of input to use, or where on a function to operate, may‘
be considered an allocation problem. The thesis distinguishes
between allocative and technical efficiencies in production and
tries to concentrate only on the latter. The graph demonstrates

the necessity of identifying all relevant response curves before
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' fproductionvdifferehtia"]'S’«idm‘allydcation:problems could be
unders tood.
The nature of production response is embodied in the set
ﬁ”ya%’pakameters specific to a function. Since the parameters
" tharacterize input-output relationships, they expectedly differ
between rice varieties as well as from one environmental setting
to another. Modern varieties, the short, stiff-strawed, early
“maturing, photoperiod-insensitive rice varieties, could have a
response curve distinct from that of traditional, indigenous
varieties. Therefore, curves R, and R, could describe either
the performance of a biological technology in two distinct
environments or of two technologies in the same environment,3
The graphical picture in Figure 1 provides a starting

"~ point to formalize a mode] for analyzing rice production. The

°‘ model should incorporate farm inputs, technology and the

" environmental variables.

Y = f(xl, X2, o Xk, T’ Dl’ Dz, se e DP’ C) o (101)
where:
Y is rice production

Xi is an input

3l_et us make explicit the terms "technology" and
"environment”. In this thesis, technology has a very narrow
meaning and is used interchangeably with biological technology
or rice variety. Technology refers specifically to two broad types
of rice, namely: modern and traditional varieties. Environment
encompasses more than the physical surroundings. It is taken
to include the physical environment like soil and rainfall, as
well as variables that relate to infrastructures, land resource
and population characteristics. They shall otherwise be referrod
to also as agroclimatic variables.
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Tasra: tecnnuuogy variaple..
Di 1s an environmental variab]e
e 1is'a random error term
The?production relations in (1.1), appropriately specified, could

be capable of distinguishing between productivity differences

" due to technology from those due to differences in environment.

It is important to distinguish between technology and environment
in developing appropriate strategies for increasing agricultural
output. To determine the influence of the environment on
 productivity seems to haveAmore Tong run implications than a

" purely comparative evaluation of existing technologies. With

the current level of technical expertise in the Philippines,

it should be possible to generate adaptable rice varieties.,

Thus, the basic issue is to identify key environmental variab]es,ﬁ
" to calculate their impact and to characterize the kinds of

environment for which a technology ought to be generated.

1.6 The External Nature of Agroclimatic Factors

The D variables in {1.1) represent essentially external
factors. Often, they are beyond the control of individuaf
producing units. Nevertheless, they can exert a profound
‘ influence on rice production. The strategic potential fof
capacity building in agricu]turé and the external nature of
agroclimatic variables make them a 1ikely subject for public
sector activities. Over a sufficient planning horizon,
agroclimatic factors can be considered as either fixed or

alterable. Environmental modification is presumably diff1cu]t*
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" ‘with natural factors(1; +But, that does ‘not

%‘mea' than noth1ng cou]d be done.;»As regards others “the s1tuat1on7

7{may be a1terab1e as “in the case;of, reproduc1b]e factors ‘For‘
b examp]e,:the supp]y of 1and resources ‘may not be as perfcctly
f1ne1ast1c as it might seem at f1rst glance. Undertaking
« drrigation projects and related .improvements could conceivably
augment the land resource.
- Regardless of the nature of environmenta],con§;raints,'
. the appropriate development strategies wuuld involve some
~investments. As a rule, the investments will.be beyond the
reach of farmers. The cost associated with changing or improving
.the resource base is generally too large to be borne individually.
~In addition, there are subsfantia] externilities associated with
. suck investments and added costs or henefits cannot be
- internalized. The market could not te relied upon to allocate
.-.costs and benefits or determine the price for the goods generated
- by agr1cu]tura1 investments. The public good nature of
~irrigation or drainage structures coulu be one example. Each
-farmer benefits from the facilities which may be available to
’ othef farmers without’necessari]y diminishing the gains derived
by current users. Furthermore, some oyerations are better
- accomplished by group as opposed to irdividual efforts.
" Coordinated or collective action often brings‘ghgatgtyg
- effectiveness. This is often true/with‘regardytq;pg§§Aant

disease control measures.


http:will,.be
http:couldcbedone.As
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Thetc Conceptua] and Pract1ca]flssues

Someffonceptua]”and pract1cal nssues sTana aniune way.

| d1rect est1mat1on of kl 1) There are v1rtua11y no’
precedents to he]p deflne the env1ronmenta] var1ables.,,The;f7

D var1ab1es are not Known to beg1n wlth To ac4ount for themi

‘:means:; f1rst to hypothes1ze wh1ch factors arf poss1b]y re]evant,
then, to deve1op measures to be ab]e to 1nc1ude them;1n a f ”
quant1tat1ve mode] and f1na11y, to test the1r s1gn1f1cance.

e “Rice’ product1on function. stud1es have prev1ous]y been
"undertaken in the Ph111pp1nes 4. But they provide 11tt1e he]p
s1nce only productlon'1nputs are norma11y included. - Most stuc..w
§’have been conflned iithin. spec1f1c Jocations. «To locate
”comparat1ve exper1ments, for examp]e, revea]s a tacit admission 1"
of outs1de 1nf1uence The exper1mentor is only trying to correct:
j;"for externa] factors A]ternat1ve]y, a location effect might
ifhave been included. In both cases, the eyternal var1ab1es on
fthe;basis bf'which7the~observatlons are standard1zed are usua]]yier
»not necessar11y made exp11c1t The*effectS‘mightfhaVe been | |
fmeasured wwthout character1z1ng the under1y1ng causa1 agents.
At least, there seems to be some d1ff1cu]t1es in mak1nq -
fgeneral1zat1ons from such effects
| " Some research by experlment stations;fnctably“theff :
;Internat1ona1 Rice Research Inst1tute, recogn1zed the critica

71mportance of the env1ronmenta1 aspects of - r1ce production-

R A 4586, fOY‘ examp]e, L. g, ATKINSON ana uU. t. RUDKEI,
f1974' and D. B. Antiporta and R. D. Torres, 1972..‘}¢3u,;;?
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vanalyz1ng how solar rad1at1on, so11

g Effort""

ghave been d1rected a:§

texture, and water s1tuat1ons cond1tlon r1ce productlon. It is

a]so encouragjng to see that exper1ments are beg1nn1ng to be
ieuttnrai‘pract1cesyw1th1n the reach of farmers. For operatwona]
vor 1og1st1c reasons, he stud1es have been 11m1ted in scope and
treatment Consequent]y, the reg1ona] impace of agroclimatic
‘var1ab1es have not been r1gorously 1nvest1gated The findings
,from rntens1ve stud1es m1ght have been significant, but for
fpo11cymak1ng purposes the1r 1mp]1cat1ons might become limited
:bybthe inabi]ity to extend and generalize the results.

‘1fh Of course, another problem would be that there could be
no assurance that all relevant external factors have been
adequate]y considered. This wou]d be so when these factors
are analyzed one at a t1me and more so, when there is not even
a not1on as to what factors the 1nvestmgator should standardize
for in the observatlons.’ This deficiency is serious as
:demonstrated be]ow. Suppose'that the re1ationship in (1.1) is
a 11near model as fo]]ows'

_‘Y XB + Dr +e (1.2)
Where:,
Y 1s,a,matr1x of n x1 observations
‘X 1sma?matrix of L x k 1nputs
fD 1s a matrix of n x p environmenta] factors
38 1s£agmatr1x of k x 1 parameters

ji?‘issa,matrix-of p x 1 parameters .



*15 a matrix of nix ltrandomﬁ”rror terms with.a -

280" mean, that'1s,“""

f iy

Equat1on (1 2) 1s assumed to deflne a true product1on re1at1onsh1p

2 ! { ,

where r1ce output depends on a set of 1nputs and the env1ronmenta]
AN ;.‘.,;& (ST B0 RIS TERIE I SR e
factors

Assume further that one est1mates the fo1low1ng regress1on
Y- xa+u“7 (1.3)
Inat means tne true s 1n (1 z) are estlmated using -only the

r

matr1x of product1on 1nputs such that
o E=wy (1.4)
Eguatjoh(lr3) represents the situatfou}wherehthe'environmental
yartab]es‘are comp]etely 1eft out.\ The ekpected value of (1.4)
s |
E(B) B+ (1.5)
uhere \ 1s a k X p matr1x of parameters associated with:5
D= Xp +n (1.6)
his proves that to est1mate (1 2) us1ng (1 3), in genera]
1enerates b1ases in the est1mators for the 1nc1uded variab]es.
- For 1nstance. the expected va]ue of the est1mated coeff1c1ent
;.of.Xjf ,
| \f E(s ) " 8 E LT (7).
Perhaps the fai]ure to iso]ate or estimate the matrix

is even a more e]ementary defic1ency 1f in fact the environmental

variables are important. The 1 matrix wou]d indicate the set ff~

5Strict]y speaking, the direction of the causal re1ationskﬁ
between X and D would be the reverse of what (1.6) implies.. ==
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iof poss1b1e$deve]opment 1nstrument5gan wh1ch po]lvymakers and
33From (1, 7)

fp]anners would be most;1nterested
BT b E(B ) =By if and- only 1f jy r i?y(

J P
The exclusion of D. var1ab1es wou]d lmpart no bias on  under

{three conditions:

A X is~tota1]yaunne]ated\with all the echudgd
var1ab1es, that 1s, p J- 0. for every. j _ 5

. The: excluded variables are tota]]y 1rre]evant that
is;Fj«- 0 for all j. |

C.  The components of the bias are exactly compensating.
E%rfmost production inputs, case A seems to be the exception
rather.than the rule. Previous development experiences provide
some reasons to believe that case B probably represents a very
irongassumption. The third situation could be ruled out as
fortuitous,

For biases to be present, it is not necessary that the
whole set of D variables be excluded. As long as a subset
remains out of the estimating equation, there is likely to be
c-omitted variable bias. However, as more environmental factors
are included, the probability of leaving out the major or
‘relevant variables presumably diminishes. In other words, the

situation approaches similar but less restrictive conditions as

- 1in cases A and B above.

The agroclimatic variables are reported, at best, only

“ffafjﬁfbVinciai levels. But the number of provinces is small



: ti'"”se?ies data' the degrees of freedom m1ghtfd’“3ﬁ§dﬁfi¢jeﬁtlgf

; Even w1th a few degrees of freedom, one couﬂ ﬁexpectAreiat1ve1y

Iarge standard errors Ne1ther 1s a t1me sed{es‘ava11ab]e.i;dgff
Indeed the bigger prob]em 1s the nonex1stence of t1me ser1es»”‘n
: data for X s at the prov1nc1a1 1eve1 “and: for most agroc11mat1c :
,var1ab1es. T0'comp11cate matters;:there are strong reasons toﬂ
anticipate very high-co111néarity,lspeciai]y among the -
?agkot1%matiE“Vakiab1es. ‘The desirable properties of the
est1mators wou]d remain but the standard errors of. est1mate
1ncrease further and make the test of individual coeff1c1ents '
unre11able in 3udg1ng the 1mportance of each var1ab1e.§;‘

“'To establish the relevance of agroclimatic var1ab1es, |
'5s*Wé11fas~to improve the reliability of the estimates, requires
5%0ﬁeéiﬁfd%matioh than is available at the provincia]~]e§e] The
ldata base could be expanded cross- sect1onal]y for farm 1nputs f
Eand part1a11y for agroclimatic variables. 'But: 1t wou]d be
‘hebessary'to'chanacterize every observation with respect‘to
'eacﬁ‘important environmental factor. For'some ‘agroclimatic
'variables, for example, weather variables, farm level measurements
‘Would need tremendous amount of resources. Considering that the
‘focus of development planning is usually regional, the:investment
td”generate agroclimatic infokmation*at{the farm level may not be'

practical. At the same time, the exclusion of such variables

6Mu1t1co]11near1ty would pose no prob]em to the est1mates
of combined effects of collinear variables. Individual -
coefficients possibly may be separated through nixed estimation;
however, prior restrictions need to be p]aced on some coeff1c1ents.
Unfortunately, no such outside information is available.
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;raébuld%guarantee biaséSﬂﬁnﬁtHE?estimatioﬂ

1 8 A WOrkable Methodo1ogy :

o ‘1t §s not possmble to estimate: (1.1) for: provinc1a1 un1ts;‘
because of insufficient number of observations and’ the’ iz
unava11ab111ty of 1nput information. ‘Neither wou]d~anvest1me;e'n,.
d%}kfii)”bé‘nOSEible nor meaningful from purely survey information
because the survey would not include agroclimatic data for each
fﬁmeTIThe imp]icafion js quite clear. It appears necessary
£6’51end‘thé available information sets and estimate (1.1) at
the farm level and use the provincial information to-incorporate
tnenégroclimatic variables. The provincial data may be used
‘feleOnetknct regions. Since the sample farms could be located
ﬁiﬁhjn‘OneVOf the regions, the agroclimatic environment could
nefenecified for every observation. It is also necessary to
BUiid a mechanism for projecting the analytical results to a
reg1ona1 d1mens1on because of the nature of agroclimatic
variab]es and the needs of development planning.

| 1 propose to apply the technique of d1scr1m1nant analysis
fe g]a$s1fy provinces into distinct agroc]1mat1c regions. The
ab{1ity fo characterize the homogeneous groups and'to distinguish
between them hopefully insures that the observatlons can be
characterlzed w1thout unnecessary disaggregation. Further,
samples may be drawn from provinces with contrasting agroclimatic
characteristics. Consequently, the influence of agroclimatic w
variables on the regional variations in rice productivity may

be operationally quantifiable. Alternatively, farm level -



_;obsekvations'cduId*befstandardizedFWith-reSpectutofagrocTihdtié
l'environment It becomes possmb]e to 1nc0rporate the f}
)env1ronment‘effects or.hold. them constant, and know what vere j
he]d constant, when eva]uat1ng, for examp]e, a]ternatlve r1ce =
~~techno]og1es.¢ The reglonaI scheme of homogeneous prov1nces |
cou]d a]so he]p to m1n1m1ze the. b1dses 1n the est1mates of
product1v1ty coeff1c1ents for, the farm 1nputs. In;shqrt, the
,dlstrjbutpon of provinces into agrpelJmat1ctreglons would

Tberihﬁt me-to develop measures,fgr.;he,D;yariables.when estimating

%(ltl)vand to designate rice planning regions.



-CHAPTER 114 -
“DELINEATING: AGROCLIMATIC.REGIONS

Th1s chapter presents the spec1f1c techn1que emp1oyed in
'def1n1ng homogeneous areas in the Ph111pp1nes. Homogeneous
regjons are de11neated, based separate]y on land resource
.vafiables, agricu]tura1 infrastructures, population characteristics,
bh&sical environment such as soil texture and rainfall pattern,
_énd rice nroductivity from 1970 to 1974. The information about
.these agroc11mat1c va11ab1es is available on]y at a provincial
level, consequent]y, a province becomes the basic unit of
ana]ys1s, even though one would expect some internal variability
1n a province. However, the principle inherent in the method
-of regiona]izatﬁon could be applied to smaller units if the

Cdnstraint on the availability of information is relaxed.

2.1 Review of Literature

The concept involved in defining homogeneous regions is
~.not a new one. Regional studies in the past invariably involved
.+ .schemes of defining regions according to kinds of homogeneity
criterions. A region has always been conceived as a grouping

| of small spatial units homogeneous with respect to geophysical
characteristics, or as having political boundaries such as being
;;unden}the same administrative jurisdiction of some government

}smaeh1héby;,of»anbeing functionally dependent upon the same



’ecommerc1a1 nucleus or urban center for. trade or other economic
‘act1v1t1es (J9:.R. Mcyer, 1967) The cho1ce of a classification
~scheme is governed by the obgect1ves of the study and the data

ne51tuat1on The cho1ce w11] depend partly on how heav11y one

‘we1ghs the re]atlve advantages of using a method that can ut111ze

\4ex1st1ng pub11shed data or of adopt1ng a new method of c]ass1-

‘;f1cat1on even though it requ1res c011ect1ng new data. The same
vay of de]1m1t1ng reg1ons may not be appropriate where the

purposes of agr1cu1tura1 planning differs (A.T. Mosher, ]973)

There are severa] approaches to reg1ona11zat10n In
4{the Phi11pp1nes, deve]opment areas have been delimited along
adm1n strative lines based on contiguous political subdivisions

The areas may not coincide with a grouping according to variables
relevant to agricultural productivity. But regionalization by
political boundaries may have other goais, namely, cultivating
leadership at subnational levels and administrative convenience

‘{n carrying out policy decision. After all, the stream of
benefits inherent in a good program flows out mainly through

an effective implementation by established political institutions.2

o ]Var1OU° legislations created 17 regional development
~entities from 1961 through 1966. Seven are on operating status
“(9.M, Lawas, 1973).

2This is an empirical cons1deratlon which does not inter-
- fere with the theoretical framework. A regionalization scheme can
cross administrative boundaries as they bear no consequence in the
analysis of productivity problems, except in determining the size
of the primary unit of observation for which statistics are available.



l;Type of-fannxng area 1 fanother approach 1n de11neat1ng

”7hreg1ons for agr1cu1tural p]ann1ng and management (K w Easter,»{;

:}1972, K. Vanungo and J.S. Sarma, ]973) ,Th1ssmethosterves to

fibrlng,out regional d1spar1t1es;1n~prodqctivity within crop zdnés

_;and‘to identify regions with common production problems. . When

. programs -are nationa]ly directed and are commodity oriented, the
type-of-farming criterion is appropriate for regiona]ization.3

. Alternatively, agricultural regions can be defined by

.. using agréc]imatic zoning (M.E. Abel and K.M. Easter, 1971; K.W.

- Easter, 1972). The rationale behind the technique is that

- agricultural regions and their needs, rather than farm commodities,

-..form the basic component of regional planning. The Abel-Easter

- model appears consistent with the premise that increasing

wgagricultural capacity, together with maximizing output from
existing capacity, is a viable long-term strategy for agricultural

«..growth. It is also consistent with the recognition that a

.. dynamic modern agriculture is achieved locality by locality and

e

district by district (A.T. Mosher, 1973).
- To the extent that c]%matic and environmental influences
.yset a geographical pattern of production, the type-of-farming

approach overlaps the agroclimatic zoning method. However, the

3ror example, the approach is useful in the national L
- coordination of rice and corn programs in terms of locating areas
where yield and other problems exist. et



2

éhbeMErfisﬁinadequateffor separating regional productivity
é&ifféréhceszwhich are attributable to reproducible fictors. -

5fThef1atterxis‘a.more'1ntegrated mechanism as it extends into

althe,idéntificatidn of specific constraints to productivity and

i underscores the significance of dealing with the restraints in

i”a”sequentia] manner. But the principle remains to be translated

“’into an operational methodo]ogy.'

Finally, there is a regionalization based on the degree

“‘of immediacy of the future growth potential of areas. Growth

potential of an area is gauged according to the presence or

“absence of certain factors of agricultural development (A.T. -

* Mosher, 1971). This method operates essentially on the same

principle inherent in the Abel-Easter approach insofar as it

“relates to the issue of capacity building in agriculture and

to.the temporal dimensions of development planning.

<« ~Agroclimatic zoning involves several variables. But

“handling more than three variables simultaneously to classify

observations into regions is quite complicated. The options

vare using subjective judgements, objective statistical techniques,
‘or:both, depending upon the researcher's knowledge of study

eareas~and the availability of quantitative data.

The discriminant model is a device to calculate linear

.combinations of several attributes such that known groups could

4
be distinctively characterized. It embodies a linear weighting
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' scheme to"allocate observations. Further, the model could be
used io estimate the group membership probabilities of the
observations. The posterior probability is an assessment as to
how each observation comparies with the average characteristics
of each group.
Let p be the number of criteria for classification and g

the number of groups. The discriminant model is basically a
series of g-1 independent mappings from a p into a one-dimensional
space, when p is greater than g (W.W. Cooley and P.R. Lonnes,
1962). Suppose two groups are to be distinguished based on
'attributes X and Y. Let each ellipse in figure 2 include a
specified percentage of the members from each group. Line D
represents a discriminant function and line C is a decision rule,
‘Its intersection with line D gives a criterion E. Observations
with discriminant scores to the left of E are allocated to group
- A and the rest, to group B.
Discriminant analysis is a classification tool primaril,
“in personnel selection and analysis. It has also been employed
"to evaluate the development potential of several countries based
“‘on a multitude of criteria (1. Adelman ard C.T. Morris, 1968).

‘Principal component is another technique widely employed in the
~ literature to reduce the dimension of the analysis. The technique
has been applied to construct composite indexes of homogeneity

and to stratify regions (E.C. Rhodes, 1937; M.G. Kendall, 1939;



“Figure 2. Geometry of discriminant analysis.

. M.d. Hagood, et al., 1941; M.J. Hagood, 1943; M.J. Hagood and

~ E.H. Bernert, 1945). Since the 1260's the advent of high speed
computers has given impetus to their use in quantitative geoaraphy
. and later in studying patterns of economic development (B.J.L.

. Berry, 1960; 1961a; 1961b; F.V. Waugh, 1962; B.J.L. Berry, 1965;
D.M. Smith, 1968; J.G.M. Hilhorst, 1971; F. Suzuki, not dated).
Integration of hierarchical grouping analysis with earlier
procedures lent refinements and more precision to regional
delineation (J.H. Ward, Jr., 1963; B.J.L. Berry, 1967; N.A,

~ Spence, 1968).

The principal component technique is not without

shortcomings. Estimates of factor loadings are susceptible t¢
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1b%a§es ‘The naming of hypothet1ca1 factors and the1r 1nterpretat10n
are not a]ways s1mp1e And there estts the p0551b111ty that
observat1ons may have 1dent1ca1 1ndexes (and thus end up in the
Thcovet1ca]]y, these prob]ems can be overcome (H H. Harman, 1967
o There ‘are some pract1ca] d1ff1cu]t1es with the principal
component method. . There are. a number*of a1ternative estimation‘}

| procedures and wh1ch one to emp]oy is not, Jin v1ew of our present
t}obgect1ves, intuitive. D1scr1m1nant ana1y51s is more appealing
"end practical as it is more se]f-contained. It reduces dimensions
and classifies at the sare time by f1nd1ng the set of linear

weights which would best separate groups.

,52 2 The D1scr1m1nant Mode]

- Given a set of observat1ons from a number of d1st1nct
ﬁgroups each of which is character1zed by p measurements with
;mu1t1var1ate normal probab1]1ty dens1ty, the 11ke11hood ratio

ﬁtrfor any pair of groupsviyand J is:

L**K'exp -1/2(2-H;) 'V (Z-M,)] (2.1)
K exp [-1/2(z-r4j)'v‘l(z---nj)] -

hawra

i ?;V T a p % p matrix of dispersion common to all. groups

faa_vz 1s ‘a’ p x 1 matrix of" attributes
Z M1 1s a P x 1 matrix of devwations of. 7 from the ith:group

‘"f;,f Jiean’ and’zM4 45 a’pix 1 véctoriof means
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Sigifios (21) frser she

L NGRS 1 3

L —Jexp [ 1/2(2 M ) v‘l(z M ) + 1/2(2 M ) v‘l(z s )

L@%;exp [- 1/2z v"lz +'i/2M % 1z + 1/22 v’ lM ]/2M vl
+ 1/22 v -1y 1/2M 1z 21722 v‘lm + 1/ M 1

: exp [z v (Mi-M ) 1/2(m s )v‘l(M -M )]:

u" o

L= i v'l(M ;) - 1/2(M M, )V'I(M M, )

= 20 - 1720 (2.2)
Where:..
"*”pi;AV‘l(m.;M.) (2.3)

'15 a p x 1 vector of d1scr1m1nant funct1on coeff1c1ents.‘ It can‘be
‘shown that D is a vector such that the 11near comb1nat1on Z D
Emax1m12es the ratio of between to w1th1n group var1ances or sum
of quares (C R Rao, 1952 T N Anderson 1958 w w Coo]ey and
fP R. Lohn.s, 1962 I Adelman and C T Morr1s 1968) In other
'words, Z'D is the 11near d1scr1m1nant funct1on wh1ch cou1d best
'separate the ith from the ith. group.

‘The discriminant funct1on in (2 2) can a]ternat1ve1y bet
idefined in terms of the parametess of the 1th group on1y.;; _yi;
quch cases- the funct1on is derlved from the 11kel1hood fuh¢t1on?
eof the 1th group rather than from a 11ke11hood rat1o (C R. Rao,?
%‘:1952)‘. Th us




K= /2 WM Y e

n'f, K"*‘-" ”1/22 V" 2 + z'v"lm : 1/2M 'v"lmi

1
’:‘,‘»‘ Py 5:,,,' e _1 ' 1 -l
nf =K - 1/22 v z + z v 1 - 1/2M v ",
 f = r" H1V M - 1/2:4":4 (2.4)
1nf1 =K 42D - WM (2.5)
S = Inf.- K' = 2D - 17200 (2.6)
where:
b=yl
Vet 1

;K,'K', K" are some constants.

‘C]assifying provinces on the basis of p characters into,
;say, fbur groups is the same as dividing the p dimensional space
finto four regions R], RZ’ R3, and R4 The expected value of the
fprop.rtjon of wrong classification is minimum for a decision

ruié such that:
Ry is defined by T, » f,, flgsf L fy 2Ty
n2 is defined by f > fl’ f > f3, f2 > fh 3
wRé is deflned by f > fl’ f3 > f2. f3 > fé;t?
R4 is defined by fg > fl’ fﬁ'i fz, fh > f3

,;assumfng that every province is equally likely to be drawn from
‘any group (C.R. Rao, 1952; T.W. Anderson, 1958). The rule is a
maximum 1ikelihood rule since a province is assigned to the group

for which its 1ikelihood or discriminant score is highest.



;ﬁ!Equation (2. 6): givesfthe discrimwnant functwonfor the 1th group.,
1L}It cou]d be ut1112ed together W1th (2 7) to obta1n the group |
’ membership probab11it1es for each observat1on. Suppose there are
‘g groups. Each observatlon w111 then have as many va]ues from
equation (2.6) as there are groups.‘ The posterior probability
than an observation belongs to the ith group (pr) could be

estimated as:

r (2.7)

Given the particular set of characteristfcs'fok an observation,
Py would indicate the relative probability that it belongs to
group r (W.J.Dixon, 1975),

A related ¢1ternative measure for comparing observations
with group profiles is the square of Mahalanobis distance (Dz).
It measures in terms of sum of squares how different say, case
k, which is classified in group r from the average values of
group 1. Let us represent the matrix of sum of squares within

groups as:
W= hqj]

j”of 51ze p x p and with a typica1 e]ement such as'
n

£ s
=Z 2 (2 ki ri)(zmkj mJ)

iy 1 ko1
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r\
r1n group r, A oy as wel] as 3, goes up to p;. the number of

where g 1s the number of groups n ,1s the number of, observat1ons

var1ab1es, 1s a s1ngle attribute and Mg s, its. correspondlng

1
4aaverage;va1ue for group r The aquare of distance (D ) |
fstqtjst1csifqn;cpsgik jn;groyp,rgfrom;grpgp%;;qgn_bgidgf1ned
as:. |
0 = (neg) (2o W 2o ty)
'The same re]atinnshin can be used to compare observation k with

its own group, in which case, 1=r.

2,3 Data and Variables

A province is the unit of analysis uSed here. It is that
/political subdivision next to the national level. Unden the
‘Circumstances, a province emerges as the best operational compromise.
"A province may still be such a large unit that it impinges on

the homogeneity of delineated regions, 'On one hand, villages
.and towns within a province might possess sufficient variability
to cast some doubts on the representativeness of provincial
measures. Ideally, the basic analytical unit should be smaller,
vprefcrab]y a municipa11ty if not a village. On the other hand, the
linforma+1on constraint is quite binding. At best, statistics
usually are published for provinces but not for smaller units. To
summarize characteristics into a provincial value often means

less information and less homogeneity within agricultural regions


http:the.number!.of

than 1s desirab]e to achieve. But'theaalternat1ve source of ..
1nfbrmat1on is quite costly. To' generate one! s data fbr villagesi;
for”fun1c1pa11t1es vould not be feasub]e because 1t is costly. At; 
the}same~t1me, it would invariably restrict the geographical |
‘§é¢pé‘ahd would most 1ikely raise the issue of where to start.

l To delineate regions, sets of criteria are defined from
,ha natura1 grouping of severa] var1ables descr1bed below. The |

‘hyear and the original source of the bas1c data are in parentheses.

eA.‘,Land Resource Characteristics

1. Effective cropping index (1960, BUreau of the Census

and Statistics) is a measure of the annua] 1ntens1ty of rice land
fuse and is a ratio of total rice planted to absolute rice hectarage
fA h1gher rat1o indicates a greater degree of doub]e cropping.

NP

”‘”:2} Percent rice area (1960, Bureau of the Census and

“Statlst1cs) shows the relatwve 1mportance of rice to a prov1nce.‘
'It is measured here as the proportion of absolute r1ce hectarage
:to tota] arable land planted to temporary crops.

3. Percent rice area irrigated (1960, Bureau of the Censu

and Stat1st1cs) reflects the extent of effect1ve rice area under
.irrigat1on The 1ndex is constructed to 1nd1cate land quality
‘of r1ce areas and to some extent the qua]1ty of 1rr1gation -
fac111t1es If the facilities are serviceable for a longer period
in a year a greater proportion of the effective rice area would

~be 1rrigated.
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4 Percent land graded over 30° (Bureau of Soi]s) is -
1ntended as a proxy for provincial land topogrdphy, it is a ‘
krdt1o of land area which slopes more than 0° to total area
‘of the prov1nce

5. 'Percent idle land (1960 ‘Bureau of the Census and

TQ’S:t’fa':iis‘cics)“*represen’cs idle but arab]é‘Tands;'7It’fndicQtes the
'relative availability of the land resource ‘for expansion.

B. Agricultural Infrastructure

»;h} 1. Loans to agriculture (1970-71, Development Bank of
he Ph111pp1nes, Philippine Nztional Bank, Central Bank of the
Ph111pp1neJ) are from agencies which extend financial assistance
}tpzagrjculture Tike the Philippine National Bank, the Development
Banl of the Ph1]1pp1nes, the Agrwcu]tura] Credit Administration,

and the rura] banks. Loans to agriculture include only
1nst1tut1ona1 loans. It is the total of the loans extended by
the four agencies def]ated by arable hectarage to correct for
re]a 1ve size of the prov1nce

‘2, Road density (1971, ureau of Public H1ghways), a

supp]emnnt to density measure, 1nd1cates road quality. A
h1gher value would mean less weather resistant roads or more
usable roads during seasons of inclement weather. The residual
represents either paved or cemented roads that are likely to be
more oassab]e throughout the year. |

4, Ratio of 1972 to 1960 1rr1qated area (Nat10na1
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| {xilrrigation Aduiristration, Agricultural Productivity Commission,

;fgﬁﬁahd,Pquidential.Arm on Comnunity Development) refers mainly to
,!i}fhe~rice area serviced by pumps and gravity irrigation systems.
Hith puﬁTic sector projects for improving infrastructures usually

bjtherefare‘other agricultural programs available, such as credit,

;-seed distribution, and -extension. This ratio could be regarded

~..as.a simplistic proxy for the relative change in government
interest in each province over time and for variations in
~irrigation potential.

5. Rice milling capacity (1971 Rice and Corn Board)

*1s the total provincial daily milling canac1tv for everv 10.000
rice hectares,

6. Warchouse capacity (1971, Rice and Corn Board) is

the total provincial storage capab111tv for every hectare of
rice.

; Provinciar statistics on rice milling and warehouse
;fﬁéapacities may not accurately differentiate the relative
availability of these infrastructures in a province. A mill

~ or warehouse could conceivably extend services to areas beyond
the province where it is situated. This will be true if the
facilities concentrate near the border between provinces or if
the road network is good enough to perimit substantial inter-

| provincial rice flows at minimal cost. Potentially the importance
of rice mills and storage capacities is interactive with the

tfansportation infrastructure,
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C, Popu]atwon Characteristics

[

1. Percent self-employed (1970, ‘Bureau of the Census

%5hd Statistics) is the proportion of economically active

population, ten years old and over, who do not work for others,

private or government.

2. Percent family labor (1970, Bureau of the Census and

Statistics) is the proportion of economically active population,
‘ten years old and over, who work for the fami]y‘and are not
’péid cash wages.

3. Labor force in agriculture (1970, Bureau of the Census

and Statistics) is the percentage of the economically active
population, ten years old and over, who depend on the agricultural
sector for employment and Tivelihood.

Labor force includes all ten year olds and over who are
efther employed or uncmpioyed. Employed persons are those who
reported at work or those with a job but not at work. Persons
are not counted in the labor force if they are not at work,
without job and not wanting work (NEDA, 1975). Labor in 1, 2,
and 3 above may not be truly all employed. The classification
is primarily based on skill or lack of it and is not contingent
on a certain minimum level of employment during the year. It is
therefore highly possible to observe a substantial degree of

underemployment of those workers classified as employed in the

different categories.



4, ‘Percent rural population (1970,;Bureau of the Census

;éndrStatistics) includes the people who live outside the urban

4

areas, ' Presumably, the urban-rural population mix affects the

pattern of agricultural activities, demand for farm comnodities,
off-farm employment opportunities, supply of labor to farms, and

availability of purchased inputs.

4The Philippine Bureau of the Census and Statistics
define urban arcas as those characterized by the following:

1) Cities and municipalities with an overall population
density of at least 1,000 persons per square kilometer.
An exception in Cebu City which is included regardless
of population density.

2) Poblaciones or central districts of cities and
municipalities with population density of at least
500 persons per square kilometer.

3) Regardless of population size, poblaciones or central
districts which possess:

a) a network of streets either in parallel or
right ang'e patterns

b) at least six comnercial, manufacturing, recreational,
and or personal services establishments

c) at least three of the following: c1) religious
service at least once a month in a church or chapel;
c2) a public plaza, park or cemetery; ¢3) trading
activities at least once a week in a market place;
c4) a public building like a school, a hospital, a
puericulture or health center or a librery

4) Villages with a population of 1,000 or more which meet
the requirements in 3) above and where the occupation
?f t?e predominantly non-farming fishing (R.P. Alonzo,
974).
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'5;¥~quu1atidn density (1970, Bureau of the Censusjand =

faabablatiCS) is a measure of the population pressure on ]aﬁd-
resources. Often, it is associated with economic problems
and is an important dimension in the choice of technology for
increasing agricultural output, -

6. Literacy rate (1970, Burcau of the Census and
l Statistics) is an index of educational attainment of the
population and of thé general quality of the labor resource.
Literacy is a typical census definition which is a simple
classification as to whether one resds and writes or not. It is
’not based on any functional scale. Quite possibly, literacy
kate may affecf the effectiveness of government extension
| programs in agriculture. Il is certainly a critical variable
| for designing or planning government activities in agriculture
v’particu1ar1y extension.

7. hAnnual budget surplus (1965, Bureau of the Census

| aﬁd Statistics) represents the average excess of earnings over
expenses for the basic needs of a family. To some extent, it
reflects the capability to self-finance other expenditures. For
example, to a farm family the budget surplus is potentially
available for financing farm operations.

8. Income tax per capita (1971, Economic Atlas of the

Philippines), a major source of revenue to finance public

expendi tures, indicates the nature of employment activities
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annd the genera] econom1c“status of the peop]e.‘ A h1gher per
’écap1ta tax‘wncome 1mp]1es more” cash emp]oyment or greater

“monetary income. -

D. - Physical knvironmental ractor:

1. Soil types (Burcau of Soi]s)'feféfs to the relative
LsoiT composition and includes c]ay, clay 16ah,>sand sandy
iloam, s11t loam, loam, and und1fferent1ated types. This 1ist
flS not exhaustlve Soil types not common to all pronnces are
ieg;1uded |
R 2. Rafnfa]] (1950 to 1970, Wealher Bureau) is crucial as
vi'1t relates to water stress. It is one of the c11mat1c variables
fiwh1ch is important to agriculture. Another is so]ar radiation.
fTanortunate1y, weather stations do not monitor solar and
prbvincial data are not available. To some extent, fainfa]]
}ycpu]d serve as an indirect proxy for solar radiation. . In

rparticu]ar, there would be an inverse re]ationship between the

two.

E. Rice Productivit) |
g Rice productivity (1970 to 1974, National Food and
Agricu]ture Council) is measured as yield per. unit of land.
- Rice production statistics are published at regional levels
by the Bureau of Agricultural Economics. As a rule, this

- government agency releases no provincial data to the general
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public. Ahdeati availibﬂe through other sources would Be'

f ‘considered unoffictal. From reports of field technicians to
*5§the Central. Office of the National Food and Agriculture Council -
j,*(NFAC) provinoial estimates of rice yield were compi]ed.. The _
5i5provincial rice yfelds published 1n the Economic Atlas of the |
r"vPhilippines (1972) which were based, as cited, on official

statistics were used to validate the compiled data. The

~_correlation between the published yields and the 1971 estimates
- 1s high (r = 0.8825 for a sample size of 38). On this rests
"fmyECOnfidenCe in using the yield estimates from NFAC for th
fﬂyea§s~197o through 1974.

e

W'2 4 WEstimating,Group Parameters

The model for discriminant analysis presumes prior

"kﬁowledge of either group parameters or sample estimates of

EARE'
mad

i: group parameters. Classifying new observations becomes a
E:_Jimple task if parameters are known. In terms of figure 2,
fijcentroids A and B together with the dispersion around them must
;;be known to enable allocation of additional points to one of
;ﬁthg groups. Otherwise, to estimate parameters requires knowledge

‘;ﬁbf group membership beforehand, at least for a subset of

observations. Samples for every group must have been {dentified

flyto’estimate group centroid and dispersion. But had I had prior

-' jnfbrmat1on. discriminant analysis hardly would have been
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.'At the start, no parameters are known nor have I an .
~established gr&uping. Our observations are practicél]y all
new. And there being no discriminant functions for mapping
the points, I face two fundamental questions. How, does onef
 know the number of distinct groups? What belongs. in which f
i‘gfoup? Before presenting the results; I.will. first discuss'
‘these questions. | .

Somewhere between one and*theatot@l;nﬁﬁbehgoféprovinces’
’flies the appropriate‘number“ofgroups;,(Oné extkgme fﬁfto‘treat
f&fndiViduaI‘provincesas*separ&te‘groups; “This Teads to the )
‘Jmaximum homogeneity possible in each group. Usually not
‘eVery province is justifiably large or different enough for
} program purposes to attract individualized attention. A
j cdntrast is to classify all provinces into one categony. At
(this stage, generalization is at a maximum but signifﬁcant
,fdetails are lost. Group homogeneity becomes dubious. And
such a simplistic approach would suffer from the dangers of
:overaggregation. Both extremes would seem quite impractical;
however. they serve to 11lustrate aptly some considerations
| nécessany in choosing the number of groups for my purposes.
| There exists a trade-off between internal homogenefty
and the number of groups. In the process of grouping, generality
could only be gained at the cost of some details. As the

members per class increase the grouping diminishes. So does



,hompgeneity Homogeneity 1is: important but it couldﬁnot be made
_absolute. Bear in mind that in the. ultimate;analysis the end
product aims to cater to the needs of: agricuituraI planning.v{?,.a
Thus, fcr operational utility,,l also seek intergroup;distinctivéé;
ness as well as manageability in the number of groups. Prefecably
‘too, the aggregate group size should be relevant enough for |
policymaking. '

To categorize productivity into 3 to § regimes isa
common - practice. For me. the range presents a natural choic
with respect.to the number of groups. I explain the fina1‘ 
;decision to:settle upon a 4-group model after a discussion |
of .the discrihination neocedure. It is suffice to say at
this point that a 4-group model is a subjective although not
an.arbitrary choice. : _ |
R.J;; . Next comes-the question of estimating group parameters
or corollarily how provinces, or some of them, group. .The
procedure is an iterative one. I relied on 1971 rice yleld: —_—
to.define class intervais and to initially ailocate the provincaeif
Jhe procedure results in a»grouping,fbr,which;discriminant
functions were computed using all the yeariy;rice productivity'_
data from 1970 to 1974. For each province there: are posterfor
probabilities of belonging to every group. For some cases, the

posterior probability of having come from the group in which theyf5
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I For others, that is not the case. Based on theseiposterior |
tiprobabilities. T reallocated the observations and Iransatag the
“bcycle of computations.5 The iterative process terminated when
" each province recorded the highest posterior probability fbr
ﬂthe group to which it is assigned
' Of all sets: of classification variables, only in the case
of productivity did I work with all 3, 4-, and 5-group _'
ﬁfdiscriminant models.v To examine how well groups separate under
ithe -three options. I‘resorted to a- plot of the iﬁrst two canonica
¥Variates associated with the set of productivity criteria. The 5
“ procedure 1is similar to the process of employing a preliminany
iscatter diagram to choose, for example, a functional form A ‘
f"better group separateion, as indicated in the' plot, was the
“basis for selecting a 4-group model * The final result of a
. '4=group productivity classification ‘served as ‘the basis to :
‘calculate initial discriminant fbnctions for other sets of
‘criteria. Consequently. the initial distribution of provincesef
was identical for land infrastructure. population, soil and
‘rainfall pattern and was congruent, at’ the same time, with theti
nmmberships in rice productivity groups. Intuitively, the
initial step attempts to find the discriminating weights for
each variable in each set of criteria or the combination which -
would best characterize distinct'productivity groups. As

before, {terations were made whenever necessary. The subsequent
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rsteps reviews possible misclassifications in earlier stages,
that is, when the posterior probability is higher fbr a group
other than where a case is classified The final results of

the iterations are reported in the following pages

}2 5 Individual Profile ;

'» ' Although a 4-group division of about 34 provinces .
would seem restrictive, it is not necessarily SO. Tb allay

some doubts that certain provinces would not fit very well with
others, let us examine table 1. It profiles every province

and reveals that not too many observations could be border
cases. The D2 column under’ rth group shows how different each

: case is fnom the mean yearly productivity of the rth group.

- For example, case #1 in group Ais 1. 94 units away from group A,
' lB.QO units from group B.ﬁ3l,20 units from group C, and 63.95

. units from group D. Similarly, case #5 in group B is 29.13

| units from group A.k6.43'units from group B, 9.42 units from

| group C, and 24. 13 units from group D.

N | The p’values have a similar interpretation. p represents
‘ the‘estimated probability that case k under group r belongs to
"‘group 1, given the pattern of annual rice yield from 1970 to
1974, as well as the mean values of group 1. That case #1 in

- group A belongs to group A is almost a certainty as shown by p
fsequals'unity However, case #5 in group B registers only an 82
fipercent probability for group B and 18 percent for group C. i
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Tablel.- Individual Profile of Provinces in Relation
-+ T to_the Productivity Groups o

‘x."‘..; —'...": e ey
Square of Distance (D°) from '
and Posterior Probability (p) for

f‘. | .Group A firoup B Group C . Group D
Sy E P 0’ P oF P 02. P
GroupA . o o
B 1,94 01,00 118,90 0 * - | 31,20 63.95 .
2 . 525 -,9812.63 .02 19.81 ~* 46.24 *
3 . 5.92 1.00 | 25,52 *. 35.32 * 72.06 *
4 . 3.34 1.00 | 25.64 * 45.94 * 83.23 +
§. . 1.51 1.00 | 21.36 * 38.63 * 73.87 *
6 1031 .95 |16.40 .05 35.27 * 71.34 *
1. 10,77 1.00 | 50.49 * 82.58 * 133.75 *
‘8 - ' 1.82 1.00 | 22.38 * 37.02 * n.an »
9 ~ 3.76 1.00 | 41.85 * 65.26 * 111.59 *
Group B . e : ‘

1. 17.42 . * 3.49 .93 8.67 .07 | 29.06 *
‘2 44,72  * 6.36 .95 | 12.48 .04 | 19.89 *

3 23.61 * 3.54 1.00 1 14.61 * 32.67 *
4 13.40 * 2.67 .9 9.03 .04 | 29.16 *
5 29.13 + 6,43 .82 9.42 .18 | 24.13 ¢
Group C ,

1 32749 ' * 6.96 .14 3.36 .86 | 15.82 *
.2 33.32 * .30 .27 1.33 .72 | 10.15 .01
3 36.18 * 4.45 .41 3.77 .58 | 13.41 .0l
4 48.11 * 12.59 1.61 .90 6.16 .10
5 .72 0+ 9.65 .04 3.48 .95 |13.02 .01
6 57.09 * 24,62 * 11.84 .86 | 15.57 .14
7 51.37 * 10.45 .02 2.75 .82 6.00 .16
8 52.92 * 16.13 * 3.58 .55 3.98 .45
9 33.68 * 2.44 41 1.75 .58 [ 10.61 .01
Group 0 :

1 103.59 ° + 35.27 + 20.90 * 6.61 1.00
2 72.51 * 2.17 * 9.85 .03 3.02 .97
3 68.49 * 17.13 * 5.21 .11 1.01 - .89
4 105.29 * 37.23 * 1.7 .01 | 10.75 .99
5 69.32 * 22.34 * 6.47 .09 1.93 .91
6. 91.48 * 31.08 ¢ 12.79 * 1.48 1.00
7. 67.03 * 21.60 * 5.54 .13 1.80 .87
8 78.03 * 31.38  * 10.43 .06 4.99 .94
9 89.86 * .22 o+ 15.74 .01 6.99 .99
0 - 76,99 * 25.33 + 11.95 .04 5.59 .9
1. 6174 19.95 * 5.52 .46 5.23 .54

gt

*The postarior probability {s nil or zero.

The case nunber corresponds to the province number in
Table 4.
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Notice the inverse association between D and p. It is logical
that points farther away from a group centroid wouid have smaller
posterior probability that they belong to that group.

"‘ ' Tabie 1 makes it feasible to identiﬁy [ore provinces or
those which may picked with some degree of confidence to o
represent a particular region. The results in table 1 assure
that’only a few of the provinces would not fit weliiwith others .
Further, the tab]e reveals what provinces border which groups.
Cases #3, #8, #9 in group C and #11 in group D are definitely
poor representatives. The p-vaiues for groups other than where
they be]ong are almost as high. This is probably a good reason
to ‘avoid these provinces especialiy for interregional comparisons.
[heir similarity with more than one group would not help bring
auﬁyinterregionai di fferences.

2 **5fhithdregardito the other sets of criteria, similar

tagles of the probability and distance statistics are constructed.
ihe interpretation of those figures is identical to our approach
rbove. However, to reduce the repititions, the estimated )
probability and distance tables for land resources, agricuiturai
infrastructures, population characteristics. soil composition. _

and rainfa]]_are relegated to the appendix Tables Bl to B6..

?gbégagrociimatic Regions

: 2.6.1 Rice productivity. In general, there is no definite

yieid hierarchy among the groups. No single group consistently



Table 2. - Average Rice Yields of Provinces in Different '47
| Productivity Groups, 1970-1974 .

1974
‘1973 -
1972
1971 "
1970

:“’E"‘E'B AVERAGE
C

N (cavans* per hectare)

‘77 56 64.40 76.11 - 70.27

- 59.33 69.80 66.00 61.54

-.'68.22 = 64.20 66.56 63.54
50.22 ~ 47.40 58.22 56.18
39 00 51.60 59.33 66 45

*A cavan 1S a vo]ume measure equivalent to 44 ki]ograms of

" prough rice.

Table 3. - Matrix of F Statistics for the Hypothesis of no Difference

- Between a Pair of Vectors of Group Means for the Yearly

Rice Yields

Group A Group B Group G
Group B 11.79*
Group C 3.54
Group D 13.40* 5.84*

. *Significant at 1% level; the critical F value at b and 26
degrees of freedom is 3.818 at 1% level and is 2,587 at 5% level.

Table 4.V- Distribution of Provinces Among the Productivity Groups

Group A GrouB“E ‘Tfioup‘ff_A

1. Antique 1. Batangas 1. Aklan

2. Bohol . 2. Camarines 2. Albay

3. Cotabato . Camarines Sur Norte 3. Bataan

4. Ilocos Norte 4. Ilocos Sur 3. Cavite 4. Bukidnon

5. Negros . Occidental 4. La Union 5. Bulacan
Oriental 5. Leyte 6. Isabela

6. Oriental 6. Misamis 7. Laguna
Mindoro ' Oriental 8. Misamis

7. Surigao 7. Pampanga Occidental

8. Zamboanga 8. Pangasinan 9. Nueva Ecija
Norte o 9. Quezon 10. Nueva Viscaya

9. Zamboanga Sur 11. Tarlac
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"‘”7i5yery gro"P records the highest yield during

one yearqbut iags behind during the others (tabie 2) But
the provinces in each group exhibit a striking internal
<gsimilarity in the patterns of. rice yieids fbrmed over the
hyears,(tabies 1 and 4). Considerab]e improvements characterize
yield changes in group A. The 1974 average rice yield is '
ialmost double that in 1970 GrOUP.C had‘relativeiy stable
yieids.: In contrast, groups B and~D fo]iowvup and donn
patterns. Nevertheiess, group,differencesuin yieldipatterns
appear to be significant (tabie 3)' ’The distinctiveneSs
between groups which are internaliy homoqeneous wouid have
significant implications for agricultural p]anning. The
pnature of yield changes common to a number of provinces in
Aeveny group could be a good indicator that some factors which
Jinfluence rice productivity may be specific to agricuitural
uregions. There could be a preiiminary suggestion that rice
‘production problems possibiy iend to a regional treatment.
iThe evidence wouid reinforce the vaiidity of fbcusing on
.regionai needs in agricultura1 planning.

e 2 6 2 Land resource characteristics. All four groups*jfg

§show statisticaliy significant differences with respect to
Eland resource variables (table 6). Let us take groups B and

D. Cropping intensity and land idleness are. higher but the
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percent of rice land is lower n"group B than in group D

(table 5‘?51“p3uch group characteristics may be used to

§

explore alternative strategies fbr increasing rice output and
also to:identify the program areas. Land is the single most
important input to agriculture.' But as the provinces exhaust
the idle arable lands, cultivation intensity would increasingly
become a source of. output growth where the intensity of
cultivation has reached its limit, additional cice crop must
come through land expansion. As much idle lands as possible
must be brought into cultivation. In some provinces, ‘
particularly those in group C, both methods would seem feasible.
g One way to augment the land resource is to develop

s

technologies and strategies to relieve the constraints to
'increasing effective land use. Land augmentation may be in

the form of a better yielding second-crop rice variety, soil
management practices, dependable 1rrigation, credit, and supply
of purchased inputs. To undertake irrigation improvements to
allow greater cropping intensity of existing hectarage would
probably suit group D provinces better than the rest. given

the Tow intensity index and percent idle land, as well as the;‘

: 5we must caution the readers that, although our Tand
resource data are the latest available figures, they might be
out of date. The results, therefore, are to be taken in the
context of 11lustrative, rather than contemporary significance.



50

f;Tab]e 5. - Characteristics of Provincial Groupings Based on Land
2 : Resource Variables ,

GROUP AVERAGE
A B ¢ D

" 1. Effective cropping index

for rice (percent) . 134.00 134.77 111.56 109.62
2. Percent rice area 55.70 41.12 30.85 72.17
3. Percent of rice area :
. irrigated 16.04 33.29 . 24.97  37.49
- 4, Percent land graded over o '
30 degrees 33.60 30.60 - 39.73 49.50
5. Percent idle land ° 22,24 1 25.04 27.40 14.31

'v1iTable 6. - Matrix of F Statistics for the Hypothesis of no
. Difference Between a Pair of Vectors of Group Means
for Land Resource Variables

Group A Group B Group €
Group B 10.82*
Group C 51.72* 30.02*
Group D 24.24* 11.16* 16.81*

*Signifticant at 1% level; the critical F value at 5 and d 39
dearees of freedom is less than 3.699 at 1% level.



' Table 7. - Distribution of Provinces Among the Different Land Resource Groups

Group A Group B Group C
1. Bohol 1. Agusan 1. Bukidnon 1. Abra
2. Cagayan 2. Albay 2. Cavite 2. Aklan
3. Capiz 3. Bataan 3. Cebu 3. Antique
4. Iloilo 4. Batangas 4. Davao 4. Cotabato
5. Marinduque 5. Bulacan 5. Tlocos Norte 5. ITocos Sur
6. Camarines Norte 6. Laguna 6. Isabela
7. Camarines Sur 7. Lanao 7. La Union
8. Catanduanes 8. Masbate 8. Nueva Ecija-
9. Leyte 9. Misamis Oriental 9. Nueva Viscay:
10. Misamis Occidental 10. Negros Occidental 10. Pampanga
11. Quezon 11. Negros Oriental 11. Pangasinan
12. Samar 12. Occidental Mindoro 12. Tarlac
13. Surigao 13. Oriental Mindoro 13. Zambales
14. Palawan

. Zamboanga Norte
. Zamboanga Sur

'ts‘
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3;_n1gn proportion of land graded over 30 degreesi Fbr other
;rareas, the 1rrigation facilities may be developed to bring
~current1y idle lands into cultivation. Provinces in group B B

;,wou1d seem to be the areas where such programs could be undertaken.:"

. Of course. deve1oping the irrigation to expand the use of '

e‘existing hectarage or to open up idle lands to cultivation

- are not necessarily mutually exclusive and may be combined for
 maxirum 1mpaot.‘ | o

o ﬂﬁx Based on a prior knowledge of some -provinces, the grouping

in table 7 would be consistent with what one might expect.

.éFor examp1e. group D provinces such as Nueva Viscaya, Nueva

;:Ec1ja, Pangasinan. Tarlac and Pampanga are known to resemble

ﬁfeach other in land resource. These provinces form the central

| part of Luzon (figure 3). They have similar agriculture and

- have been the pilot areas for government programs in irrigation

development and other rice production activities. Undoubtedly,

the group profile in table 5 aptly reflects the characteristics

vdof‘such provinces.

2.6.3 Agricultural infrastructure. The differences

between groups of internally alike provinces continue to |
- stand out and, 11ke before, these differences are statistically
significant (table 9). The loans to the agricultural sector
of provinces in group B exceed by several fold those made to

other provinces (table 8). In all of group B provinces, sugaroane
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fﬁjgwéjmajor cash crop and 1t is highly 1ikely that the Toans
Tl:'v-vfh:’{t;T-Mi;mh’e‘sugar'cane’sector' normally constitute a very high

..proportion of the institutional agricultural credit. The
txfﬂnancial institutions tend to participate more actively in

" the agricultural sector of sugarcane provinces (table 10).

.. This fact would probably surprise nobody because of the capital

- requirements of the sugarcane sector, the degree of commercial-
ization, and 1ts economic 1mportance to the foreign trade of
“'the country.

What is surprising is to find the highest concentration
of milling and warehousing capacities in gruip C provinces
;v(table 8). With the possible exception of Cotabato, these
‘fprovinces are not the major rice areas. In contrast, group D
| (table 10) with the traditional rice growing provinces 1ike

“Bulacan. Nueva Ecija, Pangasinan, and Tarlac record the lowest
ltaverage mil1ling and warehousing capacities. It is indeed
possible that the fac111t3es are convertible to corn milling
‘ ind warehousing and that corn hectarage should have been
vadded to the deflator to reflect the real standardized capacities.
Otherwise these figures could mean one of two things. Either

there is a capacity surplus in group C or a severe shortage in
~group D. At the very least the figure would indicate a spatfal ,»
imbalance in the distribution of capacities. '
Again, the evidence from the infrastructure groups would:
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Table 8. - Characteristics of Provincial Groupings Based on
o _gricultura1 Infrastructures

GROUP AVERAG
A 8 C D

1. Loans to agriculture o
(pesos per arable hectare) 77.73 512.60 42.31 67.06

2. Percent earth road 28.79 22.66 36.85 16.78
3. Ratio of 1972 to 1960 - s ,
irrigated rice area . 2,54 1.83 ;;'2,09_' 1.34

4, Rice milling capacity A
(cavans per day per S

10,000 rice hectares) 42.35 45.64 127.05 28.58
5. Warehouse capacity PR ‘ '
(cavans/rice hectare) - 49.85 " 43.02 r158.51 17.26’

6. Road density (kilometers of = o .
road per 1,000 arable T o
hectares) 26.71 - 13ﬂ8° “ 10.46 13.42

Tab]e 9, - Matrix of F Statistics for the Hypothesis of no
o Difference Between a Pair of vVectors of Group Means
for Agricultural Infrastructures

Group A Group B Group C
aroup B 23.34*
aroup C 31.27* 23.10*
sroup D 20.02* 22,10 8.28*

*S{gnificant at 1% level; the critical F value at 6 and 38 |
legrees of freedom is less than 3.474 at 1% level. '
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Table'10. - Distribution of Provinces Among;the Groupings Based on
: Agricultural Infrastructures

Group A Group B Group C Group D
1. Abra 1. Cavite 1. Bukidnon 1. Agusan
2. Bataan "2. INoiilo 2. Camarines Sur 2. Aklan
3. Batangas 3. Laguna 3. Cebu 3. Albay
4. Bohol 4. Negros Occidental 4, Cotabato 4. Antique
5. ITocos Norte 5. Pampanga 5. Davao 5. Bulacan
6. Ilocos Sur 6. Lanao 6. Cagayan ’
7. La Union 7. Masbate 7. Camarines Norte
8. Misamis Occidental 8. Negros Oriental 8. Capiz
9. Misamis Oriental 9. Surigao , 9. Catanduanes
10. Nueva Viscaya 10. Zamboanga Sur 10. Isabela
11. Occidental Mindoro 11. Leyte
12. Zambales 12. Marinduque

13.
14.
15.

17.
i8.

Nueva Ecija
Oriental Mindoro
Palawan

. Pangasinan

Quezon
Samar

. Tarlac : -
- Zamboanga Norte

.95
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fteﬁdito copfirm the capability.of the discriminant procedureﬂ"
;to’distinguish among provinces and to group similar ones.l One.
iis the grouping together of sugarcane provinces. Based on the j
‘assertion that insiitutional credit in agriculture is relativelg
concentrated in the sugarcane sector, then group B provinces
would be expected to fall in the same group as’they did. The
provinces are expectedly characterized unifornﬂy by higherxw

'institutional credit (table 8) Another indication comes from '
g . 4%.' :

iy

a prior knowledge that some areas in Mindanace (Southernw

Philippines) have relatively poor roads and lower road density.

The distribution of provinces into infrastrucutre regionf”in N
table 10 would show this. Cotabato, Davao, and Lanao (figure 3)
are included in the region with the highest percentage of
earth road and the lowest road to arable hectanes ratio. f

2.6.4 Population characteristics. Table 1 presents

‘the group sumary of the population characteristics of the{r
provinces. Although both self and family employment constitute
the major source of jobs for all groups, their total varies.
Self employment and family employment together ‘account for
percentages ranging from a Tow of 57 percent of the jobs in
group A to a high of 69 percent in group D. These figures
underscore the tremendous benefits to the national economy .
from agricuftural progress. In most cases, these jobs are

1ikely to be agricultural. Notfce that self and family
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~employment tend to increase with the Tabor force fn agriculture.
The exception 1s group B. IBut group B has the smallest
‘proportion of rural population. It also ranks highest inA
income tax per capita. Both suggest the iieklihood of
~relativeiy more off-the-fann employment

NM'J‘ The differences in the extent of paid employment and
hin the availability of nonagricultural jobs perhaps correlate
'well with the discrepancies in the annual budget surplus per
ffhmily. For example, group B, followed by group A, are highest
in annual surplus. The proportionlof the labor force in
iagriculture s lowest in group B while group A has the least
iproportion of those self and family employed.

_4 There are ‘also noticeable variations among groups with
respect to other attributes. Population density varies from
;éh;?gerégefOf 114.63 persons per square kilometer in group D
tb!181.59’in group A. Literacy rate has a narrower spread.

§It isifrdm 79‘94 percent in group D to 86.16 percent in group C.
1As a whoie the observed variations among groups are significant
(tabie 12) |

. 2.6.5 So0il composition. The groups of provinces are

fbund to be of dissimilar sof1 constitution (table 14). Of an

the sof1 series common to all provinces, only the undifferentiated
ind,clay lToam types predominate the soils in group A. On the

verage, clay soils account for a mere 6.41 percent in the same



Thble 11. - Characteristics of Provincial Groupings Based gg
. Population Variables

L TRENEE GROUP AVERAGE
‘ A B C D
‘1. Percent self employed 35.47 38.60 47.14 43.01
; 2. Percent rural population ~ 82,76 67.91 79.54 81.02
3. Income tax per capita 8.83 13.07 9.08 8.91
4, Literacy rate - . 82.15 84.26 86.16- 79.94
5. Percent family labor - a2 06 19 48 20.60 26.15
6. Percent of labor force in ' ¢ o S B
agriculture 56 84 48. 78 59.68 . 63.84
7. Annual budget surplus per : '
family (pesos) 551 00‘ 599 25 395.54 289.00

- 8. Popu]at1on density (number

of persons per square
kilometer) - 181.59 177.44 139.90 114.63

Table 12, - Matrix of F Statistics for the Hypothesis of no
Difference Between a Pair of Vectors of Group Means
for Population Variables

Group A Group B GrougﬁE

Group B : 20.,08*
Group C 18.47* 11.55%*
Group D ' 6.57* 9.02* - 5.58*

*Significant at 1% level; the critical F value at 8 and 33'
degrees of freedom is less than 3.173 at 1% level.
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‘Table 13. - Distribution of Provin
* - Population Variables

roup

ces Among the Groupings Based.on

ces _Among the Groupings Based on

1.
2.
3.
4.
5.
6.

8.

10.
11.

Aklan
Albay
Cagayan
Capiz
ITocos Sur
Isabela

. La Union

Negros Occidental
Negros Oriental
Pampanga

Tarlac

roup
1. Bataan " 1. Bohol oo 1.
*2. Bulacan 2. Camarines Norte 2.
3. Catanduanes 3. Camarines Sur 3.
4. Cavite 4. Leyte N
5. Cebu 5. Marinduque 5.
- 6. ITocos Norte 6. Masbate ' 6.
7. Laguna 7. Nueva Ecija 7.
8. Lanao 8. Occidental Mindoro 8.
9. Nueva Viscaya 9. Oriental Mindoro. 9.
10. Palawan 10. Pangasinan 10.
11. Surigao 11. Quezon - 11,
12. Zambales ‘ 1§.

Abra
Agusan
Antique
Batangas
Bukidnon
Cotabato
Davao
Iloilo

Misamis Occidental

Misamis Oriental
Samar
Zamboanga Norte

. Zamboanga Sur

09
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group - and less than 5 percent each for the rest

Five of the seven soii series constitute on the average
about 87 percent of the 50115 in the provinces beionging to
group B. In a deciining order of magnitude the soii types are
ciay ioam, undifferentiated, sandy ioam, ciay; and ioam.; The
soii composition of provinces in group C shows the predominance
of clay, which averaged over 43 percent.A CIay Toam and
undifferentiated are the two other major soii types with 22 26 '
and 13.61 percent, respectively. ‘The same three types make
.’up the soii in the provinces in. group D But in the last group
the undifferentiated 5011 series ranks first with 36 71 percent,
! ,foiiowed by ciay loam with 27.84 percent, and by ciay with
14.66 percent.

The test statistics in table 15 show that every pair
of groups has statisticaliy significant diffbrences with respect |
v.to the given soil types. .In aii cases the null hypothesis of
no difference cannot be accepted at the l'percent levei'of‘t
significance. | - |

2.6. 6;Rainfa11 The pattern of rainfali over a period
viof years is more meaningful for planning purposes tharn rainfall
1 fduring a particular year. For a ‘climatic grouping of provinces o
i the monthly means of rainfall observations over time represent
a more stable basis than a singie‘year s data. Besides, it is
quite difficult to Judge‘uhether,rainfaii in one year is typical

or not without reference, to-what it has been‘iikewin the iong
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‘Table 14. - Soil Composition of the Varfous Provincial Groupinas

GROUP  AVERAGE —
i R B . ¢ 0 _—.

1. Sandy loan =~ 3.61 .17.40 - 1.80 2.36
2. Clay 6.41 14.92 43.09 14.66
3. Undifferentiated i14.88 20.84 - 13.61 36.71 .
4. Clay loam 16,01 22.20 - 22.26 27.84
5. Loam - 2.48 12.04  6.85 6.91
6. Sand 0.83 1.16 2.62 1.34:

7. Silt,]pam. 4.35 5.18. 3.63 5.24

Table 15, --Matrix of F Statistics for the Hypothesis of no
o : Difference Between a Pair of Vectors of Group Means
 for the Ditfferent S011 Saries

‘ ~ Group A " Group B  Group G
Group B ~ 25.51%*
Group C ' 42.75* 12.96* :
Group D - 25.78* 11.75% 11.56*

*Significant at 1% level; the critical F value at 7 and 33
degrees of freedom is less than 3.474 at 1% level.



. Table 16. - Distribution of PrOVinces Among ‘the Groupings Based on
o Soil Composition - R
Group A Group B Group C ~Group D: - uEo
1. Antigue 1. Albay 1. Bataan _ -1, Abra
2. Catanduanes 2. Davao 2. Batangas .- 2. Agusan
3. Cotabato 3. Isabela 3. Bohol . - 3. Bulacan
4. Occidental Mindoro 4. Pangasinan 4. Bukidnon - 4. Cagayan’
5. Oriental Mindoro 5. Sorsogon 5. Camarines Norte 5. Capiz
6. Palawan : : 6. Camarines Sur - 6. Ilocos Norte
- 7. Cebu - 7. Tlocos Sur.
8. Iloilo "~ 8. Misamis Qccidental
9. Laguna- 9, Nebros Oriental
10. La Union 10. Nueva Ecija
11. Leyte . 11. Nueva Viscaya
12. Marinduque - 12. Quezon
13. Masbate _ _ 13. Samar _ .
14, Misamis Oriental 14. Zamboanga Norte.
15. Negros Occidental : '
ig. Pampanga

Zambales

£9



frﬁffffExpectedly, yearly fluctuations-around average valies
“are usual occurences. "But they would presumably be random and
inot systematic deviations. Public sector activities in.
fagriculture which rely on ‘rainfali information would be better

served by the systematic geographic rainfall pattern rather

than by that based on a single 9ear'§ observations. For exampie.

it is impractical to formulate and recommend crop calendars
for rice in'various regions based on what rainfall was during
one particular year. Recormendations usually look beyond one
.year and could not be reset year after year. |
* There -is- some consistency in the pattern of differences
among the groups of provinces based on the normal rainfall
over a period of years. Provinces under group A receive Tess
rainfall throughout the year when compared to provinces in
groups B and C. The monthly rainfall in the same provinces
is also lower than for group D except during January and
February (tables 17 and 20). The minimum average rainfall
is observed in group D during these two months.
From January to March, the average.rainfall is highest
in group C (table 17). During the ‘same quarter, group B
averages more rainfall than group D.‘ In the third quarter;
greups B and C record higher average rainfall than does groub D,
but the latter registers the maximum average during the last

quarter (table 20)



Table 17. - Average Monthly Rainfall Pattern of Provincialgs
, ‘ Group1ngs During the First Semester

(millimeters of rain)

-1, January 76.63 '145.56 287.74 39.88

. 2. February - 42.80 69.64 191.40 18.44

3. March 38.56  87.40 137.46_ 39.44

4, April " - 33.52  74.06 84.60° 57.36
5. May -114.85 168.07 160.42 206.17

6. dune = '166.57  350.36 197.78 331.28

Tablé 18. - Matrix of F Statistics for the Hypothesis of no
' Differpnce Between a Pair of Vectors of Group Means
?Br the First Semester Rainfall

T : Group A Group B -~ Group C
Group B 37.86% : |

Group C 24.26* 54.48*

Group D 11.61* -+ 13.32* : - 39.62*

 *5ignificant at 1% level; the critical F value at 6 and 36
dPQVEEa of freedom is less than 3 474 at 1% level.



‘;Judging'from4tables 19 and 22, the conglomeration of -
" provinces by rainfall pattern changas betwean the first and
Second semesters. The semestral change should not be lost‘b;
fhose who.would use the'réinfall regions. In the Céntext of
'-our cropping calvndar example, 1dentical p1ans fbr land B
‘preparation and planting dates, etc. may be drawn fbr a
particu1ar set of provinces during the first semester. But
E fhe same proviﬁces would vary with respect to the cropping -

calendar for the other semester.

2.7 Composite Agroclimatic Regions

The grouping of provinces was made independently fbrii‘
each set of agroclimatic criteria. Combining the separate -
| g;oups based on land resource characteristics, agricultural
Infrastructures, population characteristics, sofl types and the
semastral rainfall patterns would result in a comppsite
grouping. - However, we have seen that fhe aggrupation of the
provinces fnto agricultural regions is highly varied from‘one
classification to another. The immediate implication is that.
few, 1f any, provinces would have identica} composite character-
1spics. The scattered distribution would not be unexpected
because closely related variables were grouped into sets of
agroclimatic criteria. This cot)d have reduced the dependence
between regional groupings, as well as their memberships. Also,

si1x classifications of four groups each would generate a mu1titudef



Table 19. -

Distribution of Province
First Semester

> _flong _the Divrerent Rainfall Groups.

s Amnong the Different Rainfall Grou s; '»f

Group A
1. Agusan 1. Albay 1. Laguna 1. Abra
2. Aklan 2. Bulacan 2. Leyte 2. Bataan
3. Antique 3. Camarines Norte 3. Quezon 3. Batangas
4. Bohol 4. Camarines Sur 4. Samar 4. Marinduque
5. Bukidnen 5. Cavite 5. Sorsogon 5. Nueva Viscaya
6. Cagayan 6. Ilocos Norte 6. Occidental Mindore
7. Capiz 7. Ilocos Sur 7. Oriental Mindoro
8. Catanduanes - 8. Pangasinan 8. Pampanga )
9. Cebu - 9, Romblon .
13. Iloilo .10. Tarlac
1}, Isabela +11. Zambales
12. Lanaco ' "
13. ia Union
14. Masbate
15, Misamis Occidental
16. Misamis Oriental
17. Nebros Occidental

. Negros Oriental
. Nueva Ecija

Palawvan
Surigao

9



Thb]e 20, - Average Monthly Rainfall Pattern of Provincial :
' . Groupings During the Second Semester

CROUP — AVERAGE o
R B ¢ b
(millimeters of rain)

1. July o 176.18 389.90 408.63 287.44
2. August - 152.46 428.92 410.61 294.59
3. September o 141.45 388.40 274.30 266.82
a. QOctober S 171.01 242.07 222.27 245.28
5. November 139.17 225.67 258.66 303.01
6. December | 81.08 189.97 173.21 235.80

Table 21, - Matrix of F Statistics for the Hypothesis of no
= Difference Between a Pair of Vectors of Group Means
for the Second Semester Rainfall

Group A Group B Group C
Group B 18.82*
Group C 20.40* 23.31* :
Group D 12.70* 9.25* 5.49*

*Significant at 1% level; the critica) F value at 6 and 36
degrees of freedom is less than 3.474 at 1% level.



Group A

Table 22.

- Distribution of Provincns Among the Different Rainfa!1 Groups,

Second Semester

Group D

Group B Group U

1. Agusan Abra 1. Batangas 1. Albay

2. Aklan Camarines Norte . 2. Bulacan - 2. Bataan .
3. Antique .-’ Camarines Sur 3. Cagayan 3. Catanduanes
4. Bohol Cavite La Union 4, Isabela

5. Bukidnon . INocos Norte Marinduque 5. Laguna

6. Capiz ITocos Sur - Samar - 6. Leyte

7. Cebu Kueva Ecija Zambales 7. Masbate

8. Iloilo Pangasinan 8. Nueva Viscaya’
9. Lanao o . Quezon 9. Palawan
1C. Misamis Occidental Tarlac 10. Pampanga
11. Misamis Oriental . 11. Sorsogon
12. Negros Occidental ‘

13. Negres Oriental

17.

Occidental Mindoro
Oriental Mindoro
Romblon

Surigao

6



5F6?¥p0551b1e composite groups (4696}, There is havdly a sufficient.

”‘nbmber of provinces to start with to be able to put one province K
- in each composite group. Thevefore, to construct compesite \

" group would almost be tantamount to considering éach'province' 

gfﬁs’diétincf from the rest. |

%ﬁ.°“':”‘0ne benefit from cominin; related varfables to classify
“observations through discriminan: >nalysis would be the ability
to sidestep the'probIeﬁ of melticollinearity among the variables.
“In the framework of equation {i.1} in Chapter I, entering
‘collinear variables separately would not, in general, help

'fbring out intelligible results. Collinear variables should be

éggregated in such a fashion as to dictinguish observations

as much as possible. In the same way, some degree of independence

among the provincial memberships iu the various agricultural

regions is methodologically desirable to allow a measurement

of the separate effects of the agroclimatic factors. Nevertheless,

such independence does not preciude the synthesis of the

aggregate impact or the pooled =ffacts from the component effects.

Compared with the aggregate impact, the component.effects would

seem more valuable to development planning. For example, the

composite or overall difference in rice production could appear

fnsignificant even if the u:teriying variations due to each

agroclimatic factors might be interesting and substantial.

In other words, without examining the components, one would

have no guarantee that the coeposite fs not deceiving. It 4s



5;these components that are the real object of development
‘.planning. In practice, agricuTtural programs are conceivec

1Lto deal separately with different agroc1imatic dimensions.‘

oo In the next chapter, the agricultural regions shall be .
utilized to create dummy variables for the. provinces in order
V(to represent the externa] variables in the production re]ationshi|
in equation (1.1). The regression analysis in the next chapter
~shall make use of the -regional delineations based on agricultural
« infrastructures, population characteristics, sof1 composition
_and rainfall patterns. For farm level analysis, theAland _

~ resource characteristics are'updated by using farm,specific |

- land quality and irrigation situations.



. CHAPTER LI1.

N STRUCTURE UF RICE PRUDUCTIUN

This‘chapter atteﬁbts fo measure the regibhél'impact of
fagrdé}imatic factors on rice prpductionf The scheme of homoge-
'néOU§ égr1cu1tura1 regfons developed earlier is employed to
:construct measures for environmental factors. Regression models
are applied both at the provincial and farm levels. Because of
the unavailability of input information for each province, the
‘provincial regression analysis is I{mited only to the gross
association between rice productivity and agrociimatic factors.
Interregional ricé productivity is analyzed by comparing proiin-
“cfal rice yields among agroclimatic regions. At the farm level,
the production relationship integrates the information on rice
lproduction and inputs from a nationwide survey of farms with the
regional distribution of provinces. The snalysis of farms sug-
gests signiticant regional differences. The regression results
are presented, discussed, énd translated into regional produc-

tion ratios.

-3.1 Distribution of Provinces

tlith respect to the final distribution of provinces, .

. there was no clear correspondance between the productivity

groups ard those of other agroclimatic variables. The pro-
vinces with similar rice ylelds over the years are not pre=-

cisely the same units which rasge up the homogeneous regions
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‘oaseqa on owner cri teria. nis snouia llUl- ve l.UllbblUE(l ‘Lo imply _
‘an absence of a reiationship between rice productivity, on the o
one hand, and regional attributes on the other g On the contrary.
a perfect correspondence in the provinciai distribution from '«f

one criteria to another wouid have looked fortuitous.‘_ff3

ANy T

o The correlation betwnn regionai characteristics and |
Tpeographic rice yields is not obvious from a visual inspection

of the group profiies. Not on]y is there too much information

to absorb, but the absence of any definite productivity ranking
'that remains consistent over the years makes it difficuit to

‘see the relationship between productIVity and regiona] charact-
teristics. The changing distribution of provinces would imply
avcomplex enough relationship between rice yields and the

regional characteristics as to be unrecognizable from an

ocular inspection of several tables. It shouid also be remembered
that while the productivity variabie has a time dimension, the
others have not. In most cases, the single year, for which the

~ varfables were measured, varies. It is plausible to assert that

the group membership for any delineation not based on pemnanent

attributes can change over time.

. 'A perfect correspondence in the provinciai distribution
from one grouping to another would have also caused a methodolog{cal

- difficulty in measuring the separate affects of each set of
agroclimatic factors.
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'3 2 MappingﬁRegional Variations in Rice Yield -

: To expiain and sort out regionai effects in a very generai
manner, the rice yieids of individual provinces may be regressed
‘on the agrociimatic characteristics The resuits of discriminant
analysis couid be empioyed to create dummy variabies for the agro-
.ciimatic regions Eariier six sets of variables, other than rice
productivity, were defined to construct agricuitural regions For
each set of variabies four groups were delineated. In the model
on the next page, i is a dummy variabie where the subscript j
corresponds to the membership of a province in ith group for the
jth set of aqociimatic factors The subscript j is 1 for land
rresource, 2 for agricuiturai 1nfrastructure, 3 for popuiation
characteristics 4 for soil composition, 5 for first semester rain-
;-fail and 6 for second semester rainfall, 2 The provinciai rice
'yieid data are for a period of 5 years In (3 1) on the next
"page represents the year and t=1 for 1971. Then, the model takes

hfmr fnrm-
Y= b3 o1 .
- Bl D+ I P o o
Kt~ 42 ey 1 CHIK T gmy Ty Dy * ey (3.1)

th is rice yield of kth province in time t
Dijk =1 {f kth province belongs to ith group of a glven
{th set

= 0, otherwi

2See Table 23 where the dunmy variables are made explicit.
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+Dy; is:a’ binary: variable. for. year effects =

anepending on the nature of the error term ekts an: appropriate
;estimation procedure can be devised to obtain efficient and
!unbiased estimators of 8 13 and Pt. 1 shall assume the error

‘term to possess such characteristics as to make ordinary least-
square estimators unbiased and efficient That suggests that
'the error term shouid have a finite and constant variance for -
1a11 t' s

7 :( Note that (3 1) provides no interaction effects among the
(six sets of variabies. The model s completely additive. The
‘difference in rice yields between any two groups in set J remains
“constant over all i's of other sets. The model assumes that
‘there is significant interactive influence on rice yields from
'the sets of variabies. Adding interaction terms would have
greatiy reduced the degrees of freedom from a 1imited number

of observations. This was the overriding consideration in

3Presumabiy, the provincial rice yieid Yt 1s an
average figure. Consequently, the term ejq i (5 1) above
{nvolves a summation of the error terms o individuai foam.

If the component errors are assumed to be homoskedastic,

the error term ey4 would, in general, be heteroskedastic.
Thus, ekt should also be assumed to have a finite and constant
Ykt shouid be assumed to have a common denomination for all k;
that is, the average yield data should have been based on an
equal number of sample farms {rom every province.
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formulating an additive model &

L

' The purpose of the analysis 1s to compare interregional
'Tproductivity and ‘to analyze the 1mpact of agroc11mat1c factors on
”5provincia1 rice yie1ds This wou]d imply the need to test the
f'significance of group differences for each agroclimatic factors.

" The ‘nu11 hypotheses are:

Bi2 - Bi-2 = ¢

DI TR T R (3.2)
forsall’d 4 1°, |
It s not difficult to see that (3.1) can not be estimated.

Since there is perfect collinearity.

1§1 Did = ] for all § and f D, = 1,

t=1 ,
We modify (3.1) by eliminating D4j for all J's as well as DS and

incorporate an intercept term as follows:

3 6 p
R O TR L R LA TR X

which i1s equivalent to:
Vi 5o §ro0
WL I B.. D + r + e
'kt fhy gt THIS Tk Tt e T Ske
It follows from (3.2) and (3.3) that a test of significance of

815 1f actuslly equivalent to a test of significance of a difference

4An alternative formu]aiion cov’”’ be 2 linear model in
which the left-hand variable in (3.1) would be the logarithm of
f* In the original scale of output, the model would be multi-
P

cative,
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coAn. rice yields between group 4, and groupf Other forms of (3 1)
iamay be specifieq and estimated but (3 3) had the convenience of a
}.direct test. of the hypothesis in (3 2) where ‘the reference is grou|
}Ao (12 4), and the base year is AEZRCER N
| | i The test procedure for significance of individuai
»lcoefficients is a t-test 5 - The test of significance of a subset
i;of coefficients couid utilize the F-statistic Equetion (3.3?) ;

f{is estimated as.

: SRR 1 v g b .
Yo=&+ I L B Dot L PoD 43
i & 1§ Pty %tk

SThe test statistic could be compited as

. 1§15 - constant), 1-1,2,3 and §-1,2,3,4

S.E. (B..)

For the null hypothesi

the tect statistic wouid simply be.the. ratio of 8,, to its
- standard error.



A set of simultaneous hypotheses, e.g.

Mot By % Bag e s By 0

el

‘&§cou1d be, imposed on (3 3 ) (Tt would result in a constrained

. regression such as:

3. ,_
o o 1% 1 “u 04 Yo 0 R

¥T9g455§§atjstigs;to testﬁHo coqld pe calculated a:

v | 5 . 5 - '
[j ) Vl?t ) el?t] (r), number of

k=1 t=1 k=1 . t=1 restriction
L OF e (e - ]
e - +| -1)
k=] ts1 Kt

At the ‘provinc1a1 level, what could be estimated is
";'on'lyue an incompletely specified version of equation (1 1). For |
"lack of 1nput information, the X variables could not be included.

~ The estimating equation in the form of (3.3'), in the strict

f?‘:"sensé, s not a production function. It should be regarded
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}only as a scheme for comparing the provincial rice yields i.ff
;among the agroc]imatic regions.6 The function would ref]ec;‘kﬂ
fon]y the gross assoriat1on between nrovincial rice vie]ds and“
jthe agroclimatic characteristics.
;i. - Table 23 summarizes the regression results. In this.
;tab]e are the coeff1c1ents and related statistics of the moreu
fgeneral relationship ‘which postu]ates fhat all agroclimatic
variables relate significantly. to rice yie1ds. Hence, the
first regression at the provincial Jevel includes all group
'?‘and time dumnies.

The regression constant would be the average of the rice
yields in 1970 for the provinces which he]ong to group'D ofl
evenyTcfassification.f'The othen'coeff{cienis’measure the
deviat1on in rice productivity between a given group and
group D. At the same time, the coefficients would also be the
estimated of how much of the overall yield gaps could be
accounted for by the set of agroclimatic variables. Let usvpick'
a province, for example, one which is classified in group A wjth |
respect to all the agroclimatic variables._ From~tab1e 23,

it cou]d be shown that the example would have a yield

5Had the model included all possible interaction terms,
‘the analysis would have been equivalent to an analysis of
variance to test the differences in the means of composite agro-
climatic groups (J. Kmenta, 1971).
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5&3516 23, Coefficients and related statistics of 8 reqression
of provincial rice ylelds on agroclimatic variables.

Regression
Coefficients "t" Values

Land Resource

D4y - group A -7.91 : -1.927

021 - group B =10.67** -3.191

031 - group C ~12.59%* «3.757
Agricultural Infrastructures

D12 - group A -0.84 -0,318

D,, - group B B -1.54 ‘ -0.357

032 - gr‘OUp C "0176 ’00312
Population Characteristics '

D 3 = group A -13,28%* -4,686

021 - group B ~7.82%% -2.679

03:3 - group C 19.10** -4,397
Sof1 Composition

D)4 - group A -1.88 -0.561

024 - group B 5036 ‘.674

D34 - group C 9,354 4.002
Rainfall, First Semester v . : '

D1 - group A . 7.40 1.673

DZS - group B 6.2) ‘ 1.831

D35 - group c 4.82 1409
Rainfall, Second Semester -

D6 - group A «2.41 -0.659

026 - gr‘OUP B 0068 00197

D3g - yroup c T 13,240 3.148
Year Dumnies , . '

Dl - ‘971 '0052 -00232

Dz - ]972 9-88. 3.830

03 - 1973 8,294 3.215

04 - 1974 17.76** 5.885
Constant Term 65,23+ 14.804
Residual Suw of Squares 20483.1505
Coefficient of Determination 0.4552
Adjusted Coefficient of Cetcrmination 0.3889

F Statistics for Siquificance of Regression (22, 181) 5.8743**

TR gniticant at 1, Yavel; the critical “t" value for a two
tatled test at 1% level of significance is 2,576 and the critical
F value at 22 and 181 degrees of freedom 1s less than 2.336 at
1% leval of significance.
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ziower than the base province. The estimate totai difference
‘would -26 32 cavans ‘per hectare. Of this, -7. 91 could be \,
:attributed to hand resource; ~13. 28 to population characterisitcs,
;7 40 to first semester rainfall etc. A simiiar accounting of
the yieid differentials could be made for any of the possible :
;combinations of groups by examining the appropriate coefficients..
A Land resource and population characteristics could
:explain the greater part of the yield differences (table 23).
46f course, the coefficients would reflect the effect of the
excluded variabies to the extent that they are correlated with
the inciuded ones. Looking back at. tabie 5, the provincial
yield differences could be Tinked positively with the per-
centages of rice area and irrigated hectarage but negatively
AWith cropping intensity. The readers should be reminded that
the 1and resource data related to the year 1960. To explain
‘the relationship, it is essential to update our information on
“land resource. From a knowledge of government rice programs,
j’ohe can argue that group D provinces would still have the

. -highest percent rice area and effective rice area irrigated in
1972. But cropping intensity would have changed significently
with the development of short-maturing, photoperiod insensitive
rice. Public sector programs from rice have been relatively

" concentrated in group D provinces. The rice cropping intensity
, would have increased more rapidiy in group D provinces relative

to the rest. Therefore, it would only be normal to expect that
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Lrice yield 1s highest in a group w1th a major percent to the
crop area p]anted to rice and with the highest percentage
Zof the rice area 1rrigated
: | The percentage of unpaid family 1abor would appear to
'be directly re1ated to rice productivity if group B in table 1
1s dlsregarded WOrking for oneself has apparently provided
more motivation As regards group B, remenber that it is
more urbanized and externalities could have helped rice yields.
ln urban areas, farms are nearer to the sources of supporting
inputs. Further, there are more competing uses for land and
fne opportunity cost could be such that marginal lands need
;fotbe diverted out of rice farming. The same could be true for
‘labor. Only those productive in rice farming might plant rice.
'Furthermore, with more case incomes and a budget surplus there
oould have been a greater ability to provide for the’purchase'
inputs.

The year effects on rice productivity are also evident
(table 23). The inter-year variability could be.interpreted
as a reflect%on of factors which may have changed over time.
It could have been a manifestation of year to year weather
’rarfations, implementation of government agricultural programs,
kand/or temporal changes in the agroclimatic variables themselves.
For instance, the year effect of 18.11 cavans in 1974 may for

the most part be credited to the Masagana 99 program which
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was in fui] operation during the perioc ’

%error ekoeeds the magnitodedoththedeorresponding coefficient.l’
%gtejsimuitaneousiy insignificant was tested Table 24 reports

the resuits of the regression with the restrictions imposed on

;the model The seven coefficients tested were not statisticaiiy
\different from zero. 8 The test would suggest that agricuiturai
vinfrastructures couid not be significantly associated with rice
yieid dafferences among groups The insignificance could have

easiiy arisen out of exciusion bias. However, assuming that the
”‘test is vaiid and the coefficients are ihdeed insignificant, the
'resuits would not be conclusive that agriculturevinfrastructures

efe unimportént determinants of geographic productivity.

7The Masagana 99 is a program for increasing rice
production. The program encourages the use of purchased inputs
through credit and fertilizer subsidies. The government extends
- non-collateral production loans to participants in the program.

8The F-statistics foi' the set of null hypotheses is:
20581.4466 ~ 20483.1505)/7 '
o s R0 AL = 0.7513

f?oh & 1 percent ievei'of significance, the critical F-value at
7 and 181 degrees of freedom is about 2.79. Since the computed
F 1s much less than 2.79, there would be no reason to reject the

hunathaene

L The set of hypotheses that ail terms, where the standard; ¢
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{Tabie 24, Regression coefficients and other statistics for the
constrained reqression of provincial rice yields on
_agroclimatic characteristics.

mrw = TR ~ I SECSED AN
R Regression
o Coefficients “t" Values
-Land Resource : : : _
Dll" group A -7.88* «2.011
021 - group B -9,09** -3.899
031 - group C =11.17%% -4.381
.Popu1at10n Characteristics ‘
Vo 013 - group A ~12.81#** -5.211
023 - group B 7.3 -3.026
D33 - gY‘OL’p C -]7076** -4-860
Soil Composition : '
D24 - group B 5.801 2.059
Rainfall, First Semester
015 - group A 4.90* 2.025
02 - group B 6.23*% 2.302
035 - group C 4,55 1.583
‘Rainfall, Second Semester |
D36 - group C L 12,6711 . 3.943
Year Dummies ,
02 - 1972 o 10.22%* 4,936
03 - 1973 - B8.64%* 4.169
D4 - 1974 : 18.11%» 8.740
Constant Term 62.66%* 23.508
Residual Sum of Squares 20581.4466
Coefficient of Determination 0.4526
Adjusted Coefficient of Determination 0.4089

F Statistics for Significance of Pegression (15, 188) 10.3623**

*Significant at 55 level; the critical "t" value for a two
tailed test at 5% level of significance is 1.96).

**xSignificant at 1% level; ‘the critical "t" value for a two
tailed test at 17 level of significance is 2.576 and the critical
F value at 15 and 183 degrees of freedom is less than 2.336 at 1%
level of significance.




The agricuitura] infrastructure ‘could, infiuence market
| efficiency. It wouid directiy affect farm input usage because
?of 1ts impact on‘the prices of inputs, as weil as output Ther
fthe testlresu]tsﬂmight be consistent with point B and B' in

| figure l. It 1s not uncommon for’ rice farmers to grow the

" new varietieS‘under traditional cuiturai practices and lower

input use. In such instances, iand productivity may not have

%improved but there is certain]y a greater gain in the efficienc

"~ of using the-variabie inputs. In other words, the results may
not be inconSistent with the existence of constraints ‘to the
economic and phySicai availability of inputs. From a methodo-
iogical po nt of view, the results wouid provide some evidence
of the limitations of merely comparing regional productivity
based on partial measures. The}model,appears inadequate and

could lead to misleading inferences.

3.3 Rice;PrBduction Functions

Partiai productivity measures 1ike 1and and labor
productivity assume away the contribution of other inputs and
;§¥Ac£aés. They are quite inadequate for analyzing the effects

of exogenous variables closely associated with. productive
iefficiency Because of data constraints improving the

s figwa 1 Chpter 1.
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‘SﬁégifiCatiQn‘fequifé§ﬁfe§timatfng?farﬁ%févefiriCefﬁréductiun
functfons::

w%gitwkyThé%iﬁfégratéd;AgricﬁltdraI%SurVey?(IAS) provides a
wealth df information on rice production. The IAS is based
ion%sévéralfrounds of interview conducted by the Bureau of
iAgricu]tural Economics {BAEcon), Department of Agriculture

of the Philippine Government. The IAS forms the basis for
-official crop and 1ivestock statisiics published annually on an
* aggregated or regional leve].10 Usually the survey concentrates
only on production and hectarage information. Occasionally,
BAEcon undertakes more complete surveys that include farm
inputs as the agency did in January 1972,

The basic rice productionand input data were obtafined
from January, 1972 IAS. The survey covered the second semester
crop of rice. The respondents reported rice harvests primarily
for October and November. There were also some harvest reports
for September and December. The information fncludes education
and experience of farm operators, land, labor, fertilizer, plant
protection chemical, variety planted, and farm production.

The respondent farms are classified as irrigated,

‘faiﬁfbd, or upland. This analysis includes only the first group

10The Philippines is presently divided into eleven BAEcon
reglons. These regions are formed on the basis of geographic and
administrative boundaries. The BAEcon regions are different from
any of our delineations.
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offarms. 11 Consequently ,the:land iinput measuresionly the .
Béétéé§§e of‘fhel%fnigéfed”férh'qf'parce1: 'ItpfS?fuhthérk" .
bhér&Cterizedlby methods;of.irgigation.wﬂTheréﬁare qur
categories: gravity, surface Water.fshallow-wéll and;deép-well.
Ferti]izer application‘is originally measured in terms<of bags
of fertilizer but is transformed to elemental eyuivalents of
nitrogen and phospohrus.i No distinction with respect ‘to the
method and timing of fertilizer differentiated as to source or
kinds,

;‘ﬁ'ﬁ:g Plant protection chemicals could not be measured in a

,continuous fashion. It is simply a reference to either use or
non-use of any plant protection chemicals. To construct a

. .continuous measure for chemical use, requires a knowledge of the

,¢ﬁnature,‘Ieve1'and concentration of the active ingredients and

,;otherlinformation which may be too technical for survey
vespondents to recall.

The varietal information includes the dwarf, stiffstrawed,

early maturing varieties. Examples in this categbny are the IR

111 eliminated the rainfed and upland farms from the
analysis due to insufficiency of input information. Either the
farms are not reporting usage of inputs other than land and labor
or the data are altogether missing. Also, the sample farms from
the provinces which could not be grouped under every set of agro-
climatic region were excluded from the analysis. The exceptions
were observations from Cotabato and Davao.



series of rice strains developed at the Internationa] Rice

Research Insfitute and the C-4 variety released by the University.
»ﬁ{ : '

of t e”Philtppines athos Banos Ta11er varieties are classified

et
Lt

-as traditiona]

R Labor input is measured not by actual mandays worked
‘1n the farm but by the number of household memhers associated
éwith fam operetions; Therefore, strictly speaking, the Tabor
Va%ieble reters to the stock of labor available and not necessarily
to the aetuei labor input. In general, there would be an upward
bt;s¥8nfthei1abor input. Most likely, the bias would be
1nverse1y related with the size of farm, off-farm employment and

level of production but directly associated with family size.

3.4 Model Specification

Several variants of the production relationship in (1.1)
are used in regression. All the production functions are linear
-in logarithms.12 The first regression estimated at the farm

leve] includes only traditional inputs and technological variable.

P

lsz narrow down the scope of the present study, I
‘made no attempt to wrestle with the problem of alternative
functional forms. Instead, I relied on other previous studies
and assume that a linear loqar1thm1c model would likewise be
adequate for my purposes (Y. Hayami and V.W. Ruttam 1971; L.J.
Lau and P.A. Yotopoulos, 1971; and S.S. Sidhy, 1972).
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CanYs JoB Kt tar Vbay Kok UF . (3.4)
v L kg togtap Ve Xk Ut @A)

. Where: |

O 75 T SR

5(X11is.edu¢ation of farm operator in terms of number of -

~ 'years in school; 13 | ,

B eris relative farmingexperienéeib? 6pefatob) |
| L;¥3“i§;the“bectarage of irrigated parcel;
iyg;gasig,thgﬂﬁumber‘pf household members working in the farm;
:65¥5 i$fthe total amount of elemental N in kiibgrams which
I: | applied to the irrigated parcel; | ‘;i
”““XG fs the total amount of phosphorus in ki1ograms which is
. applied to the irrigated parcel h
1‘x} is a binary variable for chemical application and 1s
unify for users or zero for non-users;
V is a binary variable for rice varfety and is assigned a

- " value of unit for modern variety and zero, otherwise;

‘3Education could be alternatively specified as an inter-
cept shiftor; that is, to estimate separate production functions
by educational levels. One reason to do this is the exogeneity
of education to any given farm. Also, the change in production
fn response to a unit change in education, other things being
constant, may not be equal throughout the range of educational
attainment. The present specificaticn is perhaps appropriate
because of our interest in development policy implications. For’
development purposes, education could be considered a reproducible
factor and it therefore a possible policy variable. The -formulation
would show directly the payoff to be expected, for instance, from
educational campaigns or programs. With respect to the assumption
of constant production response to a unit change in schooling, it
may not be a very strong assumption to make Lecause the model
measure such response in relative terms. Also, the range of
educational attainment of the respondent farms is not very wide.
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“Y+ 18-'k11oarans ‘of: rice: produced::from -the irrigated land;
and’
:U*:.{s ‘assumed' as ‘a: random error which has a zero mean anc
~a finite and constant variance.
iThis production function excluded any influence of environmental
:factors on agricultural production.  To the extent that one feels
“the ‘agroclimatic variables to be important in rice production,
.then equation (3.4) may be ‘ncompletely specified. The estimates
'?of~8:'5‘and a:'s would be biased by omitting key variables.
s+ . Equation (3.5) below incorporates the effects of variatio
:4n 1and resource and labor characteristics, infrastructure, soil
types and rainfall regimes together with traditional inputs and

technology. The second regression estimated is:
tn Y = 8] an Xyt 85Xy ¢ T 85 My anXgt B BGy Dy tn Ky

+ (Bgg *+ B3y V) an Kg + (B + 85y V) an Xg + ag + af V

3 3
bag Ky taiXo Vb J yiW + I ¥i, D
phptagXp Vi L ovi¥y L v Oy

3 3
+ ,Yc D + Yo L4 ‘
121 14 714 ,121 6+ (3.5)
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where N ‘represents ‘the source of irrigation water. NI stands _
f‘for gravity irrigated farms, wz for surface water irrigation.
“~ku§\for shallow-well and W, for deep- well pumps. The principal

. difference between the first and second regression is the

i inclusion in the latter of dummy variables to represent the

=~ agroclimatic environment. The second regression allows for more

+-"{nfluences through the intercept shiftors and tnesinteraction
:terms for land and irrigation type, labor and population
- characteristics, and fertilizers and rice varieties. It is
interesting to point out that regression (3.4) is essentially
regression.(3.5) or (3.6) with a set of linear restrictions on
“the parameters. In other words, regression (3.4) is a constrained
version of regression (3.5) or (3.6). Thus, regressions (3.4) and
(3.5) on (3.6) can be compared statistically by testing the

significance of the set of linear restrictions14

14The following hypotheses represent the set of linear
restrictions on (3.5):

*
B31 = B32 = B33 = B3y = B3
*
Bl = Bii2 = Bi3 = Biy = By
B§I=B§1=a§=y;’7ﬁ’0f0?‘1'].2.3
and j = 2, 4, 6. As regards (3.6), there would be an additional

restriction that a= 0. Similarly, equation (3.5) can be viewed
as equation (3.6) with the restriction that a, = 0.
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. Dij s are binany variables for agr1cu1tura1 1nfra-

’structure (j = 2), popu1ation characteristics (J = 3), soi1
p;y;esh(j = 4), or rainfall regimes (j = 6) For examp1e D14
equals one for observations from provinces which be]ong to group
A of the soil classification. Otherwise, D]4 equals zero. A1l
other variab?es nave been defined previously..

Ideally, irrigation water ought to be separately measured.
But'although all farms in our analysis are irrigated. water use is
classified only be source. The type of irrigation alone differen-
" tiates water use and degree of water control in the respondent
farms. For want of a continuous measure, I exploit the close
association between land quality and nature of water availability
to define land in a broader context. Indeed, the adequacy of
jrrigation facilities in the farm is a land quality attribute and
the land variable can include water input. Consequently, (3.5)
distinguishes production elasticities and intercepts between
differently irrigated lands. The distinction amounts to separate
regressions by land types where coefficients are correspondingly
identical for other inputs. Thus, the land coefficients are to
be interpreted accordingly. '

In a similar fashion, production elasticity of labor
varies among groups with divergent population characteristics.

The formulation is compatible with regional employment alternatives,
| wege level and general quality of labor. The conditions prevailing

| in the labor market and household labor flexibility determine
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ﬂfamiiy iabor use on the farm
xi v'a : Modern and traditional varieties are distinct bioiogi- .
,ca] technoiogies | The short stiff stature of modern varieties
make them more resistant to iodging and to]erant of higher
‘fertiiizer application COmpared to traditional rice, the modern
varieties possess a potential superiority in fertilizer response.
But indigenous traditionai varieties have, perhaps due to a
’natqrai selection process, better resistance to local pest and
diseases. In addition, the response to chemical input varies
tetween traditional and modern varieties. Equation}(3.5) accounts
for these possible differences with slope dummies for nitrogen
and phosphorus fertilizers, separate intercepts for varieties and
a term for variety and chemical use interaction.

The inclusion of infrastructures, soil types and rainfall
regimes presumable complete the specification of production
relationships. The group intercepts in (3.5) capture whatever
neutral shifts in production surface that arise out of regional
differences with respect to infrastructure, soil types or rainfall.
A neutral effect is assumed because my interest lies mainly in
the neutral impact of these agroclimatic factors. It would be
simpler to concentrate on the technical dimension and, for the
present, to stay away as much as possible from allocative efficiency
question than to consider both aspects simultaneously. Take for
example agricultural infrastructures. With slope dummies, the

implicit presumption is that input elasticities would vary across



94
JInfrastructure groups, . There 18 ngéreasdn*tOgbel1évéithis to
bé‘t;chnically induceagg Allocative efficiency differences may
not-be negligible. But*l chgéeﬂtozignqre*tnjs?1SSue_to reduce
analytical complications. Dealing with production due to
*tecﬁ;ical;and'a11oéati$e dimensions at the same time could
easily lead to confusion. Therefore, the present objective
i{s only .to bring to 1ight the underlying production regimes.
Where on any particular function a farmer or group of farmers
‘operates is an entirely separate problem to which would not be
-addressed in the present analysis._

In 1972 during the months for which our survey data were
gathered, there was widespread tungro virus infestation. Un-
doubtedly, this disease outbreak adversely influenced the rice
‘outpﬁt of some respondent farms. The virus caused heavy rice
crop losses in Central Luzon provinces.. Modern varieties are
particularly susceptible to the attaék. To account for tungro
virus damage, a Tocation and variety variable (P) is added to
(3.5). The revised equation represents the third regression

which was estimated.
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‘f*&n{wv»f-fs«;:sl-;&nsX1;&+ B m‘ X2+1£133iw1’wx3+1£184.‘ D.|3 n X4

b (850 o+ 85, V). en- X+ (Bgp* BGIV) 20 X tio o ay V

B s e
Pax+ax V‘l'q P+Zy + R Z
oy tagdy Vo Pt Loy Dyt
! =1 202t T,
¥ D +U
1% 16 (3.6)

The tungro virus dummy variable, (P), was assigned unity for farms
in Central Luzon provinces which grew modern rice varieties. For

all 6thers, P was zero.

3.5 Adjustments for Estimation

The regional dummies were included in such a way as to make
(3.4) and (3.6) estimable. In order to clarify the coefficients,
let us discuss the adjustments to arrive at (3.6). The basic model

follows

4 Y
inys= By &N Xy * By 20 x2 + 1§1 Bay N, 2n x3 + izl Bay Dy &n X4

+ (850 + 55‘, V) &n X5 + (360 + 861 V) an XG + d: + al Vv + az x7
+ay Xq V+ta, P+ ;: " W, + ; " Do + ; " b

a o Y ¥ y

R L R - LR

I
*glﬁsWe*" (3.6)
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There are fourvmutua11y exlusive groups,:and correspondingly
k5 folr:binary variable} (it= 1,:2,°3,)4 for each D;4 and Wil
in each classification.
This“?mp11és$

; b
Z 0;5 = 1 for every j and a]so Zl Wy =1

and the parameters can not be estimated frdm (3.6') due to

perfect collinearity among the intercept dummies. Define:

Z

i=1
~ Replacing D4j and w4 in the intercept terms results in (3.6") as

follows:

mv=slmx1+§1nﬁ+1geﬁwimx3+X

8
D;» In X
j=1 4i "3 4

. "
+ (850 + 851 V) ]n XS + (BGO + 861 V) ]n X6 + Go "'01 V + QZX7

Qi 3 " ' 1] ]
tan Ko V + a, P+ - vg) Wiyt 7
- B A 121 (g -vg) ¥y *vg 121 12) D42

! 3 " " " # "

;Na+j Yoo Y0a) Dig # Vpp + Z ("ig ="
Yz, ol Cla s Ta) Dgt Tt "46) Dy,

t.1324“+ U e . . | ' (306?)
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* Comparing (3.6) and (3:6') :shows. these ‘equalities:
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The intercept term (ao) in (3.6) contains the regresssion constant
B (d:) of (3.6') plus the shift effects for group D's of the agro-
climatic regions. The coefficients of wl's and Dij's are intercept
shiftors which reflent any neutral differences in production
efficiency. In genera],vkj in (5.6) is a measure of the relative
efficiency of group i cempared to group D that would be attritutable
~ to their differences with respect to jth set of agroclimatic

characteristics. In a two dimensional input space as in figure 4

et there be unit isoguants AA, DD and A'A' for a constant output

level."5 Further, let DD be the reference isoquant, one that

.o~ corresponds to our base group D. ‘A positive Yij means a dpwnward

1he relative magnitudes of downward and upward shifts 1in
the unit isoquants, as depicted in figure 4, correspond to a constant

return to scale. For a decreasing return to scale, the shift from
NN ¢a AD uinnlA ha Tacer +han ¢he shdfé Luwam NN &4 AIAL
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Figure 4. Shifts in technical efficiency



QR

shift in the unit 1soquant If Yij < 0, tne unit 1soquant changes

in the revers;fd1rect1on.; »or example, 716 >O imp11es greater
technical eff1oiency for ra1nfa11 group A reTative to group D
Group A employs 1ess resources for the same IeveI of output as 1n.
RA compared to DD Conversely:{group A produces more from a given 3
amount of 1nputs. The reverse wou]d be trLe if Y16 < 0. If Y16 ©
there would be no d1fference between rainfal] groups A and D with
regard to techn1ca1 efficiency.;
The parameteru. d1rect1y relates to the output ratio of
: group i to,group D If Y denotes output, then:
E’n"‘-‘v'i 570 Vay = agg

b

under: the assumpt1on ‘that groups -i--and-D- differ in j alone, A

‘ &

similar relatxonsh1p holds between any pair of groups i and k for |

each j. That is:
| 2n Yij - gn“\"YkJ g_aﬁ " akj
Y;ij{YI:j“=_‘eXP(aij - akj) = (38)
-1 k. = 1 2,

_'Equations (3 7) and (3 8) provide us w1th a device to qualify 1n

relative terms the neutra1 influence of3:groc11matic variables

on rice$production To genera1ize, sum the differences for each
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an%y(‘)?fiﬁi}y(z)ﬁgwﬁgﬁq(dsjagggéj)
y(l)/y(Z) = exp[§ (a”_ °kj)] (3.9)

L g S
PR

“iThe’iatidiY*(1by(2) reflects total output variations which result
“"“from a11 possible differences in the agroclimatic intercept shiftors.
;;“Cléarly; the ratio in (3.9) indicates the combined influences of
“"“the-composite agroclimatic characteristics.

. The other intercept shiftors in (3.6) are variety, chemicals

" and tungro virus. Translated as in (3.7), exp (a4) js the

efficiency ratio of tungro virus damaged rice output to virus-free
harvest. It could be taken as an output discount parameter from
'gggggg virus susceptibility of modern varieties. Rice variety and
p]énf’protection chemical intercept shiftors are interactive. The
productivity difference between rice technologies interrelates with
chemical use. The output ratio of modern to traditional varieties,
with no chémicals, is exp (°1). For chemical users, the output
ratio is‘exb (%4 + °3)Q The output benefit from chemicals is

exp (%) for traditional varieties and exp (%, + °;) for modern

“variaties.

e . 16The indices i and k are not necessarily invariant over all
" §'s. -1t is conceivable to have i=1, k=2 when j=2, then k=2, k=3
when j=4 and so forth. Group membership is independent from one set
'of agroclimatic variables to another. The values of indices i and k
soley depend upon the memberships of the observations in the
“particular classification being considered.
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3;7“ProdUCtion Elasticities

Regional production gaps may have components due to
:Hfferentia] responses to inputs. The B parameters or indices
of output sensitivity to inputs reflect the other dimension of
production differences. Of specific interest to us are the

s partial elasticities for land, labor and fertilizer. In (3.6),
v331 and B4 define land and labor productivity, respectively,
~_.of the ith class. Alone by itself 831 or q41 says nothing about

relative output difference. For any pair of groups i and j, the
relative output difference is directly related to (B3i - B3j) or
( hq - 8 ). Expressed as a ratio in original output scales,

. .rice production,differs between groups i and j by:

n Yaq - an Vg = (B34 - 834) n «J

| Bay - B
v P31 = Baj
YSi/Y3j = X3 (3.10)

+ due to land quality and. .
: %2%Y4‘;f@f3mfﬂinfm‘84i E B4J)e”"mx4

A PR e I
41 4j 4 (3.11)
" due to labor quality, all other things being: equal As regards
K fert1lizer, Bg1 and Bey ref]ect the extent of varietal distinction
} in crop response to nitrogen and phosphorus ferti]izers, respectiveuy.
The additional production elast1city of modern varieties ttans1ates |

into an output advantage of s
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BTAL it R R (3.12)
Remember that (3 12) indicates only the input response difference
between traditional and modern varieties A case where 85] = Bg *
would not necessariiy impIy that modern varieties possess no advanta
over traditionai rice. If the corresponding parameters for modern

t

varieties are not trivial By = Bgy = 0 would suggest a purely

neutra] difference in rice production.]7

3:8 "Normative Sign of the Parameters

Apart from the usual statistical test criteria,.the sign
-oflthefparameters conditions the acceptance or rejection of
empirical results. Indeed, seeking a conformity of empirical
‘results with expectations is often an integral part of the
~-specification process. Logic helps build a model and specify its
prior characteristics. In this way, nonsensical results may be
-ruled: out.
~ The " parameters in 3.6/should at least be nonnegative,
vEduoation’(xl)and experience (x,) .of the farm-operator contribute
" to production in a positive manner. 'Experience is a form of
-informal education. And education is associated with the ability
‘to think and be creative. With more education, there is a greater

“propensity to develop thorough familiarity with rice production

]7In this paper, techno]ogy 1s a narrow sense ‘and refers :
;only to varietal improvement. See footnote in Chapter I.
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§b}¢¢esse;.'-rhé better‘edueated.farmers'are'iikelylfo benefit ﬁbre -
'ifbom experiment station bulletins and other extension aids. In -
similar manner labor should exhibit a positive coefficient of
elasticity (B4i) which should be directly proportional to labor
qua]ity

o The coefficients of land (x3) should be positive. Inherent
;ln the land variabie is the source of irrigation ~ Better water
»control implies higher land quality. Consequently rice production
{s expectedly greater. water control refers te the aeility to
regulate water flow; that is the capacity to irrigate or drain the
fielq as the need arises. In equation (3.5),‘the 63;is and inter-
cept shiftors Yi's measure the elasticity and teeheical efficiency
of irrigation and land quality. The B3i‘s must be nonnegative and
should range to reflect positive benefits from good irrigation. |
In other words, B3i ought to be greater than 83j when group 1 has
better irrigation than group j. By construction Y4 is a relative
measure which may be negative, zero, or positive. Just the same,
‘Yivought to vary in direct proportion to land quality.

In terms of water availability, a deep-well pump serves at
-least as well as a gravity irrigation system. A pump can always
be turned on whenever water is needed. The same degree of control
“may or may not exist.in a gravity system. Irrigation turns are
determined by a number.of farms and their service schedule. In
addition, the effective volume of water that reaches the field
varies according to distance of the farm and the condition of
.system laterals. The dissimilarity between deep-well pumps and

gravity irrigation with respect to water availabiiity would be more
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prOnounced during periods of critical water need as in the dry
. season. ﬂowever. there is more 11kelihood .hat a gravity system
. possesses superior drainage capability. Its principal 1atérals
- and main distributaries are potential drainage devices too.
Installed in such a network of canals are end-checks and diversion
-« Structures which can be actuated to release surplus water. In
-addition, the same gradual slope that helps distribute water can
facilitate drainage.. On top of these, there is always a lake or
downstream outlet to run off excess water from the system.
Sufface water and shallow well irrigation are variants of
* the previous systems. A shallow-well pump closely resembles a
deep-well pump except that the former has a more limited capacity
to draw water. This is especially true in the dry season when
the water table recedes. In areas where water table is shallow,
a ‘greater concentration of shallow-well pumps relative to deep-vell
pumps can be expected. Thus, farms served by shallow-well pumps
are bound to be more easily waterlogged and less drainable during
the rainy season. In other words, the deep-well system is definitely
superior to a shallow-well pump considering i}rigatidn and drainage
capabilities.
‘The influence of soil on agricultural output interrelates
with irrigation and drainage characteristics of the farms. In
the absence of assured irrigation, soil texture may be a critical
drought factor. Finer sofl texture promotes better water holding

capacity. Plants in heavy clay soils would be subject to less
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siirrigation, soil texture becomes inconsequential to water
' availability. As water stress and soil texture interaction
diminishes, the drainage and other properties of the various
~s011 types assume greater significance. Lighter soils drain
better than heavy soiis; Further, there is better puddling
.- during land preparation as the soil gets lighter.’ In short,
" Yig depends on soil texture and water supply conditions. Yig
-'should be positive for irrigated farms with lighter soils.
~.Otherwise, when water stress is critical, the higher water
reteqtion of heavy.soils would be more favorable for rice
production. In this situation Yi4 should be negative for lighter

soils. !
Rainfall relates to water stress and amount of solar

radiétiqn received by plants. Solar radiation is important for
photosynthesis but also builds up water stress. Presumably, there
1s inverse correlation between the amounts of rainfall and sunshine.
In fact, a practical alternative to gauge solar radiation is cloudi-
ness. Since wet days are, as a rule, cloudy, there would be less
solar radiation with more rainfall. When rainfall prevents or
relieves water stress, the effect on rice production would be
positive. At the same time, more rainfall would mean less sunshine
. and would reduce the availability of energy for photosynthesis.
For rice, solar radiation promotes maximum grain filling during the
‘ripeningAstage about 45 days before harvesting. Whether Yi6 is
.;positive or negative would be determined by opposite,water stress

and solar radiation effects. Eauallv offsettina effects would
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~conceal the’ 1nf1uence of rainfa]l pattern differences and i6
‘could appear to be neg]1gib1e.” If water 15 forthcoming from

za]ternative sources other than rainfall, then Yig should vary
dlrectly with solar radiation or inversely with the amount of
rainfall.

Insectic1des and other plant protect1on checmicals can be
benef1c1a1 Applied in a preventive fashion, chemicals would ward
off;crbp losses from pests and diseases as well as weeds. Assuming
correct timing, method and rate of application, e, and aq should be
' positive. At least, they should be nonnegative. But they can be
negative when the purpose of chemical usage is curative and not
prophquctic. llhen a crop damage has been done, chemical
application thus becomes a dummy variable for infestation.
Consequently, a a, oras like o, can be negative.

Modern rice varieties are potentially superior to traditional
rice in terms of yield. Since Bg;, Bgy and o, measure the yield
payoff, the coefficients ought to be nonnegative, at least. Under
norma] conditions, modern varieties would perfor at least as well

as 1 ﬂd‘l genous rice.

3.9 Estimated Elasticities

~ .Table 25 summarizes the regression results. The estimates
are based on a total of 2,459 observations which comprise the
irrigated farms in the 1972 Integrated Agricultural Survey. The
first batch of figures in the table consists of the slope estimators

or partial production elasticities. The second group of coefficients
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Table 25. Coefficients of regression of rice production on

- farm inputs, variety and reqgional agroclimatic

characteristics, wet season, 1971.

fe Regression Regression Regression
3.4 3.5 3.6
Pkoduction
Elasticities .
Education (X,) .0037** .0028* .0026*
(.0013) (.0013) (.0013)
Experience (XZ) .0091 .0320 .0606
(.0555) (.0524) (.0539)
‘Land 1 (W;1nX;) .9396% % L9077 *¥x .917g%**
I (.0180) (.0238) (.0236)
Land 2 (i,1nX,) b 7809%kk 7877 Rw
(.0557) (.0551)
Land 3 (W,1nX,) b 80874+ ,8135% %%
(.1322) (.1309)
Land 4 (W,1nX,) b 1.0340%** - 1,0306%**
(.0251) (.0249)
Labor 1 (0131nx4) -.0031°€ - 1181%%% L 1166%*
(.0166) (.0415) (.0427)
Labor 2 (0231nx4) d .0902* .0888*
(.0395) (.0391)
Labor 3 (Da,1nX,) d -.0355 -.0163
(.0244) (.0243)
Labor 4 (D431nx4) d .0032 -.0022
5 (.0259) (.0258)
Nitrogén'(xs)‘ .0268%%* 0551 *#k .0468%%*
A (.0073). (.0124) (.0124)
.. Phosphorus (Xc) ..0104 .0078 .0070
AR & (.0083) (.0143) (.0142)



~ Table 25, (continued)
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\

Regression  Regression  Regression
3.4 3.5 3.6
o Nitrogen x Variety (X5V) - -.0250* -.0010
(.0142) (.0145)
Phosphorus x Variety (XSV) - .0102 .0098
(.0172) (.0170)
Neutral Shiftors
Constant 7.2336%** 7.1401*** 7.1184%%*
(.0403) (.0558) (.0553)
Variety (V) . 1489%** JA770%%* 0.2333%%*
(.0248) (.0416) (.0420)
Chemicals (X7) .0199 .0238 .0400
<o (.0248) .0437) (.0434)
Chemicals x Variety (X7V) - -.0844 ~.1265%*
(.0516) (.0514)
Gravity Irrigation (N]) - .0549*% .0636*
' (.0309) (.0306)
Surface Water (W,) - .0641 .0665
(.0546) (.0540)
Shallow-well Pump (w3) - -.1220 -.1152
(.0427) (.0430)
Infrastructure 1 (Dlz) - .0992* .0437
(.0427) (.0430)
Infrastructure 2 (022) - - =,0203 .0075
(.0600) (.0596)
Infrastructure 3 (032) - 2294 %% .1870%**
(.0464) (.0464)
Soil 1 (014) - .0676 .0915*
(.0524) (.0519)
Soil 2 (024) - <2504 *** 2140%%*
(.0362) (.0362)
501] 3 (034) - '-0]27 ".06‘4
. _ (.0422) (.0423)
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Table 25, (continued

Rainfall 1 (Dy6) 1161 .1560*
Rainfall 2 (D,) -.0803  ..0327
, (.0785) (.0780)

Rainfall 3 (D,c) -.1046 -.0596

e (.0588) (.0586)
Tungro Virus (P) - -, 254Q%%*

. , (.0366)
Number of cases 2,459 2,459 2,459
Residual sum of

squares 823.42 757.07 742.36
Adjusted RZ .6407 .6668 .6734

AThis 1s the elasticity for the pooled land quality,
bSee table footnote a above.

The 1abor input is not separated in this regression and
this coefficient is for the pooled labor input.

dSee the preceeding table footnote c,
*Significant at .05 level.
**Significant at .01 level,

* kK
Significant at .005 leve].
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ﬁjisamadGQUp?quthe-estimated intercept and shiftors. Special
¢:mentfon bhght to be made of land'and labor elasticities. With- .
““out regard to the different intercepts and shiftors, the

. production elasticities in table 25 correspond to 32 production
functions (4 land classes x 4 labor categories x 2 kinds of rice).
 Therefore, when calculating returns to scale care should be taken
_.as to consider only one of the mutually exclusive variables. The

~ four land types, as well as labor groups, are mutually exclusive.
Only one labor and one land coefficient should be included in the

* summation of the elasticities at a time. As regards rice varieties,
the nitrogen x variety and phosphorus x variety coefficients are
included in calculating the returns to scale for farms planted to
modern varieties only.

In general, the regression results bear out prior
expectations about the signs of the estimators. This holds true, even
in regression 3.4, for the included variables. The sole exception is
labor with negative but insignificant elasticity. Although there
are reasonable grounds to believe regression 3.4 as incompletely
specified, the results are presented here for comparative purposes;
primarily to get some ideas how estimates would change from one
specification to another. Among the estimators, B8, apparently
remains least affected by omitted variable bias. There appears
to be no significant correlation between education and other
omitted variables. In regression 3.4, land and labor inputs are
each undifferentiated by quality, so that the coefficients represent

average values. There is strong evidence that an average estimator
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‘conceals' interesting varfations'in:Tand and labor'coefficients.
53&5“tb;1nput*qua1fty."AftéSt of the set of“linearfrestrictionsi
“indicated thét the null hypotheses could be rejected.’® The |
‘test would suggest that the response to input use vould not
be undifferentiated across different irrigation modes or
population characteristics or that the technical efficiency
differences across agroclimatic regions would not be‘negh‘gib]e.]9
Judging from regression 3.5, land and its attributes
appear as the major production variable. The highly significant
elasticity coefficients ranged from 0.78909 for surface water
jrrigated lands to 1.0340 for deep-well irrigateq farms. The
elasticity of deep-well irrigated land ought to be interpreted
with caution.20 The lead coefficients would presumably include
the contribution of other excluded inputs which vary directly with
“land. Such inputs may be seeds, quality of management and machinery
or equipment. Gravity irrigation‘(ﬂs] = 0.9071) is superior to
surface water (832 = 0.7809). Similarly, lands served by deep-well
" pumps turned out to be more productive than farms equipped with

* shallow-well pumps (B32 = 1.0340 versus Bgy = 0.7809). The compara-

tive values are entirely consistent with expectations. More’

18 500 footnote 14 in this chapter for the null hypotheses.

19 The computed F valves for the corresponding sets of
. null hypotheses were 9.32 for (3.4) and (3.5); 10.86 for (3.4)
" and (3.6); and 47.17 for (3.5) and (3.6). These F valves are
significant at .01 level.

20 That output would double by doubling deep-well irrigated
land, all other inputs held constant, does not seem to make sense.
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importantly, productivity coefficients of land compos1te under

f

¢score the high payoff from land 1mprovements even in 1rrigated
hectarage ' From surface water to deep-weli pumps the benefit

is aTready con51derab1e From an unirrigated state, the payofi
?to land 1mprovements woqu even be more dramatic

| The comparative magnitude of Tabor coeffic1ents in re-, |
gre551ons 3 5 and 3.6 appear con51stent w1th population characterisé
tTCS The coef jcients fit in an expected pattern of assoc1at10n
with popuiation characteristics in table TT Compared with A,

group B has greater urban influence, Titeracy rate, 1ncome tax

per capita and average annual budget surp]us The estimate of

Tabor productivity is highest in group B (?42 0902) and lowest

in group A (34] = - 1181)

o There are a number of reasons to associate lapbor quaility
With degree of urbanization, income tax coTTected‘per capita,
average family budget surplus and Titeracy rate They are general |
indicators of economic act1v1ty and Tabor opportunities First is
“the nature of labor aT]ocation That a farm 1s a re51dua1 claimantf
Lto househo]d labor is commonp]ace in the PhT]Tpanes Assuming
flexibility from one use to another, the opportunity cost of Tabor
rises with more off-farm employment. People become more conscious f
.about cash wages and woqu remain.in farming only if comparativeTy ;
more productive Second the probabiiity is. greater for farming k

to be more a bu51ness than a way of life 1n places where alternative

isources of Tivelihood are relatively ea51er to come by.» There wouid
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.*be~50me?pressure»t0'be more efficient.  Third, 'the Titeracy -
J
“rate’ p0551b1y reflects d1fferences 1n educat1onal fac111t1es

3% Hf PR N IR RO .

‘as. well as the ab1]1ty to ava11 of ex1st1ng extens1on aids and

”y

serv1 CES

s S
'3,,'32; L~‘ "1 ,

The negat1ve 1abor coeff1c1ent 1n group M 1s certa1n1y

RS i

Lpuzzl1ng There are severa] poss1bi]1t1es The f1rst suspect is -

Ll gef ;.'4.«},‘(»«.;

fmeasurement b1as : There may be a greater tendency to overestzmate'
f]abor 1nput 1n rural areas, where alternat1ve employment for .
lhouseho]d members 1s re]at1ve1y scarce Anybody who 1s unemployed
koff the farm may conce1vab1y be counted in as potent1al farm
)worker However, the enumerators of IAS ]972 were supposed]y
Iadequately trawned and superv1sed Further the survey questionnaiies
were systemat1ca1]y checked and ed1ted Presumably, these safe-
‘guards wou]d have m1n1m1zed report1ng errors Furthermore,
Ttheoret1ca1 reasons suggest that under certa1n cond1t1ons measurement
:errors a]one cou]d not have caused a neoat1ve estlmate of labor
| product1v1ty

To s1mp11fy exposit1on cons1der a two-varlable relationship,
”rwce production and labor 1nput Let there be measurement errors

’_in the labor 1nput L

=
"

"o

b = Il ke

focs
T



n3
;'var1ab]es with subscript t are. _assumed to be true va]ues
tAssum1ng that the error E 1s uncorreIated w1th anything but

1itse1f, the asymptot1c b1as W111 be

C o
e .(3.14)

é;enqythg‘prqbgbi]itx_limit,of the estimator is

T

Coplim B
n -+ 1+ og/ %% (3.15)

SUD’

3 Wherefb is an OLS estimator of B, the true labor productivity,
‘”“ggnééﬂﬂqég .are variances of E and X, respectively.

" The magnitude of the asymptotic bias essentially depends
?ﬁupqnyﬁ énd the ratio of og'to ait . If 8 > 0 but very close to
zero, the asymptotic bias is correspondingly small. That is:

o 1im. (plim 6= B) = 0
B+0 no+e

In addition, of relative to o% can not be exceedingly large
éonsidering the’qda11ty"c0ntrol'1n data colléétidn In fact, should
K in 3.13 be a constant. our estimator wou]d be asymptotically |

unbiased On the other extreme, when the ratio is high,
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L 'l'im(pﬁma- B:‘f,);’ﬁ,='z’f'8,:»'

‘gs}is)

:*hﬁg%h proVes‘thét'thevb%as”ﬁs at most equal to the absolute value
of the true e1asticity. The parameter can be underestimated only
up to its extent or size. With respect to the asymptotic limit of

the estimator, simplifying 3.16 or equivalently from 3.15

Tim (plim 8) = 0

Nne=o .
-
O

With the measurement bias uncorrelated ﬁfth‘anything but itself,

" the estimator 8 would range from zero to 8. Thus, can be negative
if and only if & is really negative. Equationh(3.15)”also precludes
“{inconsistent signs for 8 and 8. | .

Negative labor productivity in some regions may not be

entirely inadmissible in view of cohditiohsﬁin remote areas.?!

2]0n the surface it may look as though labor coefficient
changes sign in the same production function. This is seemingly
inconsistent with the invariant elasticity associated with a linear
logarithmic model. This is definitely not the case. Remember that
in the formulation, I separated labor input by regions and estimated
essentially separate production function for each labor category.
In a labor surplus situation, it is feasible to obtain a negative
elasticity.
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Lack of alternative emp1oymén§imayghéyefcdhtfibu;éd;tofiheffiéient‘
’1a§§r’h§é§"P§op1e Wbu1dghOf‘ﬁdFMéijyfrémain fd1§;whenfothé§ihaﬁ§é—
,hdj&‘membérs,are busy in the farm. Ihﬁofﬁér WSrds;“thé.motivgtioh‘
.fdk:workfng'may_nofinééésSaéiiy be’productivity. Moreover, the
existence of excess légoﬁﬁi§,conduci§eﬁt5t1abor.substitution for -
other inputs. v?& use {abo;; even if free, to an inefficient lével
may be irrational. But there is not evidence to presume that farme
could allocate labor knowledgeably. Farmers are probably not exact
conscious of production-labor relationships as to be able to detect
counterproductive Tabor use.22 In the absence of cash expenditure,
farﬁéFs?ﬁay;not be overly concerned about how much labor is employe:

in the farm.

- If the true labor coefficient is in fact nonegative, the
theoretical explanation for the negative estimator is the correla-
tion between the measurement error and the true labor input. If

E %s not independent of Xt’ then:

2
(OE + OxtE)B

plim -8 = - ; —
n-»w 05 + 0t + ‘o
L X;" E xtE

22The decline in output as labor increases is not a within- -
farm phenomenon. This could be one reason why a farmer may not
necessarily be aware how his labor supply affects labor productivity.
It would be extremely difficult for a farmer to observe that he puts
in more labor than necessary if he does not experiment with varying
amounts of labor input in his farm. Any difference in rice production
that occurs between him and another farmer which is due to labor
input may easily be wrongly attributed to other factors.
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n+eo %

s 2+2+2
°xt_ ."; | :L°>§te (3.17)

. Notice that (3.17) reduces to (3,15) if I revert to the previous
Lﬁassumpt1on that o, g =0, A _necessary condition for the

Xy e
< 0.

plim B to be negative is Sy E
t

Lo _ The 1abor variable, as, measured 1n the survey, is really
- the supply of fam1]y labor in terms of. the number of _household
_vorkers available. Since the stock of labor is relatively fixed
within a farm, as more labor is actually employed, the residual
unemployed labor diminishes.‘ Thus, the error of measurement
declines with 1nc;éastng labor input. In the limit, the actual
labor enployed equa]s the stock of labor ‘

The necessary and‘suff1c1ent condition for a negative,

',;pIim‘a s is B is nonegativé‘beéo




7
sorimore: simply:

(3.18)

““Condition (3:18)"follows ‘from the fact that the denominator of
'(3.17) being the variance of X, is always nonnegative. Further,
~(3115) subsumes the necessary condition that o

X
| | - | _ Tt
“'will be satisfied if and only if the covariance between X, and E

E <0 since it

. 9 ,
is negative.23 Remember that by definition Oy s the variance of
L t

“Xt;‘cannot be less than zero. Thus, it can only be less than a

'“i"prosk'it'ibvle 'quantity or the negat‘ive .Of a negatiVe V‘;a]ue-

Under the‘assumption that o g =0, UnforfUnately, there

| is hdeay'to'infef how‘the abso]utew£é§ﬁ§t0de of plim é relates

y”i&’g. Xﬁowéﬁér; judging from the estimates vis-a-vis what one
Qﬁé&%&;h6§ﬁai1} expect, the bias from measurement error could be
p&?éf in fhé rural area. The bias may expectedly be less serious

“whén a]fernative employment can be identified easily.

, 23It is shown carefully in Appendix C that a negative
covariance between X, and E has some implications on the
covariance between X and.X. Appendix C proves that incon-
sistent signs between plim 8 and 8 would be possible under

very restrictive or unrealistic situations where the measurement
error is overly glaring. While the inconsistency in signs is
theoretically possible from measurement errors, it may be ruled
out on an empirical basis.


http:negative.23
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Another p1aus1b1e explanation for the negative 1abor )
Qe]ast1c1ty wou]d be the om1551on of power 1nput from the regress1on
:In the rural area; thén: might be a negat1ve correlat1on between
labor: and mechanical pgwer inputs because of, surplusstock of labor.
‘Inis,negative'qseociation@or@the;sgbstitution;ofyhumgn‘labor for
mechanical power could lead to”a_negetiveeomitted;ygriable bias.
If_the”]abor productivity is positive but near.zero, the negative
bias could possibly result in‘a’negetivelesttmatqr.?;

L  ;Regres$ion (3.4) possibly underestimates the.elasticity
of .nitrogen. It was only half as large as in the better specified
‘regress1ons In regression (3 5), the nitrogen-variety interaction
‘was sign1f1cant but negat1ve, 1eav1ng the 1mpress1on that traditional
varieties wou]d respond nore to fert111zer "The inference directly
lucontrad1cts the common know]edge about the high- n1trogen response
“‘of modern var1et1es The inferlor res1stance of modern varieties
‘to tungro virus accounts for the bias. Crop Iqsses from infestation
negate the advantage of modern varieties. Tne:nitrogen-variety
interaction term integrates partly some decline in rice output.
“Adding tungro virus variable to regression (3.5) seems to correct
* the problem. The interaction term Vanisheé and becomes statistically
'ffinstnniftcant Interestingly, there was no differences between

traditional and modern varieties in f1e1d level response to nitrogen

during the crop season analyzed.

' 3 10 Neutral Productivity Differences

Omitted variables could lead to substantially sma]ler
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eff1c1ency estimates for modern r1ce varieties The estimate
ranges from 0 1489 to 0 2333 In regre551ons (3 4) and (3.5),
the varietal coeff1c1ent absorbs a portion of greater disease
damage for modern varieties which creates downward b1as The
estimated shiftor Jin either regre451on (3.4) or (3 5) would
ref]ect neither the fu]l potent1a1 of new varieties under ideal
disease free 51tuations nor the separate 1mpact of pest and disease.
Regre551on (3.6) wou]d have both. In logarithmic scaie, the
production function shifts upward by 0.2333 for modern rice.
Howerer, tungro virus incidence shifts it back by 0.2540. For
areas affected by the cirus, traditional varieties proved superior
to modern varieties.

yik\ Chemicai use accounts for some neutral production dif-
ferences Regressions (3.5) and (3.6) indicate insignificant
gains from plant protection ohemicals in traditional varieties.
Forhmodern varieties, production is inversely associated with
chemical use. These findings wonld be realistic on]y.when chemicals
are employed for curative rather than preventive purposes. In
effect, chemical application was a proxy for pest and disease
problems. Again, differential resistance to these problems
surfaces by varieties. Certainly, the natural resistance of
indigenous traditiona] varieties can be instrumental‘in preventing
~rop 1osses. Prophy]actic app]ication of chomicals is more

.riticai for modern varieties and presumably, brings greater

-a .
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~laking regression {(3.b) the varietal shittor is 0.2333
but 1shnegated by chem1ca1 var1ety coeff1c1ents of - 1265 resu1t1ng
'in arnet sh1ftor equal to 0 1068 Therefore, with norma] pest
fand d1sease prob]ems and w1thout chang1ng the respondents way
of chem1ca1 use. new var1et1es cou]d st111 be expected to perform
better than trad1twona1 var1et1es By 1mprov1ng cu]tura] practices
at the farms, the advantage 1s apt to 1ncrease However, the
incidence of tgggg_ VIrus wou]d wipe out any rema1n1ng benefits
from modern varieties. In fact, the tungro virus damage would more
than.offset the vartetal‘advantage'even without other pests and
diseases. Fortunately, tungro virus outbreak is an extreme case
which has occurred:only infrequently.

The intercepts for land quality of irrigation source look
reasohabie when’reiative productive ef%iCiency is related with
draihage‘characteristics of the farm. Relative to deep-well
frrfgated lands, those served by the gravity ‘and surface water
s;otem'appear to have better drainage. Consequently, the intercepts
for surface water and gravity 1rrlgation rank high with 0.0665 and
D 0636 respective]y Shallow-well irrigated farms probably have
the greatest drainage problem since they have lower tntercept
(-0.1152) than deep-well irrigated farms. S

With regard to soil, it is unrealistic to“expett the
srovincial soil prof11es to exact]y match the so11 composition
»f individual farms. The s0il varlable is a composite index of

the general so11 characteristics of the reg1on Physica1 soi]
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properties determine water holding capacity and drainage. With
irrigation espec1a11y during the rainy season, the drainage
characteristics of the 5011 wouid be relatively more important to
ygproduction than water ho]ding capac1ty The capability to provide
. water from rainfall3or:existing‘seurces precludes significant
k,water.(drdugnt) stress on;the‘rice4p1ants. Relatively speaking, the
| qrdervqusdi]cqeffieients'is invariant between regressions 3.2
and‘§,3e:rfarms from provinces in soils group B registered signi-
ficant jmprovement of rice productivity as compared with those in
~group D. The shift (0.2130) almost equalled the advantage of modern
%qver_traditional varieties. In general, the soil coefficients
icqrrejated positiveiy with loamy soils (table 14).
'w | Soil and land quality coefficients imp]y a higher productive
eff1c1ency as drainage improves. The positive association between
[drainage and productivity is reasonable for a variety of reasons.
,one is soil fertility. Better drained soils are more aerobic and
favorably promote decomposition of organic matter. The process
provides a naturai supply of nutrients. Drainage characteristics
linfluence disease control. Draining the field after harvest would
vdeny any host vegetation for the pathogen to complete its life cycle.
Fnrther; lighter soils are easier to work with during land preparatior
andvother operations like weeding. These can add up to considerable
;production advantage for soils with less clay whenever irrigation
can be assured

~ 'The rainfall coefficients in regressfons (3.5) and (3.6)
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:conform to expectations., Rafnfa]l group c is at least in terms of
frelative effwciency, followed by groups B and D Rainfa]] group A
Lhas the highest shlftor Perus1ng the normal rainfa]l patterns
(tab]e 20) reveals that the production funct1on shifts downward

24 The predominant

with increments in third quarter rainfall.
;impact of rainfall manifests through its inverse association with
so]ar radiation.. Further, heavy rainfall could lead to undesirable

' flooding and, by'itself, may be a good indicator of inclement weather
'Typnooné would not only cause considerable crop damage but would

| a]so create risks which may condition farmers to reduce input use.

Among infrastructure groups A, B and D, no significant
'Hoifference in productive efficiency is evident from table 25. In
contrast, group C registered strikingly large shiftors. In-
regression (3.6) the shiftor for infrastructure group C, 0.1870,

is next only to the varietal and soil shiftors. Thejresu1ts seem
puzzling in the light of regional variations in agrfcu]tural
infrastructures. Of course, group C is noticeable different from
the rest with respect to roads, milling and warehousing capacities.

'Region C has greater relative milling and warehousing capacities

and the least road network in terms of density and quality. But

the implication is a negative correlation, at least, between roads
and productive efficiency. It wight be plausible to argue that
milling and storage capacities would be more critical where inter-

regional flow of commodities is hampered by unfavorable roads. The

24The rice crop analyzed here is harvested primarily in
Octoberdand November. September and December harvests were also ,
reporte L


http:rainfall.24
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positive impact in groip C could have been the ‘interaction
Apetween road condition and capacities. Storage and processing
capacities might significantly affect productive efficiency only
when théy are indispensable. However, there was some ambiguity
| in‘the provincial data with regard to these capacities as to
preclude a definitive inference.? | |
TL:V ‘In areas with poor roads, transport costs are expectedly
iyé]étively‘high. The added cost could partially bé béssed to the
fakmérs in the form of lower farm price. It ﬁfght be/possible
itﬁat the lbwfprice»has a perverse effect on efficiency. There might
bha?e.beén an economic pressure to improve efficiency. Inefficient
vbrbcedufes could have been driven out of production and those who
 cou1§ remain, in general, would bn]y‘be ihe highly efficient ones.
». It is quite possible that the infrastructure dumny for
group C; in fact, might have captured a location effect. Mindanao
péésumably_ﬁaskfertile newer lands and is gndowed wfth favorable
,rafnfali patternS{ Cdmparing tables 10 and 22 shows a majority of
provinces in infrastructure group C belongs to A in the rainfall
classification, Further, Cotabato and Davao which account for the
bulk of respdndents from group C in table 10, are expected to have

a rainfall pattern similar to Bukidnon.26

25See the latter part of Section 2.6.3.

' ZGIh the absence of provincial rainfall data for Cotabato
and Davao, they are not included in the discriminant analysis for
second semester rainfall but are assumed to have a rainfall as

Bukidnon.


http:Bukidnon.26
http:inference.25

e3 AV Reglona1 Productivity. Imp]lcations»w,-

LR

lnterreglonal product1v1ty is a comp051te manifestation of
fa number of factors " To rat1ona11ze the reg1ona1 variat1ons, I
fattempt to break the total difference 1nto the component parts.
Tab]e 26 summarizes the re]ative product1on in various agricultural
regions. With group D as a bas1s, the stat1st1ca1 regress1on
ire;nlts are transformed into nncduction indices. These are measures
of the‘pértiai influence of‘thefaéroclimatic characteristics. For
;examp1e, the rat1o of 1.0554 for A/D says that the production in
reglon A is h1gher on the average than region D by 5 54 percent due
to differences in land resource. Similarly, the ratios for labor .
would imply that rice production could be expected to be 17.38
fpercent lower in region A and 15. 64 percent higher in reg1on B
re]at1ve to region D because of the differences in the population
character1st1cs. The product1v1ty ratio for any pa1r of regions
can be obtained by dividing the corresponding indices Regions A
and B can be compared by taking the rat1o of A/D to B/D in order to
get A/B. '
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Table 26 Est1mated partlal 1mpact of . reg1on Spec1f1c
“ factors on farm ‘productivity, wet ‘season, 1971

. Productivity Ratios
‘p1anatory Variables T
: A/b B/ /D

f: ‘[éhd‘ReSOUrcea

'Neutral Component - 71,0657  1.0688  0.8912
Response Difference L SU

Componentb 10.9903 0.8812  0.893]

Total o 1.0554 0.9418 0.7959

2. Agricultural Infrastructure  1,0000 1. 0000 ~ 1.2056

3. Labor Resourceb- 0.8262 1.1564 . 1.0000

.4.. Soil Typer .1.0958  1.2386  0.9404

5. Rainfall 11688 1.0000 .. 1.0000

The base for comparison is deep-we]] qrrigated farms.
Gravity irrigation corresponds to A, surface water to B and
shal]ow-well pump to C.

- bThe productivity is evaluated at the overal] ‘mean level of
inputs.

It wou1d have’ been h1gh1y informat1ve if the stabi]ity ofgf
"~ the ratios could be established. Unfqrtunately,:the product1vfty€;‘
ayiﬁdék'iS‘a’katioquanfity. Even ffwthé'esffmétéd;varfances of -
“‘the original elements are obtainable from regression results, the

 variance of their ratio would not be a simple statistical concept.
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(One/might. infer. from"table’26 ‘that! the combosite difference

n: product1on wou]d conceal the s1zab1e 1nf1uence of each agro- '

"d;f var1ab1e on r1ce product1on. The compos1te var1ation 1s

summary measure whlch may have a 11m1ted usefu]ness from the ‘

rspect1ve of deve]opment p]ann1ng It wou]d show the d1fferences,
in a gross vay but wou]d not exp1a1n how the d1fferences come about.

nor "‘erlously, large but nearly offsett1ng component effects would

be undetected by focu51ng on the compos1te dlfference. What are
most 1nterest1ng ‘for deve]opment p]ann1nq purboses would remain

htdden s

. Land 1mprovement would be a source of 1arge output growth
as shown by up to 2] percent difference in r1ce product1on between

sha]]ou-wel] and deep wel] 1rrlgated farms S1mi1ar1y, the pro-

duct1on 1nd1ces for ]abor resource and agr1cu1tural infrastructure
range from 0.8262 to 1.1564 and from un1ty to 1. 2056 respectively.
These values would imply that labor quality’ alone cou]d increase
farm production by more than 30 percent. Favorable soil texture
might account for over 25 percent increase in rice production. Soil
texture is perhaps f1xed or una]terab]e. But soil management and
re]ated cu]tura] practices could be emp]oyed to approximate the
cpnd}ttons‘Jn.favorable,textured;sotls.f Rainfall, as it relates
ﬁto;so]arbradiation,%is another fixad environmental factor. If
mirrigation_is,assured,;there enists{the possibility of adjusting
-to the rainfallxpattern;},Croppingbcalendar,cou}d;bevpianned SO as
;touhrjng a‘cojncidencegbetweengmaxtmumfsolar_radiation and grain

filiing.stage.h
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. Table 27 presents ‘the production ratios due to factors

~f§ﬁﬁf&ﬁf§?§“héf ?ébibn‘Spécifié." The figures represent the expected
_f'bfoduction variapions between modern and traditional varieties

ijthch may be explained by seeds, pest and disease infestation,

and tungro virus. Under field conditions, the modern varieties

~ have a potential of producing about 26 percent more than the

- traditional varieties. But the observed yield advantage of the

"new:seeds is less than 26 percent because of its weaker resistance
to pests and diseases. In this case, its production advantage

. decreases to about 11 percent. Or'equivalently, with pest and

disease damage, the production ratio between modern and traditional

~varieties is 1.1137 (1.2627 x .8812). Certainly, with tungro virus

infestation, the modern varieties would even be less attractive than

" the traditional varieties.

Table 27. Comparative rice production between traditional and
modern rice varieties

Production Index: Modern/Traditional Rice

~ Variety 1.2627
 Chemical x Variety Interaction® 0.8812
Tungro virus | 0.7757

- Recall from previous discussion that plant protection chemi-
cals is applied for curative purposes and is an approximate proxy
for the presence of pests and diseases, other than tungro virus.



CHAPTER 1V . -
JIMPLICATIONS FOR DEVELOPMENT PLANNING .
AND_FUTURE RESEARCH

4.1 Uses of Regional Delineation

.. =+ Delimitation of homogeneous areas is fundamental to
capacity building in agriculture. A characterization of regions
1s quite essential to be able to identify the needs and to orient
research activities towards the evolution of technologies and
1nvestment§ adaptable to the economic and physical setting of
various regions. An inventory of regional characteristics and
their agroclimatic differences would be helpful to locate areas
where capacities exist or where they can be developed.

The statistical results suggest that the correspondence
between administrative delineations of regions and agroclimatic
classification is quite weak. It is not unexpected. The purposes
for delineating them, not to mention the number of regions, differ.
And so the regional compositions would also differ. The weak
correspondence between the two would imply that the homogeneity
with respect to the agroclimatic environment is independent of the
administrative divisions. For development planning purposes, the
administrative delineation might be inappropriate for determining
development regfons. The needs are region-specific but would not
necessarfly be homogeneous within administrative jurisdictions.

Perhaps, it is quite impractical, if not infeasible, to
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ipropose to discard the administrative regions. in favor of the
,ggrqp]imatic;g]gssifipgtion.m.It_wqu]q¢bg{eXfreme]yﬁijffcult '
;andimay.be,qnacceptab]e to revise completely the administrative
3fe§ipnsﬂtozconform to the agrog]imqtic,structuye.:_Ihé administra-
;tixérrggipnsvdo,not refléct‘the aggrupation of area§ with homoge-
. neous characteristics but they serve other legitimate purposes.
.Among other things, the administrative structures are set up to
insure efficient implementation of government po]igies and programs
by designating the areas of responsibility such that each juris-
‘gj;tion would extend over a consolidated geographic region. In
.comparison, the agroclimatic regions consist of scattered provinces
and would provide an efficient base for administration. Besides,
the distribution of provinces changed substantially from one
agroclimatic set of factors to another.

It would be easier to superimpose the results of the
agroclimatic delineations on the existing administrative structure.
Development regions could be defined from the results presented in
Chapter II. The distribution of provinces based separately on
:eagh set of agroclimatic variables may be combined so as to be able
to identify homogeneous subregions in terms of the composite
agroclimatic environment. To map the composite subregions would
greatly simplify the statistical results for policymaking purposes.
The aralysis suggests some evidence of significant regional
variations in the environment. In addition, the regional differences

were found to explain some of the varfations in rice production. The
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1mp11cat1on 1s that agr1cu1tura1 programs wou]d have‘%o be
d1fferent1ated between areas W1th d1ss1m11ar agrocllmat1c env1ron-
ment. The]compos1te subreg1ens wou]d be" he]pfu] inrknOWIngewh1ch
areas in each administrative keéioheCOuid’be7%reated’éimiTar]yl
v?oFfﬁﬁbg?am berpdeeél Ih'this'way,/agrieulfoaI’deVe]opment
‘programs could be EOnéeivedfon"theibésis'Of”eﬁecific"ﬁeeds and
Eeeﬁld:be”implemeﬁied"By the ‘administrative machinery in the
555§bbriate subregions. The'scarce deQe]opment resources would
‘not be dissipated because there would be a correspondence between
‘the development problem and the program to relieve the problem in
each specific subregions.

fhe system of agroclimatic regions would be helpful also
to other research such as in setting up detailed égroeconomic
experiments to establish more accurate estimates of production
paremeters.1 The scheme of regions may be employed to narrow down
the location of intensive studies. By examining individual
profiles, the investigator could select appropriate core areas
to'locete agroeconomic experiments either for intra- or inter-
regional comparative analysis such that'as wide a geographic range

‘as}neeessary'would be included. It is then a simple step to

]For examp1e}Athe International Rice Agroeconomic MNetwork
project currently in pragress at the International Rice Research
Institute could possibly utilize the delineation in projecting the
results of intensive analysis to a regional dimension.

2Appendix B contains the individual profiles of provinces :
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1dentify operat1ona11y the geographic 'bounds’ over’ which the
results of intens1ve studles cou]d be related’ without the need

to dup11cate the ‘studies in each and every prov1nce
?3*3 o ‘Similarly, the agroclimatic classification is relevant
{%d’éibekihentation, for example, in field trials of varietal
‘performance in different environments. The regional scheme is
‘useful: (1) to know the range of environment for which adaptable
varieties should be developed; (2) to insure that tests cover the
‘whole range of distinct environment; (3) to e]imihate:unnecessary
duplication and reduce the cost of experimentation; and (4) to draw
‘Some.conc]usiohs as to what is suited to which areas. Along the
lines of varietal testing, constructing a regional classification
that includes several countries could be justifiable since several
areas'in different countries may be similar.

| ‘To the practitioners of development planning, the

~ characteristics of the provincial groups could present some guidance
“4in the search for constraints to agricultural productivity.3 The
“*constraintsand’ potentials would determine which development
“activities are feasible, what can be undertaken in what regions,

~“and which'is 11kely‘to bring ‘the highest payoff. The land resource

3The constraints would be important to any attempt for a
balanced development. [Integration of growth and regional income
distribution goals in agricultural development necessitates
eliminating the specific factors which inhibit the transfers of
technical efficiency, Without conscious efforts to deal with such
restraints, continued imbalance in regional growth is likely to
accentuate disparities in income. Further, the inability to generate
widespread distribution of productivity gains throughout the economy
has been closely associated with agricultural stagnation and with
the failure to utilize growth as a vehicle of a viable and dynamic
process of sustained development (M. E. Abel and K. W. Easter, 1971).
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characterlstlcs present a good 111ustrat1on Interestlngly,
:gthere vas .a str1k1ng lack of p051t1ve relat1onsh1p between
 irni9atJ9n,and effective cropping index.. In. fact, the
- characteristics.of regjqns.Aﬁend;Diwou]dgguggeSt a negative
. association. It would seem immediately evident that the
development of the irrigation facilities augmented the land |
supply which was not effectively utilized. The existing irri-
‘gation potential was not exploited to the full extent in terms of
increasing the rice output through a greater cropped,area.s
It should be remembered that the census data relate to
the period.before the development of modern rice varieties, the
photoperiod insensitive, nonseasonal, short maturing varieties.
The greater double cropping in region A than in region D could
perhaps be explained by the differences in. rice culture rather
than the state of irrigation. Provinces in region A grew more
upland and rainfed rice. Those in region D, mostly in the Central
Plains of the Philippines cultivated lowland rice. During that
period, the critical constraint to greater production was not
jrrigation but the lack of a lowland rice variety which could be

.-grown fast enough regardless of day]epgths to permit double

b Apefer back to table 5 in Chapter 11 for a review of the
;‘land ‘characteristics of the regions.

“ 5The irrigated land may be more productive so that rice
~_production could have increased even if the effective cropping
.-area did not change.
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cropping.

O Even'moré significant to note 'in this'situation is that

B %ﬁe‘géﬁé%%fsifram“fmafBViﬁéifhéﬁffé¥géf?0ﬁifaCffffiéﬁﬁWere severely

“yestricted by the more basic constraint which was the absence of

" nonphotoperiodic rice variety. The example aptly demonstrates the
témbora] sequénce of relationship among the constraints; that is,
the‘sequence of deaTihg with the ‘constraints is just as crucial as
eliminating each of them. Whichever is most 1imiting must be dealt

" with first. Otherwise, some effectiveness of the strategy would

" be sacrificed. Also, as the major constraint is eliminated, the

" other formér]y minor factors could assume a greater importance.
Whereas the gains from irrigation and credit program in region D

fdﬁring the 1960's would have been limited, the progress in rice

breeding has completely altered the situation during the 1970's.

4.2”l0pportun1ties for Increasing Rice Output

The statistical results of the production function analysis
could,suggest some alternatives to development planners. Undoubtedly,
~ the evidence is ample that external factors do influence agricultural
~output. Some of the significant external factors are reproducible

and alterable. The linkage between farm production and the regional

6Compare the characteristics of traditional lowland versus

" the upland rice varieties. From sowing, Binato, an upland variety
flowers in 62 days if daylength is 8 hours; 95 days if it is 16

" hours. In contrast, Intan, a lowland variety takes 80 days from
sowing to flowering for 8-hour daylengths and 149 days for 16-hour
daylengths. This comparison would imply a longer growing period
for the lowland areas. Also, the lowland variety exhibits greater
photoperiod sensitivity which causes the rice plants to flower only
during a certain time of the year.
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| nvironment inplies that there could be, sone Teeyay to build
u#capacities}in:the%qgriéﬁ1§u31;§eg£pg;;Panti;uiéflx;_iﬁ rice.
;_Augmenting{or;impfqviqg the land resource is the first

possibility. The land re;gupcg,ha; been the‘dominan;fagricul-
~-tural input and has,beenhthe.primary source of outpqt} Unfor-

- tunately, of all inputs, the land resource propab1y has the most
dnelastic supply. To develop the irrigation facilities would be

htantamounf to increasing the amount of land available for

~cultivation. Agricultual output could be expected to increase

~ because the cropping intensity would increase and the average
prodd;tivitx vould also increase due to better quality lands. The
information about the production regimes in different irrigation
situptions could be utilized to evaluate comparatively the various
modes of irrigation. The evidence at hand would suggest unmistakably
that one way to generate additional output is to improve water
control in the rice farms.

The technological constraint represents another critical
dimension in the strategy for increasing the rice output. The
déve1opment of modern varieties has definitely been beneficial to
rice production in the Philippines. The evidence in support of
this is incontrovertible. The statistical results in the preceding

juchapter showed that the new seed technology has improved rice
: produCtioh. In irrigated areas, the estimated increment in rice
fﬁdutpht amounted to about 26 percent. The increase is a partial one

that could be achieved Just by shifting to the improved varieties
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_aqdfw9u1d not include the other benefits that would accrue from
Séhéf%prdédé€{63”hhéh§§§;?”Hdwévér}”ihé'ﬁotent{al‘béhéfit from
w'fﬂgﬁﬁﬁdé;n"varféi%eﬁ was reduced by gggﬁgénvifus'dahade as wvell
% ééuby alg}eater Suscéptibi]ity of the new varieties fo pest and
vdiééase;"Given the neutral advantage, the modern varieties would
ﬁfoddde more than their traditional counterparts irrespective of
input lévels and traditional cultural practices. The farmers
possibly adopt the modern varieties because of the higher technical
efficiency. Nevertheless, the risk from pest and disease damage
’ ma} have discouraged corresponding increments in applying purchased
inputs like fertilizers. The physical attributes of the modern
varieties make them resistant to lodging and consequently more
tolerant and responsive to high nitrogen dosage than the traditional
varieties. Such advantage of the modern rice varieties may not
have been adequately exploited at the farm level because of tha
risk from pest and disease damage.7

To extract the full benefits from the availability of modern
varieties and make rice production based more on inputs with more
elastic supply, adequate disease control must be developed to reduce
production risks. There may be several possible methods of pest

and disease control such as to breed resistant varieties, bio]ogicé]

control, or to develop and stimulate the adoption of the cultural

| 7In India, for example, insect problems almost eliminated
the.modern varieties during the wet season in Sambalpur village
(K. W. Easter, 1974),
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¥>practices appropriate for break1ng the transmission and 1ife cycle
'fprocesses of the pathogens and their carriers The latter would
involve early detection of disease problems, Judic1ous spraying
Eof plant protection chemicals, good‘water control and other farm
‘management proctices.‘ Certainly, thefevjs a need to determine the
best method of disease’controi. The choice of any method would
;depend upon the cost and return ossociafed with each alternative.
Hnore the crop cover is relatively quite homogeneous as in major
rice areas, it would also be necessary to recognize the externali-
ties in pest and disease control. To be totally effective, pest
anq“disease control measures should be adopted}and coordinated by
§11 farmers in a particular area so as to eliminate every possible
source of disease. If the pathogen has been effectively eliminated,
there would be no infestation even though the host and the disease
carriers may be present. Otherwise, there would always be some
risk of disease incidence.

That other region specific factors significantly account
for production differences has also been indicated. Some regional
factors may be fixed in nature 1ike soil composition and the rainfai]
pattern. They help rationalize production differences but nothing
much could be done to alter them. With respect to the rainfall
pattern, the choice would perhaps be 1imited tovadjusting the
cropping pattern or planning the crop calendar as to suit the natural
environment. For soils, no practical way is available to modify

the basic composition but it just might be possible to achieve the
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fgdeSIred effects of favorab]e 5011 texture through other means.
;For 1nstance, the Tighter 5011 textures cou]d be s1mu1ated by
“prov1d1ng adequate drainage and the organic fert111ty in some
;‘txees of soil could be replaced by chemical fert1112ers.
;v “ The labor productivity in rice farming varied across
,regions with distinct population characteristics. The relative
ordering of the regional labor productivities appears to be
reasonable. The direct association between labor productivity
and employment opportunities reflected the wage rate differentials
between urean and rural areas. The predominant dependence of rural
‘abor on agriculture resulting from the absence of a1ternative
sources of income depressed labor productivity. This underscores
‘he need to sustain improvements of labor absorbing rich technologies
[t’also implies that the rural areas stand to gain larger benefits
iu‘terms of labor absorption and iucome from any progress made in
lgriculture The surplus labor in the rural areas is as much an
issue in increasing output by employing the abundant resource as
it is in attempting to achieve a more equitable income distribution
:etueen urban and rural area. It also gives a hint to the policy-
hekers to be carefully selective of the regions where mechanization
ihArice production should be advocated.
There is some ambiguity in the observed association between -
\gricultural infrastructure differences and technical efficiency
in rice production. In three of four regions, the technical

efficiency remained unaffected by agricultural infrastructures.



EET

But one reglon reg1stered an’ unm1stakab1y sign1f1cant Shlft in

' rlce product1on It would appear that th1s ev1dence m1ght be

I3

qInconc1u51ve for reasons ‘that have been c1ted ‘earlier. The
ro]es of agr1cu1tura1 1nfrastructures in promot1ng the‘growth in -
“r1ce output rema1ns unclear. On the technlcal side, the impact
‘of ‘the 1nfrastructures, at best, appears to bé confined to a
ﬁsfnjfemreéfon;ﬂ;HOWever; the present analysis would not preclude
*any inf]uence that they may bear upon the availabi]ity and the

“ievel of 1nput in the different regions.

“4 3 Future Research Directions

To sum the discussion in the preced1ng sect1on, there are
fsevera] poss1b111t1es to stimulate a long term growth in rice
output It may be done through the deve]opment of land and labor
resources, as well as by improving the cultural pract1ces with
regard to plant protection, crop planning, and the adoption of
modern varieties. In short, the study suggests possible factors
to exam1ne when attemptnng to develop the capacity of the agricul-
tura] sector As they are, the statist1ca1 ev1dences presented
here wou1d not directly assist the policymakers to make a decisfon
with regard to the problem of choosing among the a]ternat1ves and

the tempora] sequence of development activities.

4.3.1 Benefit-Cost Analysis. For practical purposes, the

;w,pOIicymakers require more than'merely identifying the possible

- .development activities. The strategies are not necessarily
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;mutually exclu51ve Nevertheless, there ‘is a problem of choice.
;The scarc1ty of resources for development 1mposes the select1v1ty
as to what should be done first and wh1ch reglon should have the -
:highest prior1t1es with respect to the d1fferent act1V1t1es
{Select1ng development reglons lS needed 1n v1ew of the V
d1fferences 1n reg1onal env1ronment and in order to max1m1ze s
)returns from the development expend1tures In other viords , there
‘has to be a ranklng of priorities. Clearly, a benef1t cost |
’analys1s is the logical extension of the present analys1s Nothlng
has been done so far to evaluate the poss1b1l1t1es that compete for
?scarce development resource and translate their relat1ve des1rabll1t
din terms of benefit-cost ratios. Nevertheless, the study conta1ns
ﬁthe basic elements for benefit-cost analysis. | %

| h The productlon indices the expected change in r1ce output
Jtrom improving the separate facets of the agrocl1mat1c environment
The same is true with the figures presented in table 27 in the
hprecedlng chapter For example, the stream of benefits from the
modern varieties, pest and dlsease control, and tungro virus
fcontrol can be calculated from the production ratios. With a
;base y1eld per hectare of 1,665. 36 k1lograms of rough r1ce8 from
fﬂtrad1t1onal varieties, the advantage of, modetn variet1es would

;amount to. 437 49 k1lograms of grains per hectare during the wet

L 8The reference yweld level is based on the aggregate mean
production of the respondent farms used in the regression analysis.

. Strictly speaklng the benefits calculated in this section would

vary by province depend1ng upon the product1on function corresponding

to the specific agroclimatic characteristics.
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“ine present vaiie of the wet season benefits, assuning

BEIRES B S TR S fek

%, :

a real rate of interest of § percent per annum, 15 8.75 tons of
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grains per hectare.

Wy

" 'The production losses incurred because of tungro virus,
e L Ty et E e R [ I R T O AR g SR ST | :

}épbéfiqf§g§Sgs;“§h§_Pe;t‘QQqu:peiéinQEiéﬁt to tﬁéQﬁotential gains
%f&mlég&éfﬁliiné;fhéé,wjHﬁgf:gafafﬁ?rlloses.from pest and disease
»;;ijems:%s,whét'he §t$ﬁds fo’géfn frbm’e1imfnating them. For
examole. if tungro virus could be avoided, the addition to the
rice‘yie1d,wou]d‘amount t97§69.34 kilograms per hectare. However,
considering the frequency with which the tungro virus had occurred
and_damaged the rice crop in the past,'0 the expected gain would
aﬁbﬁnt énly to 31.29.Ri]bgrams per hectare per wet season. Assuming
that‘the gggggg.virﬁs is pefmanently eliminated, either through

varietal resistance or some other means, the wet season benefits

wou]d‘be_forthcqming permanent]y.]] The discounted value of the

o . 9his refers to the benefits accruing to the wet season
“crop only. If one considers whatever benefits derived during the
. dry season, the total benefits would be larger.

| 07pe tungro virus has been known to have damaged the rice
crops in 1941 and in 1957. Including 1971, the average probability
of occurrence would be once in every fifteen years. The new
varieties are more susceptible than the traditional varieties.
Consequently, there would be more benefits from building resistance
in the new varieties. In other words, using the probability of
tungro virus damage in the traditional varieties to calculate the
expected benefits would create a downward bias in the estimate.

nThe calculation of the present values of the benefits
assumes a stream of perpetual returns to pest and disease control.
Mternatively, the benefit cost calculation could be made on an
annual or seasonal basis; that is, the pest and disease control
may be assumed tc effective only within each production period.
However, the basic elements of the benefit cost analysis would
remain the same.
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benefits. at 5%, would be 625.80 ki]ograms of rice per hectare.
%With regard to other pest and d1sease. they have occurred and
'damaged the rice crop much more frequently Consequent]y. the
potent1a1 benefits from control1ing pest and disease other than
_ggg[g.would be larger. If the pest and disease control fis
ﬁermanent, the benefits would be generated year after year.
Based on the regression results, there would be an additional
production of 197.84 kilograms per hectare during the wet season
if there was no pest and disease damage. At a real discount rate
of 5 percent, the present value of the additional yield generated
year after &ear is 3.96 tons of grains per hectare. |

The benefits above are calculated with the implicit
assumption that other inputs and cultural practices are held at
the traditional levels. If the risks from pest and disease impede
the adoption of practices complimentary to the new seek technology,
then controlling them would generate additional berefits to the
extent that the elimination or reduction of production risks has
stimulated greater application of inputs. Further, the future
improvements in the production resources which expand the absolute
cropping area and/or the intensity of planting would likewise
increase the total benefits from the seed technology and controi of
pest and diseases. In term of the rescarch expenditure on, say,
breeding resistant varieties, the development cost per hectare also

diminishes.

For region-specific programs, the agroclimatic character{ -

zation provides a framework to define the appropriate grographic
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” constraint to proJect the aggregate benefits and to 1dentiﬁy the -
f'regional income distribution effects assoc1ated with the program. |
:'Whether public programs may be decided on the ba51s 3? cost "
‘effectiveness or income dlStP]bUtIOn effects or both the ‘regional
c]assification and the production re]ationship 1n each environment
“en be utilized. |

" 4.3.2 Constraints to Input. In addition to the nature of

Lresponse functions, the intensity of input appiication is the other
determinant of the level of product1on Consequently, the economic
and sociological constraints to the use of “input are crucial to
agricultural development. They represent another avenue for
’increasing agricultural output.

The present analysis concentrated on establishing the
production parameters in different regional environments and
separated purposely the issue of economic efficiency. However,
there is a direct linkage between the technical and economic aspect:
of production. For one thing, the term constraint implies knowing
vhat is achievable or desirable. In the case of farm inputs, the
normative demand is derived from the technical relationships and
is also contingent upon the economic and sociological variables.

Identifying the constraints therefore requires the correct
specification of the underlying production functions. The
technical information contained in this study can be used to generaf
the derived demand functions for inputs. Economic and related data

can be superimposed to estimate what input levels should have been
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fiabb1ie3.”3In'tufﬁ;‘fhéiiormé%fVé%1ev5i§5€5;iﬁéﬁkaﬁﬁa?gd with the
*13§t0a15usagé. Presumably, the diveéfgence betieen the actual and
normative levels might be a rough indication of the existence of
constraints. In any event, using the farm level response relation-
ships provide a standard for compérison and assures a more realisti.
- basis for comparing how much inputs the farmers use with how much
they ought to use, given the specific environment under which they
operate. Further, the regional differences in input demand
explainable by external factors would be adequately recognizable,

| thereby minimizing the chances of attributing such differences to
the wrong reasons. Thus, inappropriate strategies from mistaken
diagnosis could be significantly avoided or eliminated; for example.
-~ trying to stimulate input use which is in fact constrained by

~ technical factors or the physical environment through an input
subsidy or a credit program. The estimated technical parameters
can'be utilized to project the benefits from relaxing the constraint
~on inputs. The practical limits of government programs can also

be calculated for different regions under existing technologies.
Hith regard to the labor input, the negative elasticity would
warrant a further analysis. It would be highly useful to verify
the role of labor in rice production in the rural areas since labor
{s an abundant resource and agriculture is the primary source of

~‘employment in those areas.

4.4 Other Implications
| The basic unit of analysis has been imposed on this study -
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hy the ava1]ab1]1ty of data.t The: prov1nce, as a un1t of analysis, ‘
leavesvmuch to be des1red Intraprov1nc1a1 var1ab1]ity may be
quite 51gn1ficant espec1a]1y in the island. prOV1nces Compared
AW1th cont1nenta1 countrles 11Le Ind1a or Thailand, the Philippines
%seems ;q warrant sma]ler_bu1]d1ng'blocks for the agroclimatic
 regions. Oyeb a“fixed,linear distance, one may expect greater
variability among islands than comparable areas in a continent with
,*fespect to'theetopography,’vegetation,.rainfall and other physical
4_cheracteristics. To assist development planning, there has to be
_a supporting and adequate data base on agroclimatic factors for
areas'smaller than a province, perhaps at the municipality level.
The necessity for adequate information follows from the fact that
‘the merits of a program depends on the wisdom of the supporting
analysis. The results can only be as reliable as,the‘data analyzed.
Further, the agroclimatic characteristics change either as a natural
~course over time or as the existing programs to modify them take
effect. Some may change rapidly. For others, the transformation
may be imperceptible over short periods of time. Whenever necessary,
periodic updating of the agroclimatic information would be highly
desirable to reflect the changes that had occurred. The frequency
of reporting such statistics should correspond to.the nature of |
the agroclimatic variables.
For similar reasons, the national survey of production and

inputs at the farm level should be conducted on a regular basis.

I would 1ike to see the inclusion of the information on hired and

femily labor, animal and mechanical power actually utilized in‘the - ¥
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?prdduétionvprddess. _The survey data must be self-contained and
shdhld include the prices paid and.retefyed byfarmér§ in the same’
quéﬁtionnaire and for the séme reSpdndents, In this wéy, there
_is;a~buit-in'way of developing a time series of complete cross-
‘séctidn data system. Only with‘the availability of dependable
statistics can thé researchers come up with stable estimates,

and furnish the policymakers with information needed to design,

analyze and evaluate development strategies and programs.
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" APPENDIX A

‘IhEiEBéffjcients-fbr classification are presented in
,?fab1ejAlfBé10w.jAThere?areSéveh,sets of four discriminant‘; 
_fuﬁctibns; one for each set of agroclimatic criteria. Every |
;2;§ﬁ:of ¥5uf'aiécr3ﬁ%ﬁ;nt functions is usedfihaepéndently‘Of«ofhér'
‘"géts. Tﬁére éor}ésponds one discriminant fﬁnctibn‘for'eadh grbup
':{ﬁfevery éet., Fob example, for set I, Ricé Productivity, the |
COefficienfs of the discriminant function for Group A appear in
the first column, those for Group B appear in the second column,
ete, ‘,
S the éoefficiéhts in Table Al may be used to c]assif§ ﬁew
+observations into”thé‘groupings delineated in this thesis, '
;provided the new 6bservations have the same data relating fo all
:vériables in the agroclimatic set within which a c]assification
15 to be made. Let me illustrate. Assume that there is an
additional case to classify in the productivity éroups and that
;(there are data on rice productfvity from 1970 through 1974. The
ollowing functions are evaluated: R |

‘FA = -71.74 + 2.5116%; - 0.0289%, + 0.3214X,
| : % - 0.0047X; + 0.2909K;

F.'a'-108.88 + 3.7932K; - 0.0951X, + 0.2562X
T T 4 0.0887XG + 0.0177X;

F }’ é140-84 + 4.4145X1.- 0.0532X2 + 0.3035X3
g Rt ‘_’i,’f‘}' o L - O-OGZZX4 + 0-0522X5

0.0994X2 + 0.3238X3

Vel

= -178,84' 5.2000%,
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- A Summary of Coefficients of the Final Discrimination

Functions for Classifying the Provinces According

to the Agrcclimatic Variables

Coefficients for Group

A B c D
-Rice Productivity
1. 1970 2.0116 3.7932 4.4145 5,2094
2. 1971 -.0289 -.0951 -.0532 -.0994
3. 1972 .3214 .2562 .3035 .3238
4, 1973 -.0047 .0887 -.0622 -.1563
5. 1974 .2909 .0177 .0522 -.0662
- Constant Term -71.74 -108.88 -140.84 -174.84
. Land Resource
1, Effective cropping
index for rice
(percent) 6.5679 5.7992 4.8304 5.3660
2. Percent rice area 3.9276  3.4367 2.8730 3.3048
. 3. Percent of rice
area irrigated -4.1562 -3.5874 -2.9911 -3.3420
4. Percent land graded
over 30 degrees 3710 .3153 .3047 .3758
5. Percent idle land .6250 .6175 .5578 .5721
Constant Term -530.67 -415.66 -291.49 -365.49
Agricultural Infrastructures
1. Loans to agriculture
(pesos per arable
hectare) .0314 .1033 .0163 .0204
2. Percent of earth road -.0328 .1783 . 2565 .0341
3. Ratio of 1972 to 1960
irrigated rice area 2.0213 .0552 .5927 .7604
4. Rice Milling capacity
(cavans per day per
10,000 rice hectares) -.2791 -.1006 .0500 -,0710
5. Warehouse capacity
(cavans/rice hectare) 1752 .0639 -.0247 .0441
6. Road density (kilo-
meters of road per :
1,000 arable hectares) 2.0742 1.1318 .2735 .8783
Constant Term -30 86 -36.82 -9,72 -8.13
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Table Al. (continued)

mm
Coefficients for Group

A B c D
V. Population Characteristics
1. Percent self-
employed 2.0503 -.2621 .0753 -,8893
2. Percent rural popu-
lation 4.8048 3.4336 3.8301 4.1500

3. Income tax per

capita -7.1162 -5.5826 -6.8054 -6.7553
4. Literacy rate 8.9091 8.1873 9.0584 8.7484
5. Percent family labor -.5225 -.9420 -1.5868 -.9419
6. Percent of labor

force in agriculture 3.2324 3.0820 3.5346 3.2948
7. Annual budget

surplus per family

(pesos) -,0055 ~,0027 ~.0062 -.0077
8. Population density

(number of persons

per square kilo-

meter) .1549 .1401 .1328 .1405

Constant Term -597.03 -498.97 -612.10 -569.73
V. Soils

1. Sandy loam 1.4682 4.0446 2.6610 2.3873
2. Clay 1.1126 2.3580 2.5870 2.1977
3. Undifferentiated .9023 1.7450 1.7921 1.7862
4, Clay loam 1.0446 2.0711 2.1326 2.0280
5. Loam 1.1753 2.5865 2.8005 2.3613
6. Sand 2.4968 5.,7060 6.3296 4.9326
7. Silt loam 6958 1.0898 .9221  1.2311
Constant Term -26.70 -117.04 -115.04 -96.03

e L e . P T Y P e L R T L o o R R L

VI. Rainfall, First Semester

1. January -,0317 1905 -.2374 .0370
2. February .1045 -,7069 9142  -,2875
3. March .0132 4443  -,2238 2479
4, April -,0517 4204 -,4081 .1532
5. May .0264 -.3180 1816 -.0320
6. June .0062 1654 -.0342 .0595
Constant Term -3.83 -27.87 -33.2% -10.15

Vil. Rainfall, Second Semester

2. August .0005 .0794 -.0506 .0102

I YIY T YL R N L L L L ] LD Y L LY XY X XYY Y PR PR Y LY LY T Y]
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Table Al. (continued) -

Wm

Coefficients for Group

A B c D
VII. Rainfall, Second Semester
4. October .0108 0073 -.1904 -.0982
5. November .0038 -.0145 .1947 .1036
6. December -.0018 0266 -.0220 -.0054
Constant Term , -3.33 -16.73 -20.25 -12.14

where Xl's represent the yearly rice productivity from 1970 to
.1974. The new observation would be allocated to Group A if FA
is highest, to Group B if FB is highest, to Group C if Fc is
highest or to Group D if Fp is highest. The procedure is the
same for classifying new observations with respect to any other

agroclimatic arouns.
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- Individual Profile of Provinces in

, Square of Distance (Dz) from
g and Posterior Probability (p) for
Case
‘#a Group A Group B Group C Group D

2 p [ 0% 2 p | 02
Group A

1 7.15 1.00 | 23.33 * 90.42 * 55.80 *

2 5.6 1.00 | 35.00 * 108.04 * 62.44  *

3 1.98 1.00 | 18.41 * 71,96 * 33.08 *

4 4.01 .96 | 10.13 .04 52.94 * 19.50 *

5 0.82 1.00 | 15.25 * 70.42 * 33.77 *
Group B

1 33.47  * 4.90 .8 | 10.46 .05 | 9.50 .09

2 20.65 * 3.66 1.00 33.44 * 16.52 *

3 13.44 .02 5.68 .96 41.16 * 12.91 .02

4 19.12 * 6.82 .98 28.02 * 14.99 .02

5 15.66 .01 7.21 .50 35.23 * 7.23 .49

6 20.00 * 8.54 1.00 45,20 * 28.81 *

7 19.88 * 1.71 .94 21.05 * 7.08 .06

8 14.06 .02 6.33 .98 42.33 * 25.32 *

9 12.09 .01 1.41 .99 32.52 * 15.64 *
10 38.69 * 4.94 .80 10.41 05 8.23 .15
11 9.88 .08 5.04 .92 39.99 ~* 15.71 *
12 39.05 * 9.26 .91 14.23 08 | 17.95 .01
13 31.19 * 6.86 .98 18.36 * 15.50 .02
Group C

1 85.70 * 30.80 * 1.54 1.00 | 19.64 *

2 85.44  * 29.61  * . 4.20 1.00 | 18.14 =

3 86.92 * 30.17  * 8.55 1.00 | 27.53  *

4 80.16 * 27.94 * 1.60 1.00 | 17.40 *

5 114.94  * 52.48  * 15.52 .96 | 21.95 .04

6 86.60 * 29.26 * 8.75 1.00 | 22.56 *

7 63.89 * 19.91 * 2.31 88 6.39 .11

8 59.32 * 16.74 .01 6.40 99 | 16.68 *

9 87.28 * 29.30 * 2.36 1.00 | 21.46 *
10 61.79 * 18.23 * 3.01 .99 | 13.06 .01
11 85.08  * 29.94 2.16 1.00 | 19.48  »
12 96.13  * 38.02 2.92 1.00 | 20.51  *
13 67.70  * 2Q1.16  * 1.09 .99 | 9.56 .01
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" Table Bl (continued)
‘ Square of Distance (Dz) from
and Posterior Probability (p) for

Group A Group B Group C Group D
D2 P D p ¢ p p° P
. Grbug C
14 97.31 * 41.22 * 14,19 1.00 | 30.27 *
15 60.48 * 18.58 * 3.21 .98 | 11.14 .02
15  58.95 * 15.96 * 2.26 .98 | 10.59 .02
Group D
1 42.62 * 12.42 .01 14,48 * 1.73 .99
2 23.15 *. 6.56 .18 20.33 * 3.55 .82
3 44,43 * 17.64 * 17.25 * 2.51 1.00
4 40.59 * 9.99 .02 7.78 .07 2.52 .91
5 49.06 * 15.91 * 11.12 .01 1.06 .99
6 47.82 * 12.83 * 6.10 .11 1.85 .89
7 35.93 * 9.16 .02 13.30 * 1.60 .98
8 44,58 * 14.67 * 16.47 * 2.61 1.00
-9 48.85 * 17.90 01 23.87 * 9.11 .99
‘10 48.65 * 12.00 .06 12.91 .04 6.52 .90
‘11 42.20 * 11.38 01 12.78 .01 2.07 .98
12 33.00 * 10.67 .01 19.20 * 1.08 .99
13 23.33 * 14.90 .02 35,38 * 6.82 .98

*The posterior probability is nil or zero.

P 3he case number corresponds to the province number fn
- Table 7.



;T‘;Tabie B2. - Indfvidual Profile of Provinces in

‘Relation to the Agricultural Infrastructure Groups

160

|

T Square of Distance (DZ) from
o and Posterior Probability (p) for
Case.

a Group A Group B Group C Group D
# 2 2 2 7

. D p D p D p D p
Group A

1 10.77 1.00 | 57.98 * 57.22 * 41.79 *

2 11.23  1.00 | 26.58 * 58.45 * 29.30 *

3 22.44 .97 | 54.85 * 39.19 * 29.74 .03

4 6.82 1.00 | 79.84 * 64.97 * 38.23 *

5 5.34 .93 | 51.87 * 32.00 * 10.58 .07

6 1.81 1.00 | 50.37 * 36.98 «* 19.75 *

7 3.72 1.00 | 55.27 * 64.47 * 35.10 *

8 2.95 1.00 | 43.14 * 39.28 * 19.17 *

9 5.86 .93 | 39.62 * 24,04 13.86 .02
10 2.93 .98 | 36.58 * 27.97 * 10.92 .02
11 18.69 1.00 | 91.17 * 80.70 =* 49.41 *
12 4.65 1.00 | 48.71 * 30.10 * 16.85 *
Group B

1 31.75 * 3.56 1.00 45,91 ~* 30.96 *

2 37.33 * 8.75 .94 21.22 * 14,26 .06

3 48.09 * 4,18 1.00 66.53 * 51.48 *
4 97.49 * 12.06 1.00 92.99 * 84.54 *
-5 44,99 * 6.60 1.00 43.82 * 41.50 *
Group C

1 38.59 * 50.61 * 0.62 .97 7.74 .03

2 4]1.78 * 50.14 * 0.99 .97 7.79 .03

3 85.92 * 94.65 * 38.09 1.00 | 56.12 *

4 44.60 * 51.57 * 4,16 1.00 | 16.63 *

5 39.53 * 50.88 * 2.31 .93 7.52 .07

6 51.27 * 53.29 * 2.98 .98 | 11.19 .02

7 41.00 * 51.73 * 2.72 .85 6.22 .15

8 35.98 * 25.59 * 7.76 .94 | 13.47 .06

9 25.90 * 54.24 * 6.37 .83 9.53 .17
10 53.46 * 56.64 * 2.74 1.00 | 16.84 *
Group D ,

1 30.87 * 46.05 * 4.23 .27 | 2.26 .73

2 10.04 .02 | 39.35 * 10.58 .02 [ 2.38 .96

3 11.33 .01 | 32,90 + 12,43 .01 .54 an
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~ Table B2 (continued) 1

, Square of Distance (02) from
. and Posterior Probability (p) for

g2 Group A Group B Group C Group D
p p D p 2 p? p
Group D
-4 18.92 * 36.85 * 5.31 .18 2.29 .82
5 13.44 .02 | 23.64 * 23.20 * 5.36 .98
6 29.74 * 50.19 * 5.11 .19 2.17 .81
7 21.16 * 34.94 * 14,43 * 1.58 1.00
8 28.86 * 27.37 * 5.59 .20 2.75 .80
9 16.33 * 50.15 * 17.54 * 2.76  1.00
10 19.13 * 39.63 * 6.62 .06 1.14 .94
11 21.70 * 37.54 * 9.57 .01 .45 .99
12 15.55 * 63.52 * 21.54 * 3.98 1.00
13 20.19 * 42.09 * 16.43 * 3.19 1.00
14 32.77 * 46.59 * 8.44 .14 4.84 .86
15 14.87 * 38.36 * 8.06 .07 2.86 .93
16 18.40 * 31.60 * 11.10 * .53  1.00
17 17.27 * 31.18 * 15.15 * 2.59 1.00
18 30.72 * 56.23 * 15.51 * 4.18  1.00
19 30.81 * 38.69 * 5.97 .13 2.10 .87
20 17.25 * 50.33 * 8.72 .29 6.91 .71

*The posterior probability is nil or zero.

The case number corresponds to the province number in
Table 10.
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. Table B3. - Individual Profile of Provinces in Relation

{i “ftd*the‘Groups Based on Population Characteristics

Square of Distance (02) from
and Posterior Probability (p) for

a Group A Group B Group C Group D
s o7 2 ? 2
. p D p D p D p
Group A

1 9.30 1.00 | 65.02 * 69.73 * 35.85 *

2 7.79 .98 | 45.47 * 26.04 * 15.30 .02
3 3.66 .90 | 27.69 * 25,78 * 8.11 .10

4 4.34 1.00 | 49.76 * 43,97 * 18.45 *

5 5.22 .88 | 23.16 * 29.94 * 9.28 .12

6 5.54 .99 | 43.44 * 36.80 * 14.43 .01

7 6.88 .94 | 34.98 * 28.24 * 12.27 .06

8 15.80 .99 | 38.93 * 50.77 * 25,52 .01

9 4.68 .99 | 41.04 * 42.27 * 13.52 01
10 12.16 1.00 | 29.34 * 47.87 * 25.66 *
11 10.79 1.00 | 55.12 * 37.55 * 23.64 *
Group B

1 45.04 * 19,75 1.00 49.91 * 38.30 *

2 53.89 * 5.43 1.00 35.18 «* 31.90 *

3 38.09 * 8.06 99 20.25 * 17.24 .01

4 53.19 * 8.05 1.00 31.77 * 30.14 *

5 30.38 * 9.39 99 30.98 * 18.76 .01

6 25.78 * 4.11 75 15.72 * 6.37 .25

7 38.41 * 12.19 98 24,30 ~* 19.78 .02

8 69.41 * 22.56 1.00 37.68 * 37.01 *

9 46.29 * 18.70 1.00 30.75 * 31.14 *
10 32.96 * 10.37 98 36.97 * 18.50 .02
11 64.73 * 10.47 1.00 23.07 * 31.84 *
12 57.61 * 25.37 1.00 48.63 * 39.14 *
Group C

1 42.96 * 15.79 01 6.57 .97 | 14.14 .02

2 34.63 * 30.14 * 7.32 .99 | 17.05 .01

3 24.95 * 28.95 * 9.06 .95 | 14.87 .05

4 28.06 * 19.49 * 3.33 .84 6.72 16

5 36.47 * 35.25 * 4.32 1.00 | 15.68 *

6 39.56 * 28.49 * 3.41 1.00 | 14.07 *

7 27.30 * 17.02 * 2.24 .92 7.21 .08

8 45.37 * 12,69 .03 5.98 .96 | 15.34 .01

9 53.02 * 33.4 * 267 1 nn | 9n 72 *



Table B3 (continued)

' : Square of Distance (02) from
BiRua and Posterior Probability (p) for
~ Case '
4#6 | Group A Group B Group C Group D
p° p D p D°  p D p
~Group C
10 22,78 * 16.52 * 4.89 .74 7.04 .26
11 = 583.11  * 29.09 * 4.65 1.00 | 20.83 *
+ Group D
1 13.01 .01 | 10.06 .04 17.56 * 3.82 .95
2 20.74 * 6.94 .16 9.16 .06 3.81 .78
-3 8.29 .06 | 17.18 * 12.88 .01 2.90 .93
4 17.73 01 | 19.25 * 10.78 .28 8.91 .71
5 8.96 .07 | 27.53  * 16.53 * 3.84 .93
6. 18.49 * 9.85 .03 11.27 .02 3.14 .95
7 16.45 * 16.22 * 7.57 .06 1.89 .94
8 10.15 .02 | 18.13 * 9.39 .03 2.41 .95
9 11.70 .03 | 29.91 * 12.29 .02 4.89 .95
10 15.77 * 20.68 * 6.61 .12 2.72 .88
11 21.44 * 9.17 .05 10.84 .02 3.16 .93
12 10.78 .03 | 19.61 * 23.58 * 4.06 .97
13 11.75 01 | 23.18 * 16.03 * 2.67 .99

*The Posterior probability is nil or zero.

3The case number corresponds to the province number {n

. Table 13.
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Table 84. - Individual Profile of Provinces in
~ Relation to the Soil Groups

e e e o e e oo mm el me g s e

Square of Distance (D ) from
and Posterior Probability (p) for

(2]
< NDWNY =

o

— .
CWVWONNANHBWN - l

S ok b ot
E- ISR NN

<

b Db P
-3 C»

Group A Group B Group C Group D
DZ b p2 p e p D2 p
5.76 1.00 | 47.96 * 54.16 * 32.09 *
8.41 1.00 (122.29 * 114.10 * 78.05 *
8.85 1.00 | 56.83 * 40.39 * 24.50 *
4,71 1.00 | 98.23 * 106.12 * 76.90 *
4.71 1.00 | 98.23 ® 106.12 * 76.90 *
4,23 1.00 | 91.84 * 76.38 * 58.51 *
11.14 .99 | 38.88 * 50.05 * 20.70 *
65.38 * 2.76  1.00 29.30 * 30.73 *
117.51 * 10.80 1.00 69.06 * 66.84 *
61.05 * 7.34 1.00 22.58 * 18.76 *
€9.78 * 8.42 .98 19.95 * 17.03 .02
83.36 * 6.01 1.00 33.19 * 33.95 *
88.44 * 40.63 * 5.97 1.00 | 17.55 *
91.33 * 38.18 * 14.17 1.00 | 34.87 *
66.09 * 41.36 * 4.29 1.00 | 22.36 *
66.25 * 35.25 * 4.77 .70 6.47 30
104.48 * 48.89 * 6.31 1.00 | 32.99 *
72.98 * 15.16 * 4.56 .96 | 11.36 04
87.39 * 39.66 * 2.66 1.00 | 20.80 *
78.18 * 26.20 * 7.15 99 | 16.56 01
68.01 * 33.24 * 6.89 93 { 12.20 07
75.84 * 35.56 * 3.63 98 | 11.66 02
64.80 * 37.47 ¥ 4.79 1.00 | 15.54% *
63.95 * 25.39 * 6.96 83 | 10.14 17
98.69 * 33.95 * 13.84 1.C0 | 45.26 *
73.94 > 34.29 * 2.15 97 9.15 .03
58.65 * 28.49 * 2.30 93 9.99 02
97.53 * 57.44 * 28.18 1.00 | 43.64 *
83.74 * 27.15 * 7.96 99 | 17.73 .01
61.15 * 32.06 * 11.13 .04 4.62 .96
41.07 * 27.24 * 24,30 * 3.45 1.00
42.01 * 35,61 * 16.73 ~* 3.29 1.00



Table B4 (continued) 165

———— —— 2-—-—-—-—-——--..._._..._.........
: Square of Distance (D) from
r and Posterior Probability (p) for
Case
a Group A Group B Group C Group D
# 7 ? 7 7
p 0 p D P D p
Group D
4 34.76 * 28.29 * 31.84 ~* 5.59 1.00
5 54,42 * 32.32 * 8.77 06 3.46 .94
6 58.35 * 30.54 * 13.38 01 3.20 .99
7 63.73 * 36.60 * 17.62 * 6.76 1.00
- 8 52.46 * 35.69 * 15.18 * 2.89 1.00
9 45.90 * 30.90 * 17.02 * 2,82 1.00
10 60.93 * 28.62 % 25.48 01 | 15.37 .99
11 50.86 * 35.37 * 24.46 * 3.06 1.00
12 30.10 * 18.64 * 13.70 .01 4.38 .99
13 57.76 * 32.28 * 7.85 .10 3.41 .90
- 14 49.50 * 28.67 * 10.18 .01 1.02 .99

*The posterior probability is nil or zero.

The case number corresponds to the province number in
Table 16.

bThe soil data refer to the whole Mindoro. The use of
a common sct of information explains the identical profiles of
Occidental and Oriental Mindoro.
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166

ndividual Profile of Provinces in Relation

- to the Groups Based on First Semester Rainfall

i

Square of Distance (D ) from
and Posterior Probability (p) for
Case

a Group A Group B Group C Group D
o 2 . 2 2

| p D p D p D P
Group A

1 3.53 1.00 | 55.23 * 34,68 * 22.14 *

2 4.5 1.00.] 54.79 * 45.09 * 17.18  *

3 4.70 1.00 | 55.66 * 44.82 * 17.66 b

4 2.583 1.00 1| 46.79 * 31.04 * 14.56 *

5 2.94 1.00 | 56.40 * 52.48 * 17.17 *
6 2.18 1.00 | 39.71  * 31.91 * 14,16 *
7 4,65 1.00 ) 55.2 * 45,04 * 17.45 *

8 6.95 1.00 | 56.52 * 24.63 % 20.03 *

9 3.62 .89 | 25.35 * 50.34 * 7.82 A1
10 1.53 .89 | 35.77 * 54.79 * 5.71 .11
11 2.14 .92 | 32.83 * 47.31 * 7.03 .08
12 3.66 1.00 | 48.32 * 61.52 * 14.48 *
13 3.58 .97 1 46.15 * 42.34 * 10.28 .03
14 6.87 1.00 | 67.20 % 38.37 * 27.67 *
15 3.66 1.00 | 48.32 * 61.52 * 14.48 *
16 3.58 1.00 | 55.78 * 53.85 * 18.63 *
17 6.87 .89 | 35.77 * 54.79 * 5.71 11
18 3.66 1.00 | 67.91 * 24.82 * 25.80 *
19 4.11 .65 | 41.56 * 56.90 * 5.32 .35
20 2.73 .66 | 31.96 * 54.46 * 4.09 .34
21 3.61 1.00 | 61.23 * 32.14 * 24.07 *
Group B

1 44.42 * 4,13 1.00 | 111.05 * 24.19 *

2 59.86 * 4.81 1.00 | 142.98 * 27.30 *

3 43.87 * 5.35 1.00 | 100.34 * 24.62 *

4 43.71 * 4,35 1.00 | 105.26 * 24.00 *

5 93.08 * 19.73  1.00 | 192.77 * 52.29 *

6 39.48 * 5.68 1.00 | 111.31 * 21.54 *

7 45.97 * 2.89 1.00 | 124.49 * 23.06 *

8 42.54 * 8.73 .97 | 135.47 * 15.87 .03
Group C

1 27.46 * 105.67 * 4,25 1.00 | 62.26 *

2 49.74 * 132.62 * 2.05 1.00 | 89.13 *

3 50.24 w 149.09 * 5.01 1.00 1 92.06 *
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Table B5 (continued) 167

o Square of Distance (D°) from
RS R and Posterior Probability (p) for
Case ' - :

2 Group A Group B Group C Group D
~Group C _ S R -
4 46,99 * 86.26 * 14,72 °1.00 { 71.05  *

5  75.54 * 176.02 * 18.64 1.00 [123.94 *
Grovp D Lo

1 35.29 * 62.15 * 102.71 * 18.59 1.

2 19.05 * 10.19 .03 87.09 * 3.35 .

3 5.29 .18 | 23.40 * 68.29 * 2.22 .
4 21.30 * 22.43 * 8C.28 * 4.67 1.
5 27.30 * 37.18 * 116.76 * 9.50 1.00

6 7.29 .09 | 28.48 * 79.31 * 2.67 .

7 8.09 04 | 23.08 * 75.70 * 1.50 .
B 19.05 * 10.19 .03 87.09 * 3.35 .97
9 13.96 .03 | 18.05 * 88.50 * 7.12 .

0 8.33 .03 | 22.64 * 68.72 * 1.09

1 20.97 .01 | 23.37 * 64.89 * 10.99

*The posterior probability is nil or zero.

3The case number corresponds to the province number in

Table 19.



Iﬁb]e'BG. - Individual Profile of Provinces in Relation t6

3
&

~ the Groups Based on Second Semester Rainfall

Square of Distance (Dz) from
T and Posterior Probability (p) for
- Case

a 1 Group A Group B Group C Group D
# :

o » [ s [P, [ p
~Group A
1 3.25 1.00 | 26.86 * 33.30 * 17.76 *

2 4,20 1.00 | 23.64 * 38.78 * 20.85 *

3 4.39 1.00 | 23.78 * 39.84 * 21.50 *

4 .23 1.00 | 21.69 * 25,24 * 11.65 *
- 3.20 1.00 | 25.36 * 41,29 * 21.20 *
-6 4.29 1.00 | 23.78 * 39.16 * 21.11 *

7 .56 .99 | 21.69 * 21.37 * 10.03 .01

8 3.63 .80 | 21.42 * 13.20 .01 6.51 .19

9 3.11 1.00 | 28.58 * 34.15 * 18.79 *
10 . 3.11 1.00 | 28.57 * 34.22 * 18.83 *
11 3.28 1.00 | 26.70 * 39.01 # 20.50 *
12 3.63 .80 | 21.42 * 13.21 .01 6.51 .19
13 43 1.00 | 22.22 * 29.63 * 13.80 hod
14 11.26 .99 | 19,95 .01 59.02 +* 31.96 *
15 1.73 .90 | 15.12 * 19.76 * 6.11 .10
16 4.08 .99 | 27.38 * 20.49 * 13.37 .01
17 3.25 1.00 ] 26.78 * 33.95 «* 18.09 *
Group B

1 21.09 * 4.38 .99 32.61 * 13.02 .01

2 41.56 * 10.96 1.00 64.47 * 29.54 *

3 22.25 * 6.65 .73 28.94 * 8.60 27

4 26.49 * 2.91 1.00 57.70 * 22.16 *

5 32.47 * 4.42 1.00 42.74 * 18.28 *

6 70.81 * 19.22  1.00 96.21 * 54,21 *

7 12.58 .0l 2.80 .99 41.36 * 13.75 *

8 21.88 * 2.50 1.00 34.10 ~* 13.09 *

9 8.24 .18 6.05 .56 29,52 7.57 .26
10 11.02 .02 4,21 .53 21.65 * 4.52 .45 -
Group C

1 12.74 .03 | 36.27 * 5.82 .84 9.46 .13

2 50.02 * 52.19 * 6.15 1.00 | 20.50 *

3 24.78 * 30.77 * 4,71 .58 5.38 .42

4 30.30 * 36.73 * 5,25 .98 | 13.41 .02

5 35.61 * 48.60 * 5.68 .98 | 13.37 ny




'Table B6 (continued)

169
. e e— - 2
Square of Distance (D™) from
and Posterior Probability (p) for
Case
a Group A Group B Group C Group D
# 7 2 ? ?
D p D p D p D p
Group €
6 33.78 * 40.32 * 4,30 .96 | 10.74 .04
7 69.09 * 84.26 * 27.59 1.00 | 48.04 *
Group D
1 18.64 * 18.02 * 9.11 .05 3.36 95
2 16.74 * 12.93 * 9.19 .04 2.56 .96
3 15.89 .01 | 15.86 .01 17.57 * 6.98 .97
4 20.46 .02 | 24.37 * 27.16 * 12.48 .98
5 57.44 * 33.15 ¥* 24.18 .03 | 17.09 .97
6 11.53 .02 | 27.01 * 6.91 .20 4.20 .78
7 8.92 .03 | 11.48 .01 14.66 % 1.71 .96
8 15.07 * 15.02 .01 13.91 .01 4.70 .98
9 7.70. Jd1 | 12.87 .01 13.722 .01 3.64 .87
10 16.74 * 12.93 * 9.19 .04 2.56 .96
11 18.62 * 13.85 .02 16.18 * 5.52 .98

*The posterior probability is nil or zero.

4The case nunber corresponds to the province number in
Table 22.
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APPENDIX €

‘A NOTE ON NEGA1IVE LABOR ELASTICITY

‘Let: L = measured labor
Ly = the true labor input
L= kLy, 0 < k # 1 and it varies between observations

Therefore, in logarithms,

InL=1nl, + In k
X=X+ E |
In a two-variable log-linear function, we have the true relation-
ship:
y=ax*+ (e~ ) (1)
where y = ax* +¢ since E(e) =€= 0
| Y = rice production
y=InY- (InY)=
x*gx*_'x-k
Suppost (1) is estimated by the regression
| y=ax+ (ij-10) (2)

y = ax + U since %-ZO = 0

by construction, f.e. from one of the normal equations in an OLS

fit.

Rearession (2} implies:

Pes Ixy
e'® E;?" {3)



‘Substitutina (1) for y in (3):

3 Zr*‘(avg* + ¢)

L o=
: " Sagttre U ‘X' xz N
R Z x (a x*) z xe
a ; -+ .
z x2 Z x2"
From:
X=X*+E
KeXosE
_Therefore: X-X=Xxt-X¢t+E=F

CxETR* 4+ e
X¥ = x - @
Substitutef(s)fih:(4):

. s‘{ x (x- €)a . Y xe

§ x2 I 2
ol X2 alxe Jxe
=2 -
z %2 J x2 § X2
o~ a xXg Xe
Cpea.slxe D
I Ix
If the number of observations increases,
'p1ih 1 ye)
plim & w a . (4) no= 7
N o L EI}E (%- x2)

a2

(4)

(5)



cptim (L] xe)

) > o

+
“phim 1o
g _ (n z_xz)

n-» e

‘ 1f the racidual in (1) ic indansndant nf meacuvad v. +hans

: plim ( Yxe)
plima =a-an+w N
N+ e
ANt
But: . | - .
gllmeo (% er) = [F:]imm n Z(X* + 8)8:]
= pHm(_‘n Jx*e + & Ze ]
Define:
plim (%-sz) = asymptotic variance of X = °§

n+w

Aplimﬂ§(l- x*e) = asymptotic covariance of X* and E =

nso N
OY*E.
‘ plimAﬂ.%ngz = asymptotic variance of E = QE.
e WS . ’E .

2
plm + 2 o |9 t O
TRNUNEL

9

But: .0,2( s o§* + ag + ZOx*E



‘4. Therefore: f)?ﬂ;y‘

- e o
;gllm» a=a-a| wE ]
T e o)
p’llmn a . (OX* + OX*E) o (6)
n por

Fr&m éqUation (6) the sign of plim a is unambiguously the
same as the sign of the parameter a if the error in measurement is
-uncorrelated with the true labor input. Otherwise, there is some
room for the possibility that plim a is negative even though the
true labor elasticity is positive.

If « > 0. plim @ can be negative if and only if:

2

o g
xx Oy
o |
‘which results in the necessary and sufficient condition that:

<0

2
Oyse < = OxE (7)

The inevitable question is: 1Is (7) empirically possible?
It can be shown that (7), though theoretically possible,

could be ruled for the specific date set used in this analysis.

. From X=X+ E
v have:
B CEmX - Xv



e
or S oe=x -
Further:

ogeg = P[5 Dxve ]

UX*E = plim f—}‘- Ix*(x - x*) ]

neeo

Oyxp " ani (':f Ix*x) - plim (%— Ix¥)

> o n o> o
Oyxf = Oyxy . Tyx

Equation (7) becomes:

Ohw < = [oyux - O]

“Oyxy >0

oxxy <0 (8)

As showﬁ by (8), condition (7) in fact requires the true labor
input to diminish as the stock of labor increases. Thus, there
must be ﬁome unrealistically glaring measurement errors before
the signs of plim a and that of a could be inconsistent.
Empirically, given the usual direct relationship between the
measured labor and the true labor input, condition (7) would not
be satisfied. We conclude that measurement error alone would not

have caused a reversal in the sign of the estimated labor elas-

ticity.



