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Chapter II
 

The Systems Approach as a Problem Solving Methodology
 

In this chapter we will explore in more depth the methodology under­

lying the systems approach. This methodology has been discussed else­

where from somewhat different points of view (Asimow ( 1), Churchman ( 2) 

and Hall ( 6)). It will be seen that this approach is a decision-making 

process with structure-functions, outcomes, evaluations and decisions. 

Our goal is to give the reader a working understanding of the process. 

We will do this through discussion, diagrams and examples. A word of 

warning to the serious reader, the Jiagrams are important, they do have 

content and it is important to master- them. 

Major Phases of the Approach 

It is useful to think of the system's problem-solving process as 

taking place in five major phases (see Figure (1)). In this section we 

will take a global view of these major phases and the relationshi-s that
 

exist among them. Succeeding sections will look at particular phases
 

in detail and it will be seen that each is in turn an iterative decision
 

making process composed cf sub-phases.
 

The major phases of the approach as viewed here are: feasibility 

evaluation, abstract modeling, implementation design, implementation
 

and system operation, As seen in Figure (l) the movement of the process
 

is from a set of needs to be satisfied (at the top) toward an operational
 

system (at the bottom) capable of satisfying the needs which exist. The
 

solid lines and arrows indicate the path of flow through the process,
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i.e., the sequence of functions which must be carried Out in order to
 

achieve system objectives. Each major phase in the process is followed
 

by an evaluation (the diamond shaped boxes) to determine whether the
 

outcome of the phase has been carried out satisfactorily or not. Peverse 

arrows indicate iteration or repetition of prior phases in the event that
 

a given outcome is not satisfactory. As one might suspect, the process
 

is inherently iterative in nature--we learn by doin' and re-doing. It 

is impossible in all but the most trivial cases to move direct!" from 

problem to solution. Problem solving by finite human beings is an iterative­

learning process. As sho.rn in the diagram by dotted lines, each phase 

of the process involves the accimulation and processing of information-­

on successive iterations addi ional information m.'- , be acquired and pro­

cessed. Before plunging into the thick of the trees we will survey the 

forest by takin, a broad look at the five phases of Figure (1). 

Feasibility Evaluation has as its goal the generation of a sec of 

feasible system "-iternatives" capable of satisfying needs which have 

been identified and selected for satisfaction. A system "alternative" 

here is a particular system structural configuration or managerment strategy 

devised as a means of satisfying existing needs (examples later in this 

chapter will Illustrate these and other concepts introduced as we go).
 

This phase begins with some, usually primitive, understanding of the needs
 

the system mast setisfy. A careful analysis of needs follows to determine
 

state then in an
whether the needs do, in fact, exist and if they do to 


On the basis of these stated needs, available
operationally useful-f~rm. 


resources and'other information, tis phase formulates an explicit st.ate­

•"memt of the problem(s) to be solved by the system to-be designed and/or 
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.managed. This problem statement includes, among other things, the 

criteria to be used to evaluate system performance and the decision 

variables to be manipulated to achieve desired system performance. 

Given an adequate problem statement, a number of system design or management 

alternatives are creatively synthesized. it this point the approach seeks 

to consider all possible approaches to the probler at hand. Alternatives 

are then critically examined to eliminate those that are not physically, 

economically, financially, socially or politically realizable. The "output' 

of the Feasibility Evaluatior, phase, then, is a set oi realizable alter­

r.atives which appear capable of satisfying the identified needs.
 

Abstract 1Nodeling. This second major methodolog.ical phase receives 

as inputs the feasible alternatives of Feasibility Evaluation and has as 

its output the broad specificE.tions for a system design and/or management 

strategy to be implemented in the real world. Mflerever possible mathematical 

models are constructed of the system alternatives. "'odelsare usually 

implemented on a computer and then validated. Validated models are used 

in a number of possible modes of operation to determine the system alter­

native and the specific manifestation of the chosen alternative (as 

determined by the specific values assigned to variables under the control
 

of decision makers) that results in "good" or "best" behavior of the system 

under study. In the event that it is possible to define a single criterion 

to measure system performance, '.'abstract modeling" involves finding values 

for the decision variables which optimize the relevant critei'on. If no 

unique performance criterion is available for evaluating system performance,
 

life is more complex. In this case the abstract modeling phase involves 

an interactive process in hich systems analysts and decision makers use 

the models to explore the impacts of various alternatives and decision 
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variables upon the multiple system performance criteria which must be
 

considered. This interaction explores tradeoffs that 
aze possible among
 

performance criteria, assists decision makers in arriving at normative
 

judgments about what is "good" or "best" and leads to the creative 

synthesis of better system designs and/or management strategies.
 

Implementation Design. 
The purpose of this phase is to completely
 

specify the details of system and/or managenent strategy designed in the
 

abstract during the modeling phase. "Completely specify" neeans develop­

ing a complete set of ixLrtructions that will lead to operationalization
 

of the desired real world system. 
If a system is being designed "from
 

scratch" all sub-systems and lower order system components must he designed
 

in detail. 
This is accomplished by treating sub-systems, etc. as systems
 

in themselves and re-.applying the feasibility evaluation and mathematical
 

modeling phases at successively lower system levels. For design of large
 

systems this is a complex undertaking involvii.t many disciplines, large 

sums of money and usually much iteration. If the system task is to develop
 

a managemeL." strategy, "Implementation Design" involves complete specifica­

tion of the system structure needed to implement the strategy-data acquisi­

tion, statistical estimation, communication channels to decision makers,
 

computation of on-line management variables, etc.
 

Implementation, As the name indicates, the primary purpose of this
 

phase is to give physical ex-istence to the desired system. Physical
 

devices, facilities.:, etc. are acquired or constructed, organizations
 

are staffed and so forth--all according to the detailed specifications
 

of implementation design which include a plan for implementation (often
 

employing critical path methods). 
 Inadequacies and errors of implementation
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design are detected and corrected through repetition of Implementation
 

Design.
 

Operation'provides the only valid test of system adequacy. Often
 

operation will reveal additional inadequacies requiring modifications.
 

In many cases a continuing sequence of modifications of system structural
 

design can be expected due to the rapidly changing environment uithin
 

which the system must function. System "Operation" also involves on-line
 

management or control. In this case the management strategy developed
 

during earlier phases is implemented as an on-line decision-making process.
 

As with system structure, this management system must be periodically
 

reviewed and improved by repeating earlier phases of the systems methodology.
 

With this .ather broad overview of systems methodology we will turn
 

to a more detailed description c-F some of these phases.
 

Feasibility Evaluation
 

As stated previously, Feasibility Evaluation begin!; with some expressed
 

or unexpressed needs and ends with a set of feasible system alternatives
 

which will satisfy those needs. A flow diagram of this phase of the systems
 

engineering process is shown in Firurv (1). Feasibility evaluation moves
 

through the sik subLphases shown in an iterative manner--repeating prier
 

sub-phases wh'n necessary and proceeding when evaluation of results
 

dictates.
 

Needs Analysis. Feasibility Evaluation be!,ins with analysis of the
 

needs the-ystam under consideration must datisfy... Needs -analysis usually 

begins with a rather hazy untlerstanding of what the underlying needs
 

are. The purposes of this sub-phase are to: (1) ept:iblish that the
 

alleged needs do or do not exist and (2) develop an explicit description
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of existing needs which can lead to a formulation of objectives for the
 

system. Analysis of needs is not an easy thing to do. It is often
 

difficult to penetrate a veil of "apparent" needs and identify underlying
 

actual needs. For example, human beings are not always candid in express­

ing such things, in; fact, we don't always know what our real needs are!
 

A pragmatic approach to this problem is to seek to identify as "needs"
 

those things that people or institutions of society are wi]lling to pay 

for. However, there are moral pitfalls here. If this approach is used
 

indiscriminately, it leads to the unrestricted promotion of things that
 

would generally be considered bad--pornography, harmful drugs, fad trivia
 

that divert resources from real human needs, etc.
 

Naeds analysis must carefully consider the needs of all persons and
 

institutions which will be involved with the proposed system. These
 

include the managers or administrators of the system, the producers 

or implementers of the system, those who must operate and maintain the 

system, the distributor of the outputs of the system if one exists, the
 

users of goods or services provided by the system and lastly the designers
 

of the system themselves. Needs analysis always involves interactions
 

with the decision makers responsibip for system performance. Other Veans 

for accomplishing needs analysis may include market surveys, opinion polls, 

expert opinions, studies of working, systems which are similar in some 

respects to the system under study, etc. At the conclusion of reeds
 

analysis a decision is made, hopefully overt!,-, 
to tentatively continue 

the program or to abort it. If tie available evidence warrants a decision 

to cnntinue, explicit statements of the various needs the system must 

satisfy are carried into the "system identification" sub-phase of Fea­

sibility Evaluation. 
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System Identification* forms a link between the statement of tieeds
 

and a specific 6tatement of the problems that must be solved in order to
 

satisfy those needs. At this point in the process, the proposed system is
 

viewed as a."black box." That is, every effort is made to determine
 

attributes that any system must possess if it is to satisfy the specified
 

needs. Great loss in insight can result from focusing attention upon a
 

particular r.ystem concept at this point in the study. In essence, we are
 

seeking the universal characteristics of all systems capable of satisfy­

ing the determined needs. More specifically, we seek the information
 

associated with Figure (3). This information falls into three general
 

categories: system input variables, system output variables, and parameters
 

which define aspects of system structure.
 

System input variables are of two classes: the exogenous or environ­

mental inputs and overt inputs. The forrrer are variables which affect
 

the system but are not, in turn, significantly influenced by it. Clearly
 

"environmental" depends upon what w.e. are calling the "system." We'll. 

have more to say about-this iMportant matter later. By way of illustra­

tion here, a business firm would likely have as environmental inputs 

variables such as interest rates, inflation rates, weather, and changes
 

in consumer attitudes.
 

Overt inputs, on the other hand, are variables which are necessary
 

for the system to carry out its intended functions. These are provided
 

for by the designers or managers of the system. It is helpful to further
 

classify this set of system variables according to whether or not overt
 

inputs can be controlled as a means of altering system performance during
 

system operation. The distinction is necessary because not all overt
 

*Note the difference from the more specific "identification problem"
 
stated on D. (
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inputs are efficacious as means of on-line system management. Controllable
 

input variables, on the other hand, can be varied during system operation
 

to achieve desired system performance and like the noncontrollable overt
 

inputs include men, materials, energy, capital and information.
 

System output variables, as shown in Figure (3) likewise fall into
 

two broad classes: desired outputs and undesired outputs. Desired
 

outputs in general will be the system's response to the needs specified
 

in needs analysis--those outputs which are desired in the sense that they
 

are need-fulfilling. Undesired outputs, on the other hand, are the
 

unavoidable by-products of the system as 
it functions to supply desired
 

outputs. 
 Thus, a factory generates waste materials and perhaps health
 

hazards and a transportation system accidents and air pollutants. 
 The
 

system identification sub-phase seeks to identify all important undesired
 

side effects produced or potentially producible by the system under study.
 

Attention must ue given to the many possible dimensions in which undesired
 

effects can be manifested--physical, biological, economic, social, moral,
 

etc.
 

The last important set of system variables to be specifically identified
 

during system identification is 'system design parameters" shown in
 

Figure (3). 
 These are variables which serve to specify the structure of
 

the system. They are important decision variables which, when fixed
 

during system design, have a great deal to do with the ability of the
 

system to efficiently produce its need-fulfilling "desired outputs."
 

While each system has its own unique design parameters to be identified,
 

some examples might include the physical location of the system and its
 

components, physical dimensions of the system. and number and types of
 

components. iSystem design parameters tend to be fixed because they
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cannot be'changed without expending resources. In some cases, however,
 

it may be deairable to change them during system operation in order to
 

improve the ability of the system to perform well in a changing environ­

ment.
 

The system identification sub-phase,therefore, leads to a detailed
 

specification of the variables involved in the design and control processes.
 

OILce the variables of Figure (3) have been identified, "system identification"
 

seeks to establish quantitative measures for as many variables as possible
 

and to examine each for constraintn which may apply. In general, upper
 

Units will constrain the amounts of inputs which c.'n be utilized, the
 

amounts of undesired outputs which can be tolerated and there may be
 

lower limits on the levels of desired outputs the system must provide.
 

System design parameters will in general be bracketed between upper and
 

lower limits.
 

System identification concludes with the determination of performance
 

criteria which will assist in evaluating system alternatives. Thepe
 

criteria will often include the levels of desired outputs of the system.
 

They may also include other reasures such as benefit-cost ratios. When 

the choice of a single all-encompassing performance criterion is not clear,
 

it is important, as part of system identification, to determine a set of
 

relevant criteria which will assist in later settling normative questions
 

relating to trade-offs among "goods" and "bads."
 

Problem Formulation is based on the detailed information generated
 

during "system identification." If possible, it develops an explicit
 

statement of what the system must do in order to satisfy the determined
 

needs--the specific values of specific outputs to be provided and specific
 

performance criterion to be optimized. When life is too complex to permit
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this degree of specificity, the problem statement defines the set of
 

performance criteria to be subsequently evaluated. 
In any event, the
 

problem statement defines in detail all relevant decision variables (con­

trollable inputs and design parameters) to be considered as means of
 

affecting system performances other necessary system inputs to be provided,
 

the environment within which the system must operate, the desired system
 

outputs to be provided, and the undesired outputs to be avoided. 
It also
 

includes the explicit constraints on inputs, outputs and parameters which
 

must be observed during the design/management process.
 

The iterative character of the systems methodology is often in
 

evidence in developing an adequate problem statement. 
 It is often the case
 

that information generated later in the Problem-solving process sheds
 

light on additional needs, rcquirenents, performance criteria, decision
 

variables, etc. %,hich should be included in the systers study. 
 Such
 

information can lead to a refinement of the problem statement.
 

System Definition-We'll now return to a basic issue inherent in
 

"system identification" that was 
dealt with lightly
 

earlier. 
Before analysts can specifically identify the various system
 

variables of "system identification" there is a more fundamental issue
 

to address. 
What do we mean by the "system?" Figure (3) dichatomizes
 

the universe into the "system" (with its management structure) and the
 

"environment"--the rest of the universe. 
What do we put in the "system" 

for purposes of our analysis and what goes into the "environment?"
 

These are exceedingly important questions as many systems studiij have
 

failed because of an inapprupriate definition of the "system." 
 On one
 

hand, analysis can be invalidated because an overly narrow definition
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omits important factors and interactions that affect system performance.
 

On the other hand, a needlessly broad definition can inundate the analysis
 

with irrelevant factors and interactions that obscure basic issues and
 

leads to failure through confusion and inefficiency.
 

In many cases it is possible to arrive at 
a system definition that
 

is both meaningful from the standpoint of achieving useful results and
 

operationally workable. 
In other complex systems (with which man is forced
 

to deal) we of necessity ignore many factors we know to be relevant to
 

the problems at hand because of lack of understanding or a lack of resource!
 

to cope with them. In such cases we must be 
aware of the partial nature
 

of our sblutions and interpret them with great caution. 
This interpreta­

tion is enhanced if careful study has preceeded the decision to ignore
 

factors which are likely to be important in system analysis, i.e., 

if such decisions are made overtly.
 

There are several principles which can help in arriving at
 

appropriate definitions for "system" and -environment" in particular 

situations. The first of these is illustrated in Figure (3). "System" 

and "environmert" are defined so that the causal links from the system 

to the environnent are "weak." That is, so that the effects of the system 

upon its environm*nt can safely be neglected. 
This is a general social
 

welfare point of view that is not generally accepted by all decision
 

makers, i.e., some private decision makers in a free society do not or
 

cannot take this stance. It is, however, a valid one for long run
 

viability of man-made cystems. 
 (Necessary not only for general welfare
 

but also for private interests within society!) This principle is also
 

important in order to avoid causal links operating through the environment
 

which can invalidate the systems analysis by altering the assumptions
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upon which it is based (i.e., the specific assumptions made with respect
 

to the behavior of environmental variables through time).
 

A second basic principle that can help in arriving at operationally
 

useful system definitions has to do with the range of factors which are
 

available for c'ertly controlling system performance. In general, all
 

factors which can potentially be used by decision makers to alter system
 

performance for the better should, at least initially, be "in the system."
 

The full power of the systems approach can be lost by an overly narrow
 

system definition which overlooks significant "degrees of freedom" for
 

decision making. Further, in some situations, adequate system performance
 

is not attainable with the readily available decision variables--additional
 

ones must be devised and implemented.
 

A third principle has to do with the breadth of the system definition
 

as 
it affects the accuracy of analysis. System behavior is often strongly
 

influenced by uncontrollable environmental (exogenous) variables. 
 In
 

some cases the quality of system design/management can be improved by
 

improving estimates of whrt values these uncontrollable variables will
 

take on through time. Estimates of exogenous variables can often be
 

improved by studying some of the more important causal relationships that
 

generate the significant environmental inputs to the system. 
As an
 

example, important exogenous variables in many economic studies are variablcs
 

associated with the larger economy that surrounds the system under study,
 

i.e., general price levels and exogenous demands. Improved projections
 

of such variables can result from Incorporating crude models which to
 

a certain extent "explain" them.
 

'Another aspect of this third principle has to do with the range of
 

endogenous variables included in the syatem. 
In complex systems,
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performance is dependent upon a multitude of interrelated factors or
 

variables. It follows that the validity of projections of behavior under
 

alternative design/management strategies can improve as additional variable!
 

are included in the analysis. This argues for a "broad" system definition
 

vis-a-vis the range of endogenous variables included.
 

Clearly system definition is not an easy task. While most of the
 

above discussion indicates the desirability of a very conprehensive system
 

definition, there are obvious constraints which limit the breadth it is
 

feasible to cope with in specific situations. Difficult decisions must
 

often be made as to the priority items to be included in the "system"-­

those items that will, for a given budget, give the best rsul . 

in the system study as a whole. A good operating principle here is to
 

take the broadest view that is reasonable early in the study (.hen it
 

is inexpensive to do so). Overt decisions can then be made about which
 

problem elements to retain and ,7hich to ignore as the practical constraints
 

of money, time and information come to bear upon the situation.
 

Before moving on to discuss the sub-phases of Feasibility Evaluation 

that follow Problem Formulation, we will pause to illustrate the ground 

covered so far with an example. This example, taken from common 

experience, will begin with a primitive statement of needs, carrf out 

system 'dentifl6itionaid develop a first iteration problem formulation. 

Example of System Identification
 

(Broad Sense) as a Mealls of Problem Definition
 

View the process of acquiring a family transportation system (not
 

necessarily "buying a car") as a system desi-M problem. Begin with the
 

following basic statement of needs:
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"Transportation is needed for a suburban family of five. 
two %dults and three children ages 8, 10 and 12. Specific 
needs include daily transportation to and from work for Dad 
(10 miles one way), four to six short hops during the day
for MLam per week, frequent (6-12 per week) local trips in­
volving the whole family and an averas'e of one Yong vacation 
trip annually to various parts of the U. S. and Canada. 
Safe, reliable and comfortable transportation must be pro­
vided in all seasons 
of the year. While status derived from
 
the system is not an overriding factor, only socially


*.. 'respectable' solutions are acceptable."
 

Identify relevant system variables including desired outputs,
 

undesired outputs, environmental inputs, controllable overt inputs,
 

non-controllable overt inputs, and system design parameters. 
 Indicate
 

where constraints might apply to these variables and parameters and associate
 

units of measure wherever possible. Develop possible measures of system
 

performance to be used in later evaluation of system alternatives.
 

Finally, on th- basis of this system identification, develop a first
 

iteration problem statement.
 

1e begin by defining the "system" ir such a way that the structure
 

we have freedom to determine is "inside the syster." In this case we
 

include the vehicle(s), related accessories and support systems--financing,
 

insurance, maintenance, routing and storage or parking. 
If one or more
 

of these support systems, for example, storage, is completely pre­

determined we put it in the system "environment."
 

Desired Outputs. Desired outputs are those variables the system must
 

provide in order to satisfy the identified needs:
 

Transportation:
 

--Daily transportation for 1-2 people possibly going to
 

different places at the same time. (10-20 miles/day)
 

--Transportation for family of five. 
 (25-50 miles/week)
 



--Long trip (1000-6000 miles) for family of five and baggage.
 

(once per year)
 

Reliability:
 

--Available generally when needed. (On call within x
 

minutes on the average)
 

--Low "failure" rate.
 

Safety:
 

--Low risk for family members.
 

--Low risk for others.
 

Economy:
 

--Acceptable operating costs. (Less than x2$/month or
 

$/mile)
 

--Acceptable initial outlay. (Less than x3$)
 

Comfort:
 

--Protection from rain, snow, etc.
 

--Winter comfort. (Temperature)
 

--Summer ccmfort. (Temperature)
 

--Freedom from excessive shock, vibration.
 

--Ample room for family.
 

Performance:
 

--Speed--short trips. (MPH) (at least x4 H)
 

--Speed--long triis. (11PH) (at least x5mp)
 

--Acceleration, etc.
 

Undesired outputs. Undesired outputs are often the opposites of the
 

desired outputs (i.e., personal risk the opposite of "safety") but to
 

include these opposites would be redundant. We look for other unwanted'
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system outputs. In this case environmental pollution (air, noise, etc.)
 

would be relevant along with losses due to accidents and/or legal actions:
 

Pollution:
 

--Operating noise level.
 

--Air emissions.
 

Losses due to accidents and/or legal actions. (Less than x6$
 

per incident)
 

Environmental Inputs. In this case environmental (exogenous) systel
 

inputs might include;
 

--Prices of vehicles and related inputs, gas, oil, etc. 
 $/unil
 

--Public transnortation rates. ($/mile, $/trip, etc.)
 

--- ($/mile, S/month, etc.)
Rental rates. 


--Insurance rate structure.
 

--Tax structure as it anglies to vehicle ownership or use.
 

--Weather--tenperature, rainfall, etc.
 

--Interest rates. (%/month)
 

--Changes in style, obsolescence.
 

Overt Inputs (Controllable). 
This category includes variables that can be
 

managed during systemoperation to alter the petformance of the system
 

in providing desired outputs. (While these variables do not always enter
 

the system design process they become extremely important in managing
 

the system once it's in operation.) These ight include:
 

--Frequency of discretionary trips. (No./unit time)
 

--Distance of discretionary trips. (Mill).
 

--Frequency and level of preventative maintenance (if vehicles
 

owned). (No./unit time, $/unit time.)
 

--Expenditures on insurance ($/yr.)
 



-- Payments to principle and interest ($/yr.)
 

--Type of fuel (if owned).
 

vcLt Inputs (Non-controllable). These variables, while not important 

in altering the performance of the system in operation, are necessary 

inputs that must be provided in order for the system to function. Note 

that they are not environmental inputs because they are overtly provided
 

by the system designer or operator. While not sigaificant in the design 

process here, they would include such things 
as oil in the crankcase and
 

water in the radiator of a car. 

Design Parameters. 
Those important decision variables which are attributes
 

of the system structure and have an 
impact upon the system desired outputs.
 

Illluded might be:
 

--Particular modes of transportation selected (i.e., auto, bus,
 

airplane, bicycle, etc.)
 

--Number of modes of transportation used. (Less than c1 )
 

-- Number of vehicles purchased or rented. (Less than c 2 ) 

--1akes of vehicles acquired or rented.
 

--Ages of vehicles purchased or rented. (Less than c3)
 

-- Sizes of vehicles acquired. (Length less than feet)c 4 

(Width less than cr5feet) 

(Height less than feet)c6 

--Length of ownership of vehicle. (Years)
 

-- Length of rental agreements. (Years) 

--Commercial companies selected for public transport or 
rental
 

of private vehicles.
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Persons involved in car pool arrangements. (Less than c7 )
 

--Type of financial arrangements. (Size of down payment ($), etc.)
 

--Types of insurance.
 

--Amounts of insurance. ($)
 

A host of parameters which apply to the particular modes of
 

transportation selected--power plant size, space available for
 

seating, space available for luggage, comfort related options,
 

safety related options, entertainment related options, etc.
 

Measures of System Performance. These are criteria which are relevant
 

in choosing among alternative syster designs. Included might be:
 

--Average discounted total cost. ($/mile)
 

--Average discounted total cost. ($/year)
 

--Discounted total cost over some fixed time horizon. 
 ($)
 

Problem Statement for the System Design Problem
 

Determine the various design parameters (i.e., determine modes of
 

transportation, number of vehicles, types and ages of vehicles, etc., 
etc.
 

such that the following conditions hold:
 

--The identified desired outputs 
are provided. (i.e., detailed,
 

transportation outputs, comfort, performance, safety, etc.)
 

--The undesirod outputs are at acceptable levels.
 

--The identified constraints which apply to outputs, inputs and
 

parameters are not violated.
 

--The appropriate measures if system performance are "optimized."1
 

1While formal optimization may not be feasible due to the non-existence or
 a suitable all-inclusive measure of performance, "optimization" suggests

choosing system parameters so that results are "good" or "best" with
respect to the value systems of the decision makers involved.
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A couple of final thoughts. This is not a prbl , daftnition suitable 

for the problem of managing the transportation system once it is in
 

operation. This undertaking, ILLvolving the controllable inputs identi.s1oe
 

above, also follows logically from the (braod sense) system identification
 

described Above. With the problem defined, the sy'stem analyst moves
 

deeper into the feasibility evaluation phase by generating alternative
 

system concepts (many of these have been suggested by the identification
 

of system parameters). Further progress will'undoubtedly uncover informa­

tion which will alter th initial problem statement somewhat (new design
 

parameters may be discovered, etc.) This is life in an iterative process!
 

Generation of System Alternatives. With the problem explicitly 

stated, system objectives are clearly in focus and we are now able to 

seek a broad range of particular system alternatives. "Alternatives" 

here include alternative ways of structuring the desired system if the 

problem is to design a non-existing system and alternative management 

strategies if the problem is to manage an existing system., As examples 

of a design alternative, we could identify in the above example "lease two 

automobiles ... , "use public transportation ... , "buy one automobile 

and use public transportation .. ," etc. *anagement "alternatives" can 

be defined on the basis of alternative control laws, management information 

systems, etc. This part of the study requires the greatest possible
 

infusion of creativity, for new concepts can result only from creative
 

synthesis. Brainstorming and other idea stimulating techniques are often
 

employed to generate the broadest spectrum of approaches to the problem. A
 

positive noncritical atmosphere conducive to stimulation of ideas should
 

pervade this sub'phase as critical evaluation of concepts follows witai
 

subsequent activities of feasibility evaluation. Subsequent sub-phases act
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as filters to block unrealizable concepts and to pass those which merit
 

further attention.
 

Determination of Physical, Social and Political Realizability. The
 

first "filter" blocks those system alternatives which cannot be implemented
 

physically or would not function in the existing social and political
 

environment. 
Physical realizability is determined, for example, by basic
 

laws of physics, the properties of materials, and the ability of system
 

sub-systems and components to fit together compatibly. Note that we are
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talking here about the physical feasibility of realizing a given concept and
 

not the economic practicality of doing so. Thus, a system to put a man on
 

Mars appears to be physically realizable.
 

Social and political realizability are also significant issues. In the
 

past, the effectiveness of certain large-scale systems has been reduced
 

because of incompatibility with characteristics of human behavior. 
For example,
 

the use of freeways as a solution to the transportation problem in certain
 

large cities has been inadequate due, in part, to an unforeseen increase in
 

traffic induced by the existence of the freeways themselves.
 

Some systeme must also pass the test of political realizability--that is
 

they must be implementable in the political system which prevails or will
 

prevail. 
 One must not be too hasty in rejecting alternatives on this basis,
 

however. It may be that adjustments in the prevailing political order are
 

necessary to achieve acceptable performance of basic systems of society. One
 

benefit that can accrue from sound systems analysis is knowledge of what
 

"might be" if changes are made in political processes. Clearly, evaluation
 

of realizability for complex societal systems is not an easy thing to do.
 

Little has been said to this point about the organization required to imple­

ment the systems approach but experience has shown that such studies require
 

teams of specialists from many disciplines who can interact effectively to
 

bring the right mix of expertise to bear at various points in the problem­

solving process. Evaluation of realizability is certainly most demanding of
 

wide disciplinary inputs.
 

Determination of Economic and Financial Feasibility. 
Candidate system
 

alternatives which pass tests of physical, social, and political realizability
 

are now subjected to economic analysis. The two fundamental questions that
 

are asked of each are: Is it profitable? and: Is it financible? To establish
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profitability, it must be shown that the goods or services provided by the
 

system concept will have a value to the recipients which equals or exceeds
 

the cost of producing those goods or services and that individuals or
 

institutions of society will be willing to pay the price of providing them.
 

4hil, it is impossible to establish with absolute certainty,, the profitability
 

or non-profitability of a given undertaking, analysis of costs and expected
 

incomes can determine whicb concepts have a high probability of economic success.
 

The question concerning financlbility must also be posed because it is
 

entirely possible for an economically worthwhile project to be financially
 

unsupportable. Availability of financial resources through credit, bond
 

issues, savings and other means must be examined for each system concept
 

under serious consideration.
 

System concepts which, in addition to passing tests of realizability,
 

prove to be profitable and financible,are viable concepts worthy of further
 

consideration and constitute the input to the next major methodological
 

phase--abstract modeling.
 

An Example of Feasibilit_ Evaluation Applied
 

to Rural Development in a Lesser Developed Country
 

Before moving into a discussion of the abstract modeling phase of the
 

systems methodology, we will present another example to illustrate the
 

practical application Df concepts and methods of Feasibility Evaluation.
 

This time the problem has a strong management flavor. That is, a large part
 

of the taak is to determine effective management policies for a system that
 

is already in existence. The example chosen is adapted from a U. S. foreign
 

assistance project aimed at developing computer simulationimodels to assist
 

governments in the formulation of rural development policies in developing
 

countries.
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iFor purposes of our example here wewill approach the problem from the
 

point-of view of government decision makers faced with'the problem of
 

establishing.broad policie3 for rural development of a specific country.
 

The example in many ways reflects the experiences of a systems team that
 

addressed this problem ina particular country.
 

It is not practical to present a complete description of an appropriate
 

Feasibility Evaluation for this c6mplex problem, however, a number of
 

essential elements will be described. Also, it should be pointed out
 

that results, such.as described here, are the product of considerable
 

iteration and interactions involving decision makers and specialists from
 

many fields and much information processinp--they are not obtained from
 

"one pass" through the steps outlined in Figure (2). 

Background and Description of Needs
 

The "needs" to be addressed by rural development policies in emerging
 

countries are many. These compete for extremely limited resources and
 

raise important questions about public development priorities. Simulation
 

models have been explored as a means of evaluating themultiplicity of
 

development alternatives and their consequences as measured in terms of the
 

many relevant performance criteria. Some of the important needs in this
 

problem setting are listed as follows:
 

Adequate nutrition (calories, protein, etc.) for the people
 

of the country--rural and urban by regicn within the country)
 

. Generation of foreign exchange from export of agricultural 

commodities (to stimulate development of the country as a whole)
 

1. Increased disposable income for rural people.(to enhance quality
 

of.life) .
 



4. Equitable income distribution
 

a. rural vs. urban
 

b. region vs. region
 

c. among rural people within regions
 

5. Generation of employment
 

6. Public health
 

7. Basic education
 

8. Housing
 

9. Generation of tax revenue to fund public programs
 

10. Long-run environmental conpa.tability..,mamadproeesses
 

11. A number of other important needs at the personal level
 

(social, psychological, spiritual)
 

These needs led to definition of the system "desired outputs" in system
 

identification.
 

System Identification
 

As a result of considerable study a working definition of the "system"
 

was established. It became clear that the "system" was not just the
 

rural sector of the economy with its physical,social, political, economic,
 

biological and other dimensions. Strong economic, social and political
 

interactions with the rest of the country made it necessary to include
 

the 'rest of the country" in the system (though these aspects were not
 

treated at the same level of detail as was the rural sector). It also
 

became clear that those parts of "the rest of the universe" thit were
 

significantly affected by the rural development process must also be
 

included "in the system." These included world commodity markets that
 

could be affected by policies aimed at expanding rural based exports.
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The 	"system" then was defined as the rural sector with its multiple
 

dimensions, the rest of the country, and those world commodity markets
 

likely to be affected significantly by the policies being explored in the
 

analysis. (In later analysis minimum possible detail was given to the
 

"rest of 	the country" and the world commodity markets).
 

Various 	variables of System Identification along with units of measure
 

and 	constraints, where appropriate, are as follows:
 

Desired 	Outputs
 

1. 	Nutrition--by region and rural/urban calories/person-yr. (> C1 )
 

protein--giams/person-yr. (> C2)
 

2. 	Foreign exchange earnings from rural exports ($/yr.)
 

3. 	Rural disposable income by region by cize of enterprise--S/person-yr.
 

4. 	Urban disposable income--$/person-yr.
 

5. 	Rural employment by region--man-years/year
 

6. 	Urban employment--man--years/year
 

7. 	"Public health" as measured by variables such as average life
 

expectancies and mortality rates
 

8. 	Rural education (by region)--years/person
 

9. Tax 	revenue generated by the rural sector--S/yr.
 

10. 	 Housing (persons/room or other measure)
 

11. 	Rural contribution to gross national product--$/yr.
 

12. 	 Non-rural contribution to gross national product--S/yr.
 

13. 	 Gross national product--$/yr.
 

:,:Undesired Outputs
 

1. 	Nutrient pollution in lakes, streams, etc. by region
 

2. 	Chemical pollution due to pesticides, herbicides, etc. by region-­

parts/million
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.3. 	Deterioration of soll due to errosion, etc.
 

4. 
Various adverse social consequences due to technological and other
 

change
 

Environmental Inputs
 

1. 	Weather related variables: 
 amount and distribution of rainfall and
 

sunlight, length of growing seasons, temperature and humidity over
 

time (all measurable in appropriate units)
 

2. 	Interest rates on foreign loans (%/yr.)
 

3. 	Availability of forei,-' 
 credit ($/yr.)
 

4. 	Nominal world commodity prices ($/unit)
 

5. 
Foreign technical assistance by category--.,en/yr, $/yr., 
etc.
 

6. 
"Imported" technologies as measured by technical coefficients
 

Overt Inputs--Controllable (by policy makers)
 

1. 	Levels and timings of investments in new technologies (research by
 

commodity-$ /yr.)
 

2. Levels and timings of investment in promulgatin3 new tecbrolo).ies
 

by commodity by region ($/yr.)
 

3. 
Levels and timings of investment in infrastrjcture--roas, nower,
 

communication, etc. by region--S/yr.
 

4. Levels and timings 6f irvestment in'land and wtoer development by
 

regions--$/yr.
 

5. 
Public rural credit by region, commodity, ecz.--S/yr.
 

6. 	Levels and timings of subsidies by commodity, by region, by function
 

(production, -: K.ci
4
ng, 	pro'.essing, etc.)--$/yr.
 

7. 	Interest rates (%/yr.)
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b. 	Type of tax structure (i.e., income, production, etc.) 1y category
 

(I) 

9. 	Price policies on production outputs by commodity ($/unit)
 

10. 	 Investments in infrastructure to stimulate interregional trade by
 

re! ion ($/yr.) 

Overt Innuts--Non--controllable (necessary system inputs not useful as
 

means of managinp performance)
 

1. 	A number of rural "overheod" functions carried out by government
 

SyEtem Design Parameters
 

1. 	Scales and locations of public works--irripation, land reclamation. tc.
 

2. 	Number, locatLon and type of roeds
 

3. 	Specific technolopies promoted by comnodiil and function (production,
 

marketir, processnp, etc.) (described by sets of technical coefficienrts)
 

4. 	Discount rates (%)
 

Measures of System Performance
 

1. 	 Most of the 'desired outputs" outlined nbovw 

of desired lT-rans 

-

2. 	 "any the outputs accumulated (al1 4 disco':nted) 

over some time horizon T yjears, i.e., accumuLa-pd fzr ,' t,.,zhange 

earnings ($), rural contribution to gross national product ($;, 

accumulated rural tax revenue generated ($), accumulated groos nationa'. 

product ($), etc.
 

3. 	Capital generated over sawe time borizon by region by function
 

(production, marketing, etc.)--$
 

4. 	rost-benef~t ratios where appropriate to measure effectiveness of
 

various programs and projects.
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Prcblert Fc'.ieulation
 

It is not feasible in a c2.piex pic-ieim setting such as this one to
 

initially state 
tbe problem !'-. te't of specific targets to be achieved. 

(Specific valtues for the desircd outputs) Highly complex t-ade-of.s exist
 

among 'goods" and 'bads' that depend upon endogenous interactions of the 

system and levels of scarce resources available for development and it is
 

not clear at the outset what targets are feasible. The decision maker's problem 

in this case can ba stated as "Determine a sat of consistantargets for the
 

system performance variables and a set of (perhaps time varying) policies 

for attaining t.hem givcn the decision variable, environ-leitive ln;luts and. ce,.. 

straintc o7 system idenitification." Gn the firs." trip throug; th, Feasibility 

Evaliat~cc. cycle -i trnat.xe s,tin. to this problem are sought and theie 

are two fundomenzal ones: an ad hoc - "scat of the ponts" apo:ch that 

proceeds ;.Ati-out the use czfornmal m:els and an approach Lhat employs 

models -ihere it is of assistence to do so. Tn most ca.-ses the latter approach 

is chosen because of the enormous problem complexity and the fact some for-i 

of quaatitative analysis will nsua1" '62.zl ':o i-frovc on the alterrative ­

no models aL -il. The ratuin of t - .odJ..t'. vill b' dic!Lted by'ffort 

the resources available -men. mcney -:.n Vom,..u., r3. 3-. the particular 

caseY?:rh examining, a skillel teem, '. ht',drCd thousand dollars and 

a large citaputer were available. Th'1 re-: *. this exampie .Zll dr:-' with the 

problem of designing appropriate decision making modals for the rural - de­

velopmcni: problen identified a.,e. T: .- 1rroAIcT ".s fornulated by spec­

ifyin the m:i'cjtev'itic.= o.' ,cd that con be uc,' to help resolve not 

only the nornatlve quc .'O=i cc(7orjcctivs . "rgts" but alsc quertions 

of how to use a.vallibe decision variablej to achieve desired results 

http:trnat.xe
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efficiently. In this, second iteration, then, "OarobJ.en Formulation" 

involved defining the specifictleos for nod.2ls t-,4hh covld ddr-.ss the 

real problem. A possible probim stitemeat beco,'ts "r1sigL1 a model or 

models thit will compute, over tha time horizon of i;tecreat, thc time 

vary !.,-valucs of system outputs (desired and undesired) as influanod 

by environmetital inputs, and thc, alternative values assig;ned to deei.diou 

variables (the contro]-labI.. inputs and desig;n paraimetors)." This is not, 

however, a -& le problem Ltatement because it is infeasiblL of soluticn. 

It was clearly not feasible to %odel all the variables aJ intera'tions 

known to be r.%levanit. Underlyilng theory was inadeciuate in some cCses 

and budget and time limitations did .ct pert:-it re:o1i...on of a number of 

other important qut otlon.,. Tlhe options in this case, are t-:o: co ' aDo-)t 

the mod-0.ing project as infeasiLile or to proceed w".:: : ', d',,o-,zent of 

a truncate-i norial(s) thzit, wh*ile crittir.g a number of " evan. 2:,ctors, 

'con.rins enough substance to be "us-ful to decision ma.:ar if used 

*.ith caution. This particular projact took the latter -moute--na.y.iportant 

prE:,or'ena cojuld be :odeled and model results could be (./ pctt:d to add 

i,,, i:'.canLly to deci,.on '-.akers' understv-iing Of key polic7 issii's. 

Taus, ta effect, the problem fornulat.on "to build, w 'b2 -ame ,.ie 

resources avai.2ble, h nost 'useful" ;odel (by includi:ig as :tiny 

high prie-::.cy variables cf system ideatifical:ion as nossib)." T'hee1 is, 

of coursc, the2 danger here of for.:',tting;ilou2.what's not: incluced in the 

mode. .r init.r-.retJn mo(!el results acccrditaly. A worl-able p'oblem 

statem t shruzi go on to say that model results are to be i-trr ted 

~nr~ent light of outp1and i - the s_.i.'fic ir,:u,' ':1 and p",ramcters 

http:fornulat.on
http:deci,.on
http:OarobJ.en
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which have been left out of the model and with the benefit of a wide 

range of supplementary information which deals with factors which do not 

appear explicitly in the models. 

Generation of S-7,tem Alternatives
 

Given the above problem formulation "syster, alternatives' become
 

alternative models or sets of models which might be constructed to 

address the policy questions which have been ide':itified, it became clear 

that many alternative models could be conceptualized based on certain 

fundamental choices that nust be made. .any of these choices have to do 

with assig,ing values to the "design parameters" of the moel. These are 

listad below along with o 2r criteria that are importaat in defining 

alternative models:
 

1. 	The particular ecological regLons defined for purpose of
 

disaggregating a-ricultura. production arw, conIunption. 

2. 	The particular regions definad for purposes of interregional trade. 

3. 	The food and noafood com.oditics or commodity bundles chosen for
 

modeling.
 

4. 	 The age distribution categories chosen for modeling human
 

demography.
 

5. 	The particular set of decision variables (controllable inputs
 

and design parameters) chlosen for inclusion from the list of 

possible choices. 

6. 	The particular set of output variables chosen for inclusion
 

from the list of possible choices.
 

7. 	The time perspective of the model as deter-ined by the nominal
 

length (years) of simulatioi. runs to be mada and the finest
 



33
 

time interval models are capable of computing results
 

f or. 

8. The political levels of policy entry points (i.e., 
state,
 

federal)
 

9. The political levels at which performance variables are computed. 

10. Configuration of models (one large integrated model, several 

independent models; etc.)
 

Different combinations of choices made with rcspect to these parameters
 

and issues lead to a vast number of possible system models. While there
 

is no way of finding an "optimum" solution to this complex problem, the 
1"siftiag" of feasibility evaluation to be described greatly reduces the 

number of feasible 
 choices to be considered.
 

It became clear early that a large integrated model was necessary 

because of the high degree of interaction within the system. (This could
 

perhaps be supplemented by smaller, independent, special-purpose models). 

Eliminating non-feasible choiccs; Attention also focused early on identifyiug 

the performnance variables and decision variables it -.-as feasible to 

incorporate in the model. This, by exclusion, eliminated the following 

variables from explicit consideratio-±: rural general education (technical 

education to be included); public health; rural nousing; impacts of policies 

on air, water and soil; social, political, noral, psychological impacts; 

income distribution among rural people within regions. These exclusions 

were made on the basis of lack of adequate thecry, lack of data and lack 

of time and money to carry out tnis analysis.
 

Ideally, one would like to have the moot detailed model(s) possible 

(vis-a-vis regions, commodities, demographic age cohorts, etc.) to 
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increnso aecurncy of results and thc: range of policy questions that can 

be addressed. Budget and computer limitations on the other hand argue 

that level of model detail be minimized. In this case a compromise was 

struck which included two major food commodities, and the five non-food 

commodities rmost important as source: of incomc. for rural people and foreign 

exchan-a earrnings for the couatry as a whole. T.o trading rerions tere 

defined which made it possible to study a major -iLterregional trade policy 

question. Each trading region w.s disaggr-gated into four ecological 

regioas for realistic simulatii, of ?roductionr of the cosen cor.moditc. 

The 	 non-rural sector of thc ecoaoiny was modeled by a teii-sector input 

output table with dynamic liakamaes cz investn-:nt. Rural and urban popula­

tions were modeled in terms of tv-o-yaar age co'iorts alon7 with primitivea 

mechanism for rural/urban migration.
 

iterdependent with thes2 decisioas wcre choices a., to the decision 

and performance variables to exclude and include on t!- basis of 

feasibility. The following decision and parformanca variables were
 

re tained: 

Decision Variables:
 

1. 	Levels and tin6ines of investments in new tecbnologies (research) 

by commodity 

2. 	 Levels and timincs of invest ,ents in promulgating new
 

technologies by connodity by region by function
 

3. 	Level and timing of infrastructure as it affects interregional 

trade. 

4. 	 Levels and timingsof production subsidies--by commodity--by region 

5. 	 Interest rates 
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6. Tax structure and rates 

7. Price policies on production outputs--by commodities. 

8. Specific new produc .ion technologies promoted--by comodity 

9. Discount rates 

Performance Variables:
 

1. Nutrition by region and rural/urban
 

2. Foreign exchange earnin,;s from rural exports ($/yr. and $ 

accumulated over 3ome time horizon) 

3. Rural disposable income--by region and sub-region
 

4. Urban disposable income (ag,;regate) 

5. Rural employment--by re-,ion 

6. Urban employment 

7. Tax revenue generated by the rural sector ($/yr. and $ accumulated 

over time horizon)
 

8. Rural contribution to GNP 

9. 3on-rural contribution to GNP
 

10. GNP. 

11. Capital generated by region by function
 

12. henefit/cost ratios on specific investments 

The relevant time horizon for the modlel was chosen as 0-25 years in order 

to address the range of relevant policy questions. 

The above apecifications, the result of iterative application of
 

the Feasibility Evaluation phase of the systems--metthodology,.describe 

a simulation model that was constructed for the particular country in 

question. This ismodel discussed in some detail in Chapter 17. 
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Concluding Observations
 

The example chosen here is a "i-. sy" one. The problem is
 
extremely large and complex and for this 
reason "Feasibility Evaluation'
 

is not nearly as clear-cut as 
it is in better understood situations. This
 
very complexity suggests a number of important cautions to observe when
 
dealing with lIodels applied to development issues in emerging countries. 
Even though these are specific to this example, thcy should be mentioned 
to place the above example in its proper perspective vis-a-vis operational 
usefulness. Also, similar things could be said about a "systems" approach 
to other complex societal problems. It is very easy to get "hung up"
 
on models. Their plexity and detail
com, can divert attention from
 
common-sense thifnking about 
 the problem which can contribute directly 
to clarification of policy issues. 
 It is also very easy to forget the
 
detailed variables and issues that are not included nxplicitly in models and 
many other collateral studies o. a more qualitative nature are also
 

necessary in 
 policy formulation. Thcse ,,ust also be designed and
 
implemented 
as part of the "syste;-s approach" to development.
 

The model described above is capable 
 of providing policy insights into 
questions of what to a±L whendo to uo it. An inadequacy of this model 
is it's inability to cope with questions of "how to do it" and these are 
very important in the development context. A great deal of organization 

and planning are necessary for affective and timncly implementation of 
actions that are known to be desirabc. 
 Other kinds of models--critical
 

path, etc., 
can be useful hera. This organization and planning must be 
done during the "Implementation Design" phase of the systems methodology. 
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Another aspect of the model conceptualized during Feasibility Evaluation
 
is its tentative nature. 
Further work in modeling and application will
 
suggest changes and refinemnvts as part of the iterative problem
 
solving process. 
 Further, it will be possible as more time and resources
 
become available to expand and refine a model, such as 
described above.
 
to include more factors known to be relevant in the problem solving 
process and to refine the data base where model results (sensitivity teste
 
etc.) indicate that this is necessary.
 

A final observation the frame of reference for the problem above
 
is that of 
planning at government levels. While it is true that public
 
policies play a necessary role in the development process by stimulating
 
beneficial changes, these cannot in themselves guarantee development and
 
improvement of quality of life. 
 human beings are still free moral agents
 
able to make choices which lead to progress or stagnation, social harmony 
or chaos. 
 Clearly, human values and morality are of fundamental importance.
 
Human wisdom can only deal with these issues relativistically. Only a
 
divinely revealed religion can speak with authority in the areas of 
values and •morals. If a supreme being has spoken in these areas, as many 
believe He has, ! / then we should listen and apply at all levels of the social 

order.
 

Abstract Modelig
 

Whil- it is certainly 
 true that some systems are much more amenable 
to abstract modeling than others, it is safe to say that fome form of 

./Francis A. Schaeffer, The God Who i There, Intervarsity Press,Ciove, Illinois, 1950.-- Downers 
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abstr&vt representation is useful in almost every situation. Also, the
 

level of sophistication employed in nodeling may vary widely depending 

upon the nature of the system being studied, but irrespective of this, the 

process of abstract modeling is relatively invariant with respect to
 

level of sophistication and system type. A flow diagram of this general 

abstract modeling process is shown in Figure 4.
 

Abstract modeling receives as its inputs the viable system alternatives 

of Feasibility Evaluation. This phase develops and implements models 

which are used to design "good" or "best" pragnam policies, etc. to be 

implemented in the real world in subsequent phases. Its outputs then are
 

then detailed descriptions of prcscribed actions.
 

Alternative Selection 

The first sub-phase of abstract modeling is alternative selection.
 

Since it is possible that a ,umber of feasible system alternatives can 

emerge from Feasibility -"valuation,it is necessary to give careful
 

study to the question of which alternative or alternatives are to be 

selected as superior and worthy of abstract modeling. The detailed 

work of Feasibility Evaluation will often provide considerable insight 

into the relative merits of candidate alternatives making selection of a
 

particular one straight forward. In other cases, more than ene alternative
 

may be carried into the initial phases of abstract modeling thus deferring
 

selection until more information is available upon which to base a decision.
 

In my case, selection of a particular concept should be regarded as
 

tentative--to be finalized only when later evidence warrants. Final
 

selection of a system alternative is a crucial decision which greatly
 

influences the'costard performance of the resulting system. Interactions 
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with responsible decision makers and other persons strongly involved
 

with the system are 
of crucial importance in alternative selection.
 

IModeling 

Abstract modeling involves a choice of the type of abstract
 

representation that is most appropriate in the given situation. 
In
 

general, abstract models may be classified in two ways giving a total of 

four basic model types. 
 Models may be either static or dynamic in time.
 

A static model provides information about the model variables only at
 

a single point in time. 
 A dynamic maodel, 
on the other hand, is capable of
 

generating the time paths of n:odel variables. 
 Thus, the model designed by
 

Pool and Abelson (10) to forecast the outcome of 
a national election is a
 

static model while 
 dolland's model (7 ) of a developing economy which 

traces the time paths of variables such 
as gross national product, balance
 

of payments, investment, etc., is a dynamic model. 
 In gencral, dynamic
 

models are more difficult and expensive to construct but at the 
same time are
 

more powerful and say a great deal more about the real world.
 

A second classification 
 depends upon whether the abstract model 

takes a microscopic or a macroscopic view of the real world. A 

microscopic model seeks to represent the individual units that actually 

exist in the real world as for example individual cars in a stream of traffic 

and individual customers moving through a queue. In a macroscopic model 

on the other hand, individual units lose their identity since model variables 

typically relate to aggregates of system units. 
 Examples of macroscopic
 

variables 
are electric current (the rate of electron flow past a specified
 

point), the flow rate of automobile traffic past a given n,int and the 

flows of economic goods and services.
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According to these two two-way classifications abstract models may
 

be of the four following basic types:
 

1. 'iicrostatic 

2. Microdynamic
 

3. i crostatic 

4. Macrodynamic 

The choice of particuier model type depends upon the objectives of the 

system study and will often be obvious from the problen statement developed 

during Feasibility Evaluation. In particular cases hybrid abstract models 

comprising two or more of the fous" basic types may be necestary to 

adequately model the proposed system. 

Given the type of model to be employed, the task of the nodeling 

sub-phase is to deveop a realistic abstract model. There are two
 

distinct approaches to the problem of generating an abstract mouel. 

The first will be called ',ce"black box" approach here. Esse:Ltially this 

method seeks to identify a system model from data describing the past 

behavior of the system. Trough various statistical and mathematical 

techniques a model is derived waiich iii some sense is a 'best" fit to the 

operational data (see Chapter 18). This approach has developed
 

independently in the social and piysical sciences. The disciplincs of
 

"econometrics" is representative of the social science stream of development
 

while much of the work done in "system identification" in various areas
 

of engineering employs "black box" methods. 

The second basic approach to system modeling is what will be called
 

here the "structural" approach. Use of this method begins by carefully
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Pxamining sy5tcm structure and theory to determine basic lystem components 

and their interconnections. iy Mor~eling t.v. characteristics of system
 

comonents and the constraints i.iposed by 
 their interconnections, an
 
overall ::.yste:-i model is developed. The structural 
approach bas been
 

used extensively 
 in the design and! control of physical systems and
 
there are 
 increasing applicatioas of thiis approach to non-physical systers 

(3r,4, 7, 8, 9). 

These two means ofbasic constructing system models shiould be
 

regarded as complerentary--each 
 possessing unique capabilitic and
 
limitations. For example, the box" is
"black approach based on ob.;erv:ations 

of an existiag system and is useless for system design where no sy, to.m
 
exists and the tns*k is to 
conceptualize one. On the otcr hand, in certain 
control problems the tasic at ihaad is controlto an existi:tf- sy' tzm whose
 

inner workings .a:e n'ianowablk. In tuiis case, the 
"blac!. box" aproach is
 

the only recourse. In suixarary tien, thz nature of 
 the systo1 will
 
deter..ine which the
of tecnique.s should I)e appliecd or in what combination 

they should both be appli,d. Clearly. use of the two approaches together 

brings more information to onbear tha modelin, problem and will generally 

lead to better .odels than either ap-)roach alone. 

Tne modeling sub-phase i.ivolves careful ciiecking of model assumptions, 

internal consistency, data inputs, etc., and, where possible, comparisons 

with real world performance. I:n the main, ho,7ever, the qu!stio± of mnodel 
validity ., is deferred until after a computer implementation sub-phase. 

Te output of the ;odcling sub-phase is a description of an abstract 

model which has passed preliminary tests for validity. 

*A student recently was able to 'nodel the onlyhog price cycle afterincluding "structure" in terms of hog population-growth equations. 



Coiutar Im: , ~i, tat io.) 

,.Iodals developed in tile prior nub-ohasc are in the form of
 

equations, block diagrams, floi charts, 
 *2tc. I: all blit t:c simplest
 
case:i it is desira'le to u';c 
 computer.i to !,er soluitionls o. models which caa 
enter the decisioui makinS process iuadih to plans andsystem policies.
 

"Co'mputcr ImplanalntLtiaiL" develops "nodel
a of a nodcel"--anothcr level of 
abstraction rcmoved fro.., the real w.-orld. Ir'-ort'.nt decisiois must be
 
made in tnis su)-kIase whic-i the
affect accuracy of coriputer solutions, 

tZia cost of operatill moOe2s, tic compatibility with ava'ilable computers 

and th, effectiveiuess of thL deci- o.-:ig proceeds w.:ici uses model
 

results .nd affects 
caaares in model orinputsr s,,,:ctficatio.:. A
 
kay ,Iu-*:ion ,-:e is ti-
 choice of cc io'uter language a-, techIioues tlsc.-_d
 
to i..VL,.±et -h abstract model. 
 Thlis issue is discussed in Ciaptcr 14.
 
Oncc- the abstract uo(al is i!.ie .. tcd V4; 
 tia chos.a prcj.ra iinaincd!uni 

and appropriatc iy-ut/out:,uc for:,..Cs Iav2 been desigaed, thi7 S-:b-p;i-.se
 

.:.oves 
 oa to verify t:,.t the computer moel r'*Is, in fact, ade-.:atc
 

sinulatc t c ua!eriyi, a)stracc modcl. (Sonc useful 
 tests for studying
 

this question are uescrib-d ill Cnapter !I. T!:,. se 
 tests are oftea
 

interd.-en(2:,t wit' 
 tests to *st:ols. "he validity of th2 abstract niodel
 
its1f). Civc a computer *'.ood
that- i; accepted as bcin-, a reasona;,le 

a..roxiIdatiOnl to abstractthl ;'uc.el of tnc system, attention tur.is to the 
important question of the validity of the system i:odcl itself a; a nodel of 

the real world. 

Valida tion
 

Validation 
seeks to establish whether .ir Iot tie system model is a 
valid reresentatioi of reality from-ihich valid conclusi,,ns from the real 

http:S-:b-p;i-.se
http:Ir'-ort'.nt
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world can be drawn. In realitiy, validation" is ofte:, one link in an 

iterative loo. of Figure (4) that lz:.ds to successive tests anid refinements 

LL tnLa moL..el aJd ultimatcly, if all goc.. wl, to a model accepted for 

uje in syJtem planiia:, or management. 

Validation usually begins with 'coarse" tests for necessary; co:.ditioas 

for validity, i.e., vriablcs of correct si.ris and ri!ght order of
 

magnitudes, correct form of r:esponse (exp)on,:ctial, oscillatory, etc.),
 

variables move in proper dirictions w.hen'. iaputs or parameters
 

are ciawaged, liiAting Values c variables approp riate xihieni :arancters .
 

go to liiting value:o, etc. Such tests will ofte., detect model inadequacies
 

which lead to model changes and r*-testin ;, more iteration'!
 

If tha- model describes an cxistin, syste,m '*Ach is to be controlled, 

valluation involves 'Cemoutrating t>at thC LmoCe! exhibits behavior 

characteristics of the syst,: , itself. Tlai'. may be done by atte-nvting 

to reproduce past syste; h)eohnvior (.lot used in conistruction of the model) 

or bi usin-, the ;.odel to for-cast future s- -tem behavior. Statistical 

tests are available in cart.in insta!.cs for testin inypothcns regarding 

validity though uch ..!orc worh is -aecd6c i:n this area (5,11). 

If thie mathematical ..Lodel is to be us :d to desi-n a system w.1ich 

does :,ot yet exist tiie validationi tec.,iques mentioned above are aot 

feasiole. Model validity rests upon tile vlidity of the varicu; tc' ories 

and assumptions which deter n in-!h th _ structural form cf thc equations of 

the model aiid the values assigned to model parameters. Carefully d1hsigned 

model tests can generate additio.al evide-ce to argue for or ag .inst 

acceptance of thie nodel as a system esign or manage:ient tool. Once a 

http:additio.al
http:insta!.cs
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model has been coarsely validated an. tuned to be in the "ballpark," it is 

often useful to carryout f's-.tsitivity tests*' on tha model coefficients
 

for whiLch accurate esti;,iates ara not currently available. 
 Such coefficients 

can be cna.ged -i:i;ly /or in ;roups I in repeated simulatirL runs to determine 

wiich vre significant i their LIPact upo-, irportant model outputs. This
 

iafor;.-itio: can 
 lead to t:,e establis.ment of priorities for furtiier
 

infor , atior. gathierin, dCIL collectijn, ,irmroved estimates 
 for key 

coefficients ai.d rafincd :ocls wihich theinclude improved estimates.
 

*:.:;prience has show.,n 
 tiaet these sensitivity tests carried out at a.
 

appropriate point ia 
 the valida-ion -rocess can make data acquisition much
 
more otficient and slj.-ificantly iprove ,odel 
 perforim.ace. The fact that
 

modolr caL be useful .indetcmnninin:, data :.athering prioriticj 
su-gests that
 

the daci~ion of weiea 
 to be;ia uouel construction is an important oae and
 

that there is a desirabl balance b2
to struck beti, en d'ta acquisition and
 

modal buildi2 activities.
 

In .lay 3ituations, includin sonie the
toward socio-economic end of the
 

spectrum, cowplex 
 iaodels ave been successfully constructec, validated 

aad applied to real world problems. For many conplex Fystems, however, che 
problem of model validation is a thorny one. !:hil- it is never possible 
to have absolute certitude concerning -,odel validity, the lack of real world 

data, tire, theory arid resources may adequateprevent testin-g for validity. 

The pressures on decision -makers are often :3uch that important decisions 

ara goin- to be made with or u.icout tUl help of models. LI co,plex 

dactsio:making environmnents the zlte;:native to usivg a partially v1idated. 

i/Co.fficints should .a varied in proportion to ca- uncertainty in taLcurrent csti::iate--for example aL estimated standLrd deviation. 
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model (not using the model at all) muay i[e less desirable from the
 

sta idpoint 
of practical conseuuences. .lio(ls can be used, guardedly
 

to assist decision makers in ex- oriL. 
 and understandiw policy issues.
 

Tile reLults of these li.:iited model applicatio.j provide 
 further evidence
 

oil the questioa of model validity 
md can leau to further model
 

refinemeats where necessary. This 
 "limited application" philosophy may
 

well be a ;uoral part of the validation procedure 
 or nodels addrcLsiai,
 

cornmlex societal problems.
 

Sensitivity Analysis
 

Tiie primary purpose of "sunsitivity maalysis" 
 at this point in the
 

abstract ,odeling process 
 is to ueterm..ine w.ich decision: variables
 
(design parameters anU coatrollable iw-uL) arc important e.,o,gh to
 

include in subsequent mo-el applicacion3 to derive a 'Yood" set of
 

planis, policies, ecc. Such 
 tests car. eli;mi ace unhi'lortaut factors, focus
 

attetion on the key dWcisio,, variables a.,d improve 
 the efficiency of
 

te meci.:ion process. Thc; latter point
makin, is aa i:qportn:,t one
 

because it 
 is easy to ba.co-me inuadated 'ith alternative courses of 

action. In some cases, knowledg:e of t. desi-Ln variables w iich arc oi
 

lesser irnportanck%in 
 affectin,5 system performance can provide additio-.al 

freedoSI Lo satisfy .necessary constrainzs whica may apply ;o inputs 

aud paramreters. 

Stability Analysis
 

It is well known that dynamic syste,s can exhioit 
destructive unstable 

behavior for certain values of systei:m paramec:rs. The purpose cf Stability 

Analysis is to identify the stability boundaries of the system 'so that critical 

http:additio-.al
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parameters will not be unknowingly set at values which could lead to
 

unstable behavior over time as system structure or environment change.
 

Stability Analysis can employ analytical studies based on stability theory,
 

use of repeated simulation runs to explore stability boundaries or both
 

of these techniques. 
 Later chapters of this book discuss useful stability
 

theory for certain classes of systems.
 
Model Application
 

While decision makers have played an important role in systems
 

activities 
to this point, they now become the central figures as models
 

are operated to study policy questiono in detail. 
More exactly, they are
 

the directors of a creative-interactive process that involves systems
 

analysts, specialists from a variety of disciplines which bear on policy
 

questions, and the results of successive policy experiments conducted with
 

the model(s). This process involves u,'e of the models to explore results
 

of an initial set of policy options, analysis and critique of options based
 

on factors endogenous to the model and external factors which have not
 

been explicitly included in the modol. creative synthesis of "better'
 

policy options, re-simulation, re-evaluation, re-synthesis of alternatives,
 

etc., etc.
 

Miere there is no unique decision-making criterion to be maximized
 

or minimized this interactive process can lead to a resolving of normative
 

issues dealing with trade-offs among system performance variables, and
 

further, to 
a set of policies for efficiently attaining the mix of system
 

outputs valued as "good." 
 In other cases the interactive process can lead 

to the definition of a criterion to be optimized subject to a set of 

carefully specified constraints on other system variables not specifically
 

entering the performance criterion selected. 
IThere an optimization problem
 

is germain to the resolution of policy issues, the "Model Application"
 



48 

sub-phase includes this activity as well. 
Many optimization techniques
 

(linear programming, dynamic programming, nonlinear programming, etc.)
 

are available for practical problems, and some of these are compatible
 

with the large sirulation models often needed to explore real world
 

design and management problems.
 

The "output" of the Abstract tlodeling phase is the detailed set of
 

management and/or design specifications generated by Model Application.
 

These specifications constitute the primary input to the Implementation
 

Design phase of the systems methodology which carriec. 
out the detailed
 

planning nec.;ssary to implement the desired actions. 
 Information developed
 

during later system phases, changes in environmental variables, etc. can
 

indicate the need for repetition of activities of Feasibility Evaluation
 

and Abstract ]tdeling. In some cases 
this may mean simply operating models
 

under a different set of assumptions regarding input and parameter values.
 

In other cases it may involve new models or extensive structural modifica­

tions to existing models. This is consistent with the fact that system
 

design and management in a dynamic environment is a continuous process
 

involving adjustment and adaption through time.
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