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OPTIMAL IRRIGATION DECISIONS WITH LIMITED WATER
 

by
 

Herbert G. Blank
 

Abstract
 

A multiple crop irrigation planning model was developed to
 
determine crop acreages and irrigation timings and amounts under two objectives.
 
The objectives were maximization of expected return and minimization of
 
variance due to random precipitation. The model is applied to a representative
 
farm in the irrigated area near Ft. Morgan, Colorado. 

Recent experimental data from field trials on corn at Colorado State 
University were used. An evapotranspiration ET prediction model was developed 
which reconstructed soil moisture over the season for varying irrigation 
treatments. Regression analysis was used to determine parameters in production 
functions relating ET in various time periods to yields. An additive and a
 
multiplicative relation were tested.
 

A dynamic programming model was developed which determined optimal 
amounts of irrigation at pre-scheduled times for a single crop. The adopted 
ET prediction model and first the multiplicative and then the additive 
production functions were incorporated into this program. Initially the 
problem is solved with unlimited water available at a pro-determined price. 
The model is solved again with water limited in various time periods. The 
results-of this program simulate the situation when the crop competes with 
other crops for the limited water supply. Secondary data were used to determine 
timings and amounts of irrigation water for various production levels of the 
other crops considered in the study. 

The multiple crop case incorporates the results of the single crop model. 
A deterministic and a non-deterministic case were studied. In the first case 
all variables were assumed to take on their expected values, thus reducing 
the problem to a deterministic linear program of maximizing return. In the 
second case, probabilistic rainfall, a supplement to known surface and 

groundwater supplies, was introduced. A simulation program, evaluating 
expected return and variance for various precipitation planning policies was
 
formulated and run. 

The multiple objective problem was reduced to a single objective of
 
maximizing expected return since the change in variance for tile policies 
tested was small. Finally, employing the optimal precipitation planning 
policy, the effect of restricting the known seasonal irrigation supply was 
evaluated. Expected return decreased and the variance of income increased 
as the water supply was increasingly restricted. 





ABSTRACT OF DISSERTATION
 

OPTIMAL IRRIGATION DECISIONS WITH LIMITED WATER
 

A multiple crop irrigation planning model was developed to de­

termine crop acreages and irrigation timings and amounts under two 

objectives. The objectives were maximization of expected return and 

minimization of variance due to random precipitation. The model is 

applied to a representative farm in the irrigated area near Ft.
 

Morgan, Colorado.
 

Recent experimental data from field trials on corn at Colorado 

State University were used. An evapotranspiration ET prediction 

model was developed which reconstructed soil moisture over the sea­

son for varying irrigation treatments. Regression analysis was used 

to determine parameters in production functions relating ET in var­

ious time periods to yields. An additive and a multiplicative rela­

tion were tested. 

A dynamic programming model was developed which determined op­

timal amounts of irrigation at pre-scheduled times for a single crop. 

The adopted ET prediction model and first the multiplicative and 

then the additive production functions were incorporated into this 

program. Initially the problem is solved with unlimited water avail­

able at a pre-determined price. The model is solved again with water 

limited in various time periods. The results of this program simu­

late the situation when the crop competes with other crops for the 
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limited water supply. Secondary data Were used to determine timings
 

and amounts of irrigation water for various production levels of the
 

other crops considered in the study.
 

The multiple crop case incorporates the results of the single 

crop model. A deterministic and a non-deterministic case were stud­

ied. In-the firstcase all variableswere assumed to take on their 

expected values, thus reducing the problem to a deterministic linear 

program of maximizing return. In the second case, probabilistic rain­

fall, a supplement to known surface and groundwater supplies, was in­

troduced. A simulation program, evaluating expected return and var­

iance for various precipitation planning policies was formulated and
 

run.
 

The multiple objective problem was reduced to a single objec­

tive of maximizing expected return since the change in variance for 

the policies tested was small. Finally, employing the optimal pre­

cipitation planning policy, the effect of restricting the known sea­

sonal irrigation supply was evaluated. Expected return decreased and 

the variance of income increased as the water supply was increasingly
 

restricted.
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:INTRODUCTION 

Irrigation is-an agri~ltural practice .fOllowed by man for cen­

turies, its purpose being to increase the produtivity 'df land '_re­

sources and to reduce the uncertainty associated with crop produiction.
 

Tiough early man may not have thought in statistical terms, he did
 

realize that yield could be increased and variation in quantity of
 

yields could be reduced by providing water to crops in addition to
 

that supplied by rainfall. This early attempt by man to control his
 

environment for his own benefit has evolved over time to the present
 

irrigation systems upon which the world depends for much of its food
 

supply.
 

Although the land and water resources of the world are limited,
 

the world's population continues to grow seemingly without limit. The
 

result is that in order to feed this population, agriculture must be­

come more productive. A goal of modern research is to provide infor­

mation to farmers regarding increased productivity. One direction
 

this research has taken is in trying to more efficiently use the land
 

and water resources available to the farmer. This study attempts to
 

continue this line of research.
 

The General Crop Planning Problem
 

A general research problem is to recommuend to a farmer having
 

-limitedresources, which crop or crops he should grow. This decision
 

1
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depends not only on government restrictions and the farmer's limited
 

,resources of capital, land, labor, fertilizer and water, but on the
 

farmer's regard for risk. 
This risk, measured by yearly variation in
 

income, may be caused by .such uncontrollable variables as crop prices
 

orrclimatic events such as hail, frost, or flooding. 
It may also be
 

caused by lack of precipitation combined with lack of irrigation sup­

plyor insufficient delivery capacity to meet the crop demands. 
The
 

farmer'!s objective may vary from maximizing his expected return to
 

minimizing the statistical variance of that return.
 

Solution of the general crop planning problem requires developing
 

a model incorporating interaction among a number of disciplines, in­

cluding agronomy, economics, statistical hydrology, etc. From the
 

general problem various specific problems can be formulated, based on
 

the particular characteristics of the application site and the purpose
 

the model is expected to fill.
 

A Specific Crop Plann,.ng Problem
 

The specific problem dealt with in this study is how to recom­

mend to a farmer which crops to grow given the following assumptions:
 

1. 
The farmer has a set of crops which can successfully be grown
 

with his climatic conditions on his soil type.
 

2. The single variable input is water. 
Fertilizer application
 

amounts are assumed known and constant for each crop, and salinity and
 

other water quality variables are assumed constant throughout the"sea­

son from all irrigation sources.
 

3. The seasonal water supply is limited and the rate of delivery
 

within the season is limited.
 

http:Plann,.ng
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a random variable contributing significantly
4. Precipitation is 


toth water supjplied to .the,crops, 

: 5., Other variables are, deterministi& taking .on their expected 

The farmer's objective" is. to maximize', expected return,,vpro­

viding the variance of this return due to, random precipitation remains 

6 

'it abme'l"acceptable" level. 

,the,fore.-
Other researchers have dealt with certain aspects of­

going problem (see Chapter II). : The main contribution, of this study 

is that it deals with the multiple time period, multiple crop case, 

a includes random precipitation in the analysis. 

Due to availability of data and in an effort to complement-a pre­

vious study (Young and Bredehoeft, 1972), the application:site selec­

ted for the current study was a representative farm in the South:Platte
 

Valley near Ft. Morgan, Colorado. Under current water availability
 

to irrigate to field capacity at
conditions, the current practice is 


each irrigation. This study looks at a future time when water is
 

limited and the price of water approaches its marginal value. Under
 

these conditions. The farmer's decision, after the crops have been
 

planted, is to optimally allocate his water resource among his mix of
 

crops.
 

Itmay be desirable under water shortage conditions to irrigate
 

one crop at a critical growth stage while shorting another crop.
 

Another possibility is that it may be more profitable not to irrigate
 

a crop since the increase in return (marginal return) is less than the
 

cost of the water (marginal cost).
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In order to make the water allocation decision quantitatively,
 

the farmer must possess a production function for each crop enabling
 

him to evaluate potential yields and returns under different water
 

management alternatives. Included In the pre-season crop pattern op­

timization of this study is the optimal water allocation throughout
 

the season based on random precipitation with other climate variables
 

assuming their expected values.
 

Overview of the Optimization Model
 

The following, which may be classified as a "passive" programming
 

approach, represents the overall optimization strategy. Figure 1.1
 

also summarizes the multiple crop optimization strategy. The next
 

sections elaborate on some of the following points.
 

1. Determine optimal timings and amounts of irrigation for the
 

single crop case as a function of water shortage in any period or com­

bination of periods. This is accomplished by a dynamic program.
 

2. Solve a deterministic linear program for each discretized
 

precipitation planning policy. The planned for precipitation amounts
 

are subtracted from the crop water requirements. In this program,
 

discretized crop production methods are considered.
 

3. Test the results of each precipitation planning policy by a
 

simulation program which calculates the expected return and variance
 

under each policy. In this program, linearized production functions
 

are used.
 

4. Determine the optimal precipitation planning policy. The op­

timal crop acreages are determined by using the optimal precipitation
 

planning policy in the deterministic linear program.
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S tart 

Determine a 
Precipitation Planning
 

Policy (PPP)
 

Solve a 
Deterministic LP
 

Based on PPP to Determine 
Crop Acreages
 

Run 20 YearI Simulation Program to
 
Determine Expected Return 
and Variance for this PPP 

Maximized
~dV"accep table"?> 

' Yes 

Stop
 

Figure 1.1
 

MULTIPLE CROP OPTIMIZATION PROCEDURE
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Single Crop Optimization 

In order to establish the multiple crop model, data from the
 

single crop case are required. Various authors have developed models
 

which determine optimal times and amounts of irrigation for a single
 

crop when the seasonal supply is limited, but the farmer has complete
 

flexibility regarding timing and amounts of irrigation (see Chapter
 

II). For this study, a model is required which determines optimal ir­

rigation timings and amounts when the capacity of the delivery system
 

is limited and the single crop competes with other crops for this lim­

ited water supply. Thus, for a given water shortage in any time per­

iod and any possible combination of such shortages, the model must
 

determine the optimal irrigation policy and the forecast yield and re­

turn. The optimal policy is thus determined as a function of the
 

shortage in each of the time periods over the season.
 

The foregoing analysis is carried out for one crop, corn, for
 

which recent agronomic data from field trials at Ft. Collins, Colo­

rado, are available. For the other crops considered by the study,
 

secondary data are used.
 

Multiple Crop Optimization
 

The analysis of the single crop case does not include random pre­

cipitation, but rather only specific values of possible shortages of
 

water in each time period. In order to include precipitation in the
 

multiple crop case, continuous functions relating water inputs to re­

turn are required. These functions are obtained from the results of
 

the single crop optimization. In general, linear functions used to ap­

proximate nOn-linear relations are adequate only over a restricted
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range, In this study, linear functions were obtained whieh annaared
 

to be adequately representative of all the crops and shortages -encoun­

tered in the Ft. Morgan situation. These functions are intended to
 

be most' accurate for a range from the mean precipitation amount (when
 

adequate water is available to irrigate all crops fully), down to a
 

seasonal precipitation shortage from the mean of 8 cm. This shortage
 

occurs less than 10% of the time. For greater shortages, additional
 

data points could be generated and other functions fitted.
 

The Precipitation Planning Policy
 

The approach of this study for handling random precipitation is 

to introduce a concept referred to as the "precipitation planning 

policy." A farmer adopting a 10% precipitation planning policy would 

plan for 10% of the mean precipitation in each time period and would
 

allocate his fixed seasonal irrigation supply during the season ac­

cording to the precipitation to date and a forecast of 10Z of mean
 

precipitation for the remainder of the season.
 

Under a 0% precipitation planning policy, rainfall would be neg­

lected and, with irrigation water limited, a "conservative" mix of
 

crops would be selected, one whose water requirements would always be
 

met, but whose return would presumably be relatively low. Alternative­

ly, under a 100% precipitation planning policy, a crop mix would be
 

se-ectea consisting of higher valued and higher water-using crops.
 

Growth Models
 

• m!e optimization models described in the previuu uourr.L.L ;Lm­

p!citly require as input a simulation model to predict return, or, 

e*quiyAXenptly yieldp from, a crop under any given irrigation and 
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precipitation regime. A simple, accepted input-output relation be­

tween water inputs and yield would be useful; however, such a model
 

does not exist. In this study an intermediate variable is introduced
 

to link inputs to outputs.
 

Photosynthesis, the mechanism by which plants manufacture carbo­

hydrates, may be viewed as the process which results in the final
 

yield. Photosynthesis occurs when carbon dioxide, water and sunlight
 

are all available to the plant. Carbon dioxide enters the plant through
 

open stomata, while water vapor leaves through these stomata at a
 

rate determined by atmospheric conditions and moisture availability.
 

The water vapor that the plant loses through the open stomata makes
 

up the major portion of the total water transpired by the plant.
 

When the stomata close, the flow of both carbon dioxide into the plant
 

and water vapor out of the plant are restricted. For further discus­

sion see Appendix A.
 

Transpiration may thus be used as a proxy measure of plant
 

growth. By maximizing transpiration for a given set of atmospheric
 

conditions, photosynthesis is also maximized since when transpira­

tion occurs the stomata are open and carbon dioxide is also entering
 

the plant at the maximum rate for the given atmospheric conditions.
 

Ldvancing one step further, it can be postulated that lack of trans­

diration, hence reduced carbon dioxide availability and reduced photo­

synthesis, would have greater effects on the final yield in some
 

Yrnwth stages than in others. 

Hanks (1974) used a growth index based on transpiration while in
 

this study an index based on evapotranspiration ET is used. It is
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assumed that the ratio of the ET index to the transpiration index 

would essentially be:a cons tan tiat- least within the accuracy of ,'the 

available data. 

Two product3on, zunctions- are restea in, nis scuay, re.Lamng:,-, Zw 

in various time periods to yield. The functions are the'additivere­

lation 

mIw x i~,i-l. 


ax 
 max1 

and the:multiplicative relation 
n, c 

Ymax' 
im!:LbE )7-.
Imax, 

(1.2)' 

inswhich 

i - growth stage index 
Y - predicted yield

Ymax - maximum attainable yield 
.ETi = ET in growth stage I 

ET - maximum attainable ET in growth stage imax i 

n = number of growth stages 
,Ai and a, = parameters fitted to available data. 

Both of the foregoing relations are incorporated into the single crop 

optimization model. 

ET Prediction Models
 

In order to predict yield for any irrigation regime and with a
 

growth model based on ET, a model which predicts ET is essential.
 

In fact, any model which predicts crop water requirements must keep a
 

soil moisture balance of the form
 

SM "SM + IRR + P -R - D -ET (1.3)
1+1 1l 1 i , : I l ,,1 
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In . h4i h 

i - time index 
SMi a depth of available soil moisture at time i 

IRRi = depth of irrigation at time i
 
=
P, effective precipitation at time i 

RO± - runoff at time i 

Di - drainage (deep percolation) at time i 

ETi - evapotranspiration at time i; all units in cm. 

Runoff and deep percolation may be neglected if the sum of irrigation 

and precipitation amounts in a time period do not exceed the infiltra­

tion rate of the soil, and if they do not bring the soil moisture
 

level above field capacity. Thus, updating soil moisture reduces to
 

establishing an ET prediction model. For a discussion of ET pre­

diction methods see Appendix A. For the requirements of this study,
 

the Yaron ET prediction method, discussed in Chapter III, was con­

sidered adequate and was adopted. This method predicts ET based on
 

soil moisture and stage of growth. Climate variables are included in
 

the growth stage parameters with the assumption that at the given site
 

the parameters are relatively insensitive to year to year climate
 

variations.
 

Combining the ET prediction model with either the additive or
 

the multiplicative production function results in a model to predict
 

yield under any irrigation regime. An advantage of the yield predic­

tion model developed in this study is that it can be directly inte­

grated into an optimization model. Another advantage is that there
 

are few parameters to fit: one parameter for each growth stage for
 

each crop in the ET prediction model, and one for each growth stage
 

for each crop in the production function. A disadvantage in deter­

mining these parameters, however, is that results from extensive field
 



11
 

trials are required. With experience from a number of trials on dif­

ferent soils and climates, 
1w 

an estimation procedures could b'e developed.
 

branization of the Stu 

The next two chapters present the methodology and results of the 

study. Chapter II presents a literature review :of irrigation models. 

Chapter III deals with a single crop, corn, for which recently avail­

able data are used. Parameters of the ET prediction model are de­

termined and two production functions are fitted to available data. 

With this yield prediction model, then, an optimization program is 

presented which determines discretized production levels under condi­

tions of water shortage in various growth stages. The results sug­

gest that this procedure can readily be applied to any crop exhibiting 

differential impact on yield for the various growth stages. 

In Chapter IV, data for other crops grown on the representative
 

farm (alfalfa, sugar beets, and pinto beans) are presented and yield
 

prediction models are determined for these crops. With discrete pro­

duction levels for each crop, a linear program is formulated and
 

solved to determine optimal crop acreages under conditions of known
 

rainfall. Finally, the simulation program for evaluating expected re­

turn and variance under various precipitation planning policies is
 

presented and the optimum precipitation planning policy is determined.
 

Chapter V presents a summary, conclusions and recommendation of
 

the study. Appendices are included containing literature reviews from
 

agronomy, economics, and systems engineering and flow charts of the
 

computer programs developed in the study. Listings of the computer 

programs are available from the author or from the Civil Engineering
 

Department of Colorado State Universitv.
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This chapter has presented an overview of the entire study. As 

in any study, some elements are borrowed and some are original. Among 

the borrowed features of this study are: 

1. Adoption of the Yaron ET prediction model.
 

2. Use of an objective function with both multiplicative and
 

additive terms in the objective function.
 

3. Use of linear programming and the basic principles of dynamic
 

programming in the multiple and single crop optimization models,
 

respectively.
 

4. Use of experimental data obtained by others for crops other
 

than corn.
 

Among the original contributions of the current study are:
 

1. Analysis of newly available data for corn production.
 

2. Testing of several forms of production functions with avail­

able data.
 

3. Development of a dynamic program to establish optimum pro­

auction methods under condition of interseasonal limitations on the
 

irrigation supply.
 

4. Introduction of the concept of precipitation planning policy
 

as a means of simplifying the decision structure and evaluating risk
 

levels and the development of a simulation program to generate the
 

Expectation-Variance curve.
 



-Chapter ..I 

REVIEW :OF IRRIGATION IMDDELE 

Introduction
 

Various models of irrigation systems have been proposed with vary­

ing purposes and varying degrees of sophistication. A distinction may 

e made between scheduling and planning models. Scheduling models at­

tempt to aid the farmer during the season, determining optimal timings
 

and quantities of irrigation. Scheduling models can be updated through-


Dut the season, keeping track of some state variables related to plant
 

growth and variables measuring resource availability. These models
 

are generally daily models.
 

Planning models attempt to aid the farmer in choosing the acre­

age of each crop to be grown. The planning model must take into ac­

count resources known with certainty at the beginning of the season;
 

this model must also deal in some way with inputs such as precipitation,
 

solar radiation, and river flow which are known only probabilistically.
 

Some form of scheduling model may be implicit in the planning model.
 

However, since the planning model makes all decisions at the start of
 

the season, whereas the scheduling model makes decisions as information
 

becomes available during the season, the scheduling model incorporated
 

in a planning model is generally rather gross.
 

This chpter reviews irrigation scheduling and planning models
 

relevant to the current study. For each model the data base,
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bassumptions,,calculations needed, methods of handling ;andomrn y riables,
1
 

.andtmultiple.objectives andconclusions will be discussed. In,.
 

"later section-thesemodels are-discussed in view of theirapplicabil­

ity to the current study.
 

Simulation Models
 

Jensen and:Heerman
 

Jensen and Heerman (1970) described an irrigation scheduling pro­

,gram that has been used by the United States Department of Agriculture
 

and the United States Bureau of Reclamation in advising farmers. The
 

combination equation of Penman which has been described in Appendix A
 

l	forms.;the basis of the program. Evapotranspiration ET is calculated
 

onradaily basis from measured data and available soil moisture is up­

dated by,theprogram during the season.
 

At any time during the season, the next irrigation can be pre­

dicted using the formula:
 

D -D
 
N 0o (2.1) 

Et 

in which 

D - current estimated depletion of soil moisutre (in.)
 
D - maximum allowable depletion for the present stage


of growth (in.)
 
it mean ET rate for the 3 previous days and 3 fore­

cast days (in./day) 
N - estimated number of days to next irrigation. 

In another paper (Heerman and Jensen, 1970), the it value used 

was obtained from a graph showing Et as a function of time, normally
 

distributed about the peak ET day. From experiments at Akron, Colo­

rado, better results were obtained by this method than with the pre­

vious method, which required a subjective forecast of Et
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The next refinement in estimating an irrigation date was to add
 

a termto :N 
'dueto:expected precipitation :The -authorsc:doncluded
 

that for the'eastern Colorado region with relatively lowiprecipita­

ion, irrigation dates are not significantly :affectedby ithis.refine­

ment.
 

Kincaid and Heerman-


Kincaid and Heerman (1974) describe a scheduling-program for a
 

!programmable calculator. Again, the basis for the program is the Pen­

man combination equation and associated crop coefficients and stress
 

factors as described in Appendix A. As in the two previous papers,
 

the authors assume an optimum soil moisture depletion level, stated as
 

50% of the total available moisture within the root zone. At an ir­

rigation, the soil profile is returned to field capacity. The method
 

of forecasting the irrigation date makes use of the normally distri­

buted Et function.
 

The scheduling programs described have a specific purpose: rec­

ommending next irrigation date based on maintaining the crop within
 

previously determined optimal conditions. The assumption, basically,
 

is that water is not scarce. The programs provide no information to
 

the farmer who must choose, for example, between irrigating part of a
 

crop fully or all of a crop lightly. The economic question of trad­

ing cost of water for increased return is not considered, or in other
 

w6ords, the cost of water is assumed to be far less than the marginal
 

return due to a unit of water.';
 

Hanks
 

Hanks (1974) tested a production function (described inAppendix
 

B) for predicting grain yield from corn and sorghum. The author did
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nothae ' i6 apyd ine~ .. 9hs.. 
.pt to app. ythis model 
 a planning or scheduling 

sense. The model is limited by data in that it requires daily values 

oif potential evapotranspiratlon and potential soil evaporation under 

the crop canopy.
 

In a later paper, Hill, Hanks, et al., (1974) described a pro­

gram which predicts corn yield using the production function tested
 

by Hanks. 
The program was used to predict the effect of supplemental
 

irrigation on an otherwise rainfed site. 
The conclusion was that a
 

supplemental irrigation system could be economically justified. The
 

program as described in the paper was used as a simulation of an ir­

rigation system, answering a question "what if"irrigation were avail­

able. The more general problem of optimal cropping pattern and op­

timal water allocation was not approached by the authors.
 

Yaron
 

Yaron, et al., (1973) developed a soil moisture simulation model
 

as described in Chapter III. 
 Using wheat data the authors fitted
 

parameters to a Cobb-Douglas type function, an exponential function,
 

and a Mitscherlich function (see Appendix B). The Mitscherlich func­

tion was adopted having the following independent variables:
 

1. Number of days during growth season with soil moisture
 
above 12% (about 45% of available soil moisture),
 

2. A variable which measured the quality of the germination
 
perioi, and
 

3. A year variable (4years of data were used in the regres­

.sion).
 

,Upon obtaining a suitable yield prediction equation, 16 years of
 

rainfall data were used to simulate the effect on yield,of twoapproach­

es to irrigation scheduling. These were:
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1. 	 Irrigation on the oasis of a predetermined time schedule, 
the quantities of water applied being equal to the 

:moisture deple'tion in the root, zone at the tie'of lrri 
gation, and
 

2. Irrigating at the date on which the soil moisture Isde­
pleted to a predetermined critical level (Yaron, etaL ',

1973). 

Taking into account costs of water, the authors concluded that 

the second policy is slightly better than the first according to three 

,bjectives: maximizing expected net return, minimizing variance, 

and maximizing income during years of low rainfall. 

It should be noted that this is still a simulation approach, ir­

rigation times and amounts were chosen according to two arbitrarily
 

=hosen rules and tested to determine net return. No attempt was made 

to analytically determine the optimal conditions, though the authors
 

are 	apparently near the optimum according to all three objectives.
 

Stewart and Hagan
 

Stewart, et al., (1974b) describe 18 optimal methods of corn pro­

duction with limited water supply. These methods are derived from
 

data from field trials at Davis, California. Four irrigation days
 

were specified during the season and irrigations were applied in one­

inch increments up to field capacity. The irrigation days were sched­

uled to occur when 70% of the previous irrigation amount had been re­

noved from the root zone. A pre-irrigation to field capacity occurred 

pri6-to planting. Yields were measured and profits due to irrigation 

were calculated, including a water cost and a labor cost of irrigation. 

Similar to those models previously discussed, the model of Stew­

art,'et al., did not involve optimization techniques. Also, a pro­

ductibn function was not derived. The authors recommended that'if a
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,fixed quantity of irrigation water per acre is known at the start 

of the season, the water should be applied according to tha tables 

(see Tables 4 and 5, Stewart et al., 1974b) derived by the authors.
 

This model is thus deterministic and assumes a single crop and an ob­

jective of maximizing return. The model could be adequate for the 

climatic conditions in the Central Valley of California, but is not
 

readily transferable to other sites without repeating the full range
 

of field trials.
 

Blank (1975) discusses how the results of Stewart, et al., can be
 

applied to a crop planning model involving optimization. The model
 

suggested is basically deterministic except that it may be extended
 

to consider probabilistic water availabilities.
 

Single Crop Optimization Models
 

Hall
 

The models thus far discussed in this chapter have dealt with
 

three aspects of the irrigation problem. Jensen and Heerman were con­

cerned with scheduling and in particular, predicting date of next ir­

rigation to obtain maximal yield. Yaron and Hanks were concerned with
 

deriving production functions and then proceding to simulate crop
 

yields under varying conditions. Stewart and Hagan's main contribu­

tion was in generating basic data relating water inputs to yields.
 

Hall, on the other hand, has worked with various people from the
 

opposite end of the problem, starting with the optimization formulation
 

and solution techniques, without concentrating on basic data.
 

Hall and Buras (1961) presented a problem of the optimal crop
 

acreage for a known limited water supply. They dealt with a single
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crop, for which return as a function of seasonal water input was
 

known, The authors form ated' a dynamic progra to solve te problem 

and also developed a graphica "solution technique, This'model is
 

limited in that it dealt with a'single crop, was deterministic, "and 

dealt only with the seasonalwater input. 'Also, economies of scale 

were not discussed (i.e., as more land isbrought into production, 

the total average cost decreases). The model did, however, consider
 

the problem of limited water supply, concluding that, at least in the 

concave region of the production function (Stage 2) the policy should 

be to irrigate the selected acreage uniformly. The selected acreage, 

apparently, depends on the shape of the particular production function. 

Hall and Butcher (1968) introduced additional complexity by con­

sidering the effect of time of water applitation on yields. Again the
 

model dealt with a single crop and again the top down approach of
 

assuming a production function was used. The form of the return func­

tion was
 
n n 

Z --P 9 ai(di)...i-l .Ymaxax Ecii-l •x (2.2) 

.inwhich 

Z - return
 
P - price per unit of yield ($/lb.)
 

=
Ymax maximum yield (lbs.) 
di - soil moisture deficit from field capacity at time i 

(in.) 
ai(di) = dimensionless yield reduction coefficient for time 

period i 
x, M quantity of water applied during period i (acre-inch) 

ci - cost of water application during period i ($/acre-inch). 

After suggestions by Aron (1969) the model was presented infinal
 

form by Hall and Dracup (1970) as a dynamic programrhaving three state
 

variables which are
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q - amount of water in storage (acre inch) 

w"= soil moisture level (in.)* 

and A - "state of the crop at any time as a result of the 
possible deficiencies before the time period" 
(Hall, 1969) (dimensionless). 

The model may be classified as a single crop, deterministic,
 

scheduling model. The model assumes a fixed supply of irrigation
 

water to be applied to a known crop acreage. The results of the pro­

gram are the optimal timings and amounts of irrigation water, deter­

mined on the basis of knowledge known at the beginning of the season. 

Precipitation and other random variables are apparently assumed to take
 

on their mean values. The model is theoretical in that it is not based 

on actual data and is not applied to an actual site. In addition to 

the assumption regarding the multiplicative nature of the production 

function, the model assumes that daily evapotranspiration is a func­

tion only of the soil moisture level for that day, not of solar radia­

tion, etc., though a more complicated relation could be adopted.
 

Hall and Dracup (1970) discuss the problems of computation with a 

three-state variable dynamic program and suggest methods for speeding 

the program by restricting values of the state variables.
 

Minhas 

Another single crop model was presented by Hinhas, et al., (1974). 

The authors developed an evapotranspiration ET prediction model for
 

wheat as a function of available soil moisture only. The function was 

of the form 

r x )f() - (1 - 'rx)/(l - 2e~f X + (2.3) 
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in which 

r - pa meterFfitted,from data (l/,in.)
 

x - available soil moisture. ASM,. in :root zone (in.)
 

Xm ASH,. at field capacity FC (in.)
 
'
x-ratio of actual to potential ET foria plant when green 

cover is fully established. 

The graphof the function is similar to Figure A.4., Actil ET is 

the product of f(x); potential 'ET; and a-crop weighting function,
 

Incieasing from planting to full cover, constant until start of
 

ienescence, then decreasing to harvest. Parameters were fitted from
 

iheat data from Delhi, India, and tested against results from alfalfa
 

iata of Mustonen and McGuinness (1968).
 

With an adequate ET prediction function, the authors used re-


Iression to fit parameters to the multiplicative function
 

22 b2 

x) 2 ]bn 

1 )2] b l [1 (1 b(n

[1 - (1 -

Ln which 

Y-,yield 

x- relative (i.e., fraction of maximum) ET in period j 

a, bl, b2, . . . bn are positive parameters fitted from data. 

The data used were from 21 wheat experiments over 3 years. Dummy
 

variables were introduced "to capture the effects of the differences
 

in experimental designs, varieties used, amounts of fertilizers used,
 

and the climatic factors (nonmoisture) between different years,"
 

(Minhas, et al., 1974). The resulting regressions generally had high
 

values, of .,but the, parameters of. interest tended to be nonsignifi­

cant, 
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The authors adopted a production function consisting of two time
 

periods and tormulated an optimization problem of maximizing yields
 

subject to meeting a seasonal water availability constraint. The prob­

lem was solved via marginal analysis, equating marginal products of
 

water in the two time periods.
 

This study is interesting in two respects. First, except for the
 

regressions, the study was devised to avoid computer work. Integrals
 

were evaluated analytically and the optimization problem was solved
 

by traditional means. Secondly, the study attacked the entire prob­

lem from basic data to the optimization problem. The approach is lim­

ited in that it does not consider the effect of random variables, and 

assumes a single objective of maximizing yield from a previously 

planted field. Consistent with the results of Hall and Buras (1961), 

the optimal policy is to apply water uniformly throughout the field. 

De Lucia 

De Lucia (1969) devoted one chapter of his study to optimal irri­

gation timing of a single crop, applying the model to soybean produc­

tion in Mississippi. The author formulated a three-state variable dy­

namic program with variables: quantity of water in surface storage,
 

available soil moisture, and streamflow during the previous period.
 

In addition, random variables of streamflow and rainfall are consider­

ed. Streamflow in a period is conditionally related to flow in the 

previous time period, thus necessitating the third state variable. 

Two sources of water are considered, surface and groundwater, at dit­

fering costs. 
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The production function is an additive function of each time per­

iod's contribution to growth. The objective is to maximize net re­

turn: price times yield less water costs. The growth function was
 

adopted from Moore (1961), relating average soil moisture during a time
 

period directly to growth. It is assumed that growth in all time per­

iods contributes potentially equally to yield.
 

The model was solved using two probability levels of rainfall
 

and four of river flow over 22 weeks. With a grid size of 16 acre­

feet reservoir storage and 0.37" soil moisture levels, the computa­

tion time was 26 minutes. Obviously, extendig the problem to more
 

general cases such as the multi-crop problem would make computation
 

time unreasonable.
 

The model, then, illustrates the complexity involved in the dy­

namic programming approach when random variables are introduced.
 

Still, at this complex level, only a single crop and a simple additive
 

return function which is only a function of available soil moisture is
 

considered. By considering a return function similar to that of Hall,
 

another state variable would be added. Considering deterministic
 

stream flow would remove one state variable. These two modifications
 

would thus keep the problem computationally feasible, but still the
 

problem would be limited to a single crop with a single objective of
 

maximizing expected return.
 

Dudley 

Dudley, et al., (1971a) formulated a two-state variable dynamic
 

program to determine optimal timing of irrigation for corn with a
 

limited seasonal water supply. The state variables were available
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soil moisture, ASH, and quantity of water in storage. The authors as­
4... . 1 . 1 4t_' , ,4 • I . 1 ' I' l l 

sured an additive growth function with varying dollar values for
 

growth in each time period. A "growth-no-growth" assumption was made,
 

employing a concept similar to the stress-day concept of Flynn and
 

Musgrave (1967) discussed in Appendix A. If ASM ishigh in rela­

tion to potential ET, ET occurs at a maximum rate and a growth day
 

occurs, contributing to the dollar value of the crop. If ASM is low,
 

ET occurs at a rate Ema "the maximum rate which water moves into
 

the plant from the soil mass," (Dudley, et al., 1971a) and a no-growth
 

day is recorded, contributing nothing to the value of the crop.
 

A stochastic dynamic programming model was formulated to make use
 

of 20 years of evaporation and precipitation data. The objective
 

was to maximize expected return as a function of terminal soil moisture
 

TSM, that is the ASM percentage at which an irrigation is to occur.
 

Transition probability matrices of beginning soil moisture are gener­

ated for each TSM policy in each time period and for each level of
 

water supply. Similar matrices are generated for beginning water sup­

ply and return.
 

This model is of interest because, although it does not consider
 

multiple objectives, it does consider random precipitation and random
 

free water evaporation, which is assumed to represent all other climatic
 

variables. Employing the additive production function and the growth­

no-growth concept limits the usefulness of the model, however. For
 

corn, Hanks found the multiplicative function adequate to represent
 

the possible large reduction in yield due to low soil moisture in
 

critical periods. A final point which is brought up by the authors, is 
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that at each irrigation the soil profile is returned to field capacitv. 

Ln an area or relatively high precipitation',this"' ssum iiiadoes;ndt 

3eem reasonable since, should a rainfall occur after thei rigaion
 

Ehe water would be wasted in runoff and deep percolation.
 

The results of the stochastic dynamic program are employed in a
 

second model described by Dudley, et al., (1971b). While the first
 

model looked at optimal timing for a given acreage, the second looks
 

at the optimal area to be planted to a single crop, adding an addition­

al stochastic variable of reservoir inflow.
 

The problem solution technique is basically a simulation approach;
 

an acreage is selected and expected return is calculated based on the
 

20 years of data and the optimal terminal soil moisture policies de­

veloped from the previous model. The process continues by varying
 

the acreage and calculating return until an optimal return is achieved
 

assuming return as a function of acreage is a unimodal function.
 

As the authors point out, the method assumes irrigating all acre­

age uniformly will achieve the optimal result. The method neglects 

the possibility of irrigating some of the crop while growing the re­

mainder under dry land conditions or lightly irrigating it. Such a
 

result may be chosen by a farmer having multiple objectives of meeting
 

a minimum income and maximizing expected return. The profit maximizing
 

result, as discussed previously, is to irrigate the entire acreage
 

uniformly, providing operation is in Stage 2 of the production
 

function.
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Multiple Crop Optimization Models
 

Mobasheri
 

A first example of an effort to model a multiple crop situation
 

is presented by Mobacheri (1968). 
 The problem is formulated as a
 

deterministic yearly linear program and is used as a subprogram of a
 

reservoir sizing problem.
 

- The model considers constraints on the total acreage available,
 

the total amount of capital which is available for investment in the
 

crops, the total amount of labor (in man days) available for the
 

season, and the total amount of water available for irrigation. The
 

model considers four crops with each crop possibly grown according to
 

three different methods. Each crop can be grown with:
 

1. High capital investment and low labor usage,
 

2. Medium capital investment and medium labor, and
 

3., Low capital and high labor usage.
 

Each method has associated with it a certain potential yield per acre.
 

The author considers levels of production in tons but to be consistent
 

with later models equivalent equations are presented in
acres.
 

Let xi be acreage devoted to crop i. Consider different methods
 

as different crops to avoid the use of double subscripts. The land
 

constraint is
 
n
 
x <X (2.5)
 

fin which X is the given total acreage, The capital consttaint, is 
n 
E cix i < C (2.6) 

in which ci is the capital required for one acre of crop 1I and C 

is the total seasonal capital available. The labor constraint is 
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n 
E,dx , . (2.7) 

in which d is the number of man-hours required for one acre:°of-pro­

duction of 'crop"i "afnd" D"'is the"total man-hours avdilable in the 

season. ine irrigation constraint is'.. 
n 
E ex i < E (2.8)

i-i 

inuvWhich-' c', is, the quantity,. of irrigation water required to. produce 

oner acre-of crop -iand E. is the total water available in the season. 

Thesimplex linear programming method is used to solve for the 

xj which satisfy the foregoing constraints and which maximize the ob­

jective function given by
 

n 
max E r xi (2.9)i=l1 

inwhich ri is the known net return per acre of crop i. This model
 

isprobably too simplified to be applied to a specific situation. One
 

problem is that the model isdeterministic. That is,it assumes the 

amount of water available to the system is known at the start of the 

season with rainfall neglected. Secondly, the model isset up on a
 

yearly basis. The model does not take into account seasonal varia­

tions in the supply of water or labor, or the crop demands for water 

or labor. According to the model, for example, sufficient yearly 

labor may be available on the average for a certain level of produc­

tion while inactuality there may be shortages of labor at certain
 

peak labor demand periods such as at harvest. Despite these drawbacks,
 

the model is a good starting point for the discussion of multiple­

crop models and itwas useful in the particular case of determining
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:pptiml ,reaervoir.storage, where a figure representing relative re­

turn from a variable yearly supply of water was needed. 

anuerson ana maass
 

The simulation model developed by Anderson and Maass (1971, re­

vised 1974) seems to present the next level of sophistication. The
 

basis of the model is the rules that are established for irrigation 

to achieve maximum yields. Anderson and Maass neglected the role of 

soil moisture simulation models and turned, as did Mobasheri, to em­

pirically established irrigation requirements for optimal yields with
 

given soil conditions, climatic conditions and crop varieties. Thus,
 

the authors eliminated the possibility of including climate related
 

random variables. 

The season is broken down into 14 two-week irrigation cycles and
 

an empirically determined table is used to determine quantities and 

times of irrigation. The model assumes a 50% efficiency from the
 

farmer's headgate to the root zone. 
 Rainfall and climatic conditions
 

are considered deterministic. If it is known with certainty that a
 

rainfall will occur, for example, during the first two weeks of June
 

then the irrigation requirements may be adjusted to take this into
 

account.
 

In addition to the time and quantity table, there is a table
 

which shows the loss in potential yield when a prescribed irrigation
 

period is missed. There are further rules concerning losses which are
 

incorporated into the simulation model such as crop loss if 
two suc­

cessive irrigations are missed.
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Other specific aspects of the model are that it considers vary­

i tpes of irrigation dis.tribution sy'stems i. al 'foerd'C­

'tion of acreage if water should become'sh'ort during' the seas. ' The 

model does not include groundwater as a source of supply or possibili­

ties of holdover surface storage.
 

The solution method has been termed a "steepest ascent" method
 

by the authors, however, in a strictly mathematical sense it appears
 

to be merely an ascent method, not necessarily steepest ascent. In­

terpreting the schematic algorithm, the crops are set at their mini­

mum acreages and during each iteration the acreage of a crop is in­

cremented, if possible, then a subroutine is called which finds the
 

net benefits for this acreage pattern and tests to see if higher bene­

fits would accrue if certain irrigations were missed. The crop pattern
 

and benefits are stored and the algorithm cycles to increment acre­

ages if possible thus repeating the process. The crop pattern and
 

irrigation procedure yielding the highest return is selected to com­

,:plate the procedure.
 

One problem with this method is that acreages are incremented in
 

discrete amounts. The increments must be chosen sufficiently small in
 

order to insure convergence, thus requiring much computer time.
 

A second problem is that the method may converge only to a local
 

optimum. If the starting point is in some sense "near" a local op­

timum the method will converge to that point. No information is known
 

about the overall nature of the net benefit function because of the
 

complications introduced by considering missed irrigations. The prob­

lem could be eliminated if the solution method calculated all crop
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.pattern possibilities (a grid technique requiring an enormous number 

of calculations) or if a starting solution is chosen "near" the glo­

bal~optimum. With this particular formulation, it seems that an in­

itial point could be determined sufficiently close to the suspected
 

global optimum. 

A third problem is that irrigations occur at the full amount or 

at zero amount. Employing a continuous production function would give
 

more realistic results.
 

Despite the deterministic nature, the model does consider the 

importance of timing the water input. The model uses empirically de­

termined optimal timings and amounts for a particular crop, soil type, 

and climatic condition, and hence is not readily transferable to
 

another site. 

Young and Bredehoeft 

Young and Bredehoeft (1972) presented a multiple-crop planning
 

model to determine a policy for conjunctive use of groundwater and
 

surface water. Mobasheri, as did Anderson and Maass, considered sev­

eral alternative methods of production for each crop. Young and
 

Bredehoeft used the same idea, considering different amounts and tim­

ings of irrigation as different production methods. The optimal ir­

rigation amount as developed by Anderson and Maass is one method, 

other methods correspond to skipping certain irrigations. Each method 

is associated with a certain net benefit per acre. 

The model was simplified over Anderson's in that only four irri­

gation periods were considered. 'Groundwater was considered as an ad­

ditional source of supply. A linear program was formulated similar to
 

that of Mobasheri's except with the added dimension of time.
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The irrigation planning problem was solved as a sub-program in a 

large simulation program. 'The authors did not c6nidefithe stochastic 

aspect of the problem due to the speed needed in computation. Similar 

to Anderson and Maass, the'authors restricted themseivesi6toa -siite
 

specific model with a single objective of maximizing return and all
 

or nothing irrigations.
 

-Smith,,
 

Smith (1973) developed two irrigation planning models applied to
 

expanding an irrigated area inwhat is now Bangladesh. The first model
 

is a deterministic linear program of maximizing the net present value
 

of the project considering capital investments in canals, drains and
 

wells and returns due to a variable amount of land to be irrigated.
 

Crop water requirements in various time periods and other data are
 

known but are not presented in the paper. In an earlier study (Smith,
 

1970), reference is made to data obtained from "various unpublished
 

memoranda of the Ganges-Brahmaputra Basin Study." Constraints include
 

limits on pumping, rise in water table, labor, and acreages of cer­

tain high valued crops due to limited market demand. A minimum acre­

age of wheat is used as a parameter in the program to reflect a govern­

ment objective of self-sufficiency in grain which conflicts with the
 

profit maximizing objective.
 

A second model with basically the same constraints as the first,
 

is formulated as a chance constrained program (see Appendix C), view­

ing rainfall and prices as random. The results presented in the paper,
 

however, are just for the random water supply case. For a risk level
 

of 30%, for example, the consumptive use coefficient is reduced by the
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amount of effective rainfall that occurs with at least 70% probability,
 

thus the constraints are violated 30% of the time. The result is 
a
 

cropping pattern with return that occurs with 70% assurance. The ques­

tion brought up in Appendix C of what happens when constraints are not
 

met is answered by Smith. A 57 year simulation model was run with
 

simulated rainfall employing the cropping patterns obtained from each
 

of the risk levels (up to 30%). The results showed the effect on
 

groundwater levels, returns, etc., when the constraints are violated.
 

The expected return and variance of the returns would have been use­

ful statistics generated from the simulation model, yielding an EV
 

diagram (see Appendix C). These statistics were not discussed by the
 

author.
 

It seems that for the simulation model to properly determine the
 

effect of variable rainfall, a continuous production function would
 

have to be incorporated. This point was mentioned in another report
 

(Smith, 1970, p. E, 3). "This procedure assumes a linear relationship
 

between crop yield and the water applied during any decision period."
 

The data on which the relations are based was not discussed.
 

De Lucia
 

De Lucia (1969) formulated a multi-crop linear programming model 

which is solved at the beginning of the season. Other similar pro­

grams are solved as the season progresses, making use of the then cur­

rent available knowledge of various random variables. This solution
 

technique is referred to as a sequential linear programming model. The
 

programs which are solved after the start of the season do not provide
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additional information to the first program which is a deterministic
 

linear program, maximizing return based on t eas'sutioni that ra om
 

variables will assume their expected values.
 

De Lucia does consider various methods of producing crops, m-


Liar to the method later used by Young and Bredehoeft. These produc­

tion methods are developed for each soil type from the Moore type-'
 

growth curves as discussed previously.
 

The initial linear program considers acreage constraints by soil
 

type, minimum and maximum crop acreages, and crop water use constraints
 

with coefficients removing expected effective rainfall and consider­

ing a known constant irrigation efficiency term. Surface and ground­

water availabilities are known in various time periods. An overlap­

ping growing season is handled by the first of the foregoing con­

straints.
 

Whereas the single crop model of de Lucia adequately handled
 

stochastic variables, the second model does not consider them, at
 

least from the point of view of the farmer at the start of the season.
 

A single objective of maximizing return is adopted. The same criti­

cism of the basic data applies to this model as to the single crop
 

model: The Moore type additive relation between soil moisture and
 

growth isnot confirmed to adequately represent crop yields.
 

Hall
 

Hall and others in a report by the R. M. Parsons Co. (Parsons,
 

1970) applied Hall's work to a study of Indian irrigation. Data were
 

obtained for two crops, wheat and jowar, (see Figures 2.1 and 2.2) and
 

graphs were drawn for the coefficients ai(di) in the multiplicative
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yield function, Equation 2.2. For these two crops a dynamic program
 

was developed to determine optimal timings and amounts of irrigation.
 

Fertilizer was also considered, under the assumption that for a given
 

water application, yields were related to relative quantity of ferti­

lizer applied or
 

Y = aN(N)a1(dl)a 2 (d2) . . . an (dn)Ymax (2.10) 

in which a N(N) is given for maize by Figure 2.3. The program differ­

ed from that of Hall and Dracup (1970) in that the objective is to 

maximize yields and returns. Three state variables were considered: 

quantity of water in storage, soil moisture in the root zone, and 

available capital. The program allocates capital over the season be­

tween water and fertilizer. The results are optimal irrigation and 

fertilizer applications for a given level of available capital.
 

Various methods of production for the two crops are obtained
 

from the dynamic program and these are used as input to a district wide 

linear program that considers, deterministically, optimal crop acre­

ages. The objective is to maximize the net value of the output. The 

constraints considered by this pror."am are water availability in var­

ious time periods, land use constraints, fertilizer availability, man­

power availability, animal power availability, storage and trans­

portation availability, and a constraint that limits the acreage of 

nonfood crops. 

As can be seen from Figures 2.1 and 2.2, limited data were avail­

able for determining the production functions of wheat and jowar. In
 

the Ferozepur district, for wheat and jowar the dynamic program deter­

mined four methods of irrigation, from fully irrigated to rainfed only.
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For the other crops in the district (cotton, maize, rice, and gram),
 

fewer methods of irrigation were considered. Water coefficients for
 

these crops were determined from consumptive use and expected pre­

cipitation data. The consumptive use data for full irrigation (see
 

Figure 2.4) were "established through research and careful field ob­

servations" under the direction of the American team leader, Wayne 

Criddle. The source of the consumptive use data for other than full 

irrigation methods was not discussed. 

The three state variable dynasic program was written in ALGOL by 

the staff of the Parsons Company. To establish the program took 1,700
 

man hours and 20 hours of computer time. The final program run for a 

single crop in a single region took approximately 50 minutes. Ob­

viously, repeating the program for each crop in each region of India,
 

as was the initial intention of the study, would be a formidable task.
 

Still at this level, the problem considered is deterministic.
 

Discussion of Multiple Crop Models
 

In this section various aspects of the multiple crop studies are
 

compared and contrasted, in particular the following are discussed:
 

1. The problem statement
 

2. The basic data used 

3. The growth model or production function adopted
 

4. Additive vs. multiplicative functions
 

5. Optimization and consideration of risk.
 

Problem Statements 

Mobasheri (1968), Young and Bredehoeft (1972), Anderson and Maass 

(1971), Hall (Parsons, 1970), and de Lucia (1969) all consider basical­

ly the same problem: maximizing yearly yields or return from a fixed 
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irrigated acreage, considering a given number of feasible crops.,
 

Smith (1973) is concerned with maximizing the net present worth of a 

planned expansion of a presently irrigated area, considering capital
 

investments of the project and capacity dependent operation and main­

tenance costs, in addition to costs of water.
 

All of the previously mentioned authors consider linear constraints
 

such as land constraints, water use constraints, etc. Smith (1973)
 

and 11 (Parsons, 1970) consider crops grown in time periods extend­

ing throughout the entire year, but none of the studies consider more
 

than one year and possible crop rotation requirements.
 

Basic Data
 

The data used by the authors range from being based on extensive
 

field trials to being based on rather questionable assumptions.
 

Stewart and Hagan (1973b) conducted field trials, growing corn under
 

many different irrigation regimes.
 

Yaron, et al., (1973) and Minhas, et al., (1974) rely on data from 

a number of years to establish their respective production functions. 

A "year" term is often included in the regressions. When the year term 

accounts for much of the variation in observed yields, the model ob­

viously has not been well constructed. A model of plant growth which 

includes soil moisture and climatic terms should not require a year 

term. Another alternative is to use data collected in a single year, 

thus eliminating complicating effects of climatic variability. 

Smith (1973), de Lucia (1969), and Mobasheri (1968) devote little
 

time to discussing the data on which their studies are based. Consump­

tive use figures for fully watered crops are available for many crops
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in many locations. These data are adequate for a study such as Mo­

basherit s. In other studies,,including Hall's and Anderson and,
 

Maassl, it appears that data for yields under conditions of less than
 

.optimum water supply have,been based, in some cases, on judgment re­

sulting from limited observations. This is not meant tobe a criti­

cism of the studies, only a reflection on the lackof data-and thew
 

lack of theory to predict crop yields.
 

Growth Models and Production Functions
 

Similar to the diversity in making use of basic data, diversity
 

was noted in the growth models and production functions adopted by
 

the various authors.
 

Stewart and Hagan (1973b) proposed a growth model linearly re­

lating yields to seasonal ET. Yaron, et al., (1973) proposed a simple
 

model for predicting ET while Jensen and Heerman (1970) and Hanks
 

(1974) have more complicated models. Yaron used the stress day con­

cept to develop a production function. Hanks related ET in various
 

time periods to yields with a multiplicative function. Hall used a
 

multiplicative production function with terms functions of soil mois­

ture during the time periods. Updating soil moisture in Hall's model
 

requires predicting ET. As in Yaron's formulation, Hall's ET (Hall
 

and Butcher, 1970) is only a function of available soil moisture, ASM.
 

In the model of Minhas, et al., (1974), ET is a function of
 

ASM, potential ET and a crop factor. Evapotranspiration is re­

lated to yields through a multiplicative production function. Dudley,
 

et al., (1971a) predict actual ET from free water evaporation, a
 

crop factor, and a soil factor. Yields are predicted based on the
 

growth-no-growth concept which isbased on daily ET values.
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Al ,of the previously mentioned authors rely on an ET estima­

tion model. Some authora ralate ET to yields while others, such as 

Hall, require estimates of ET in order to update soil moisture, which 

in 
turn is related to the yield coefficients in each time period. 
In
 

any case, an ET estimation model is needed.
 

Additive versus Multiplicative Functions
 

Multiplicative production functions have been employed by Hanks,
 

Yaron, Hall, and Minhas. Jensen (1968) proposed using the multi­

plicative relation for some crops, but the irrigation scheduling pro­

grams of Jensen assume only one method of production. Mobasheri,
 

Anderson and Maass, Young and Bredehoeft do not employ continuous
 

production functions.
 

Smith, in his simulation model, assumes a "linear relationship be­

tween crop yield and the water applied during any decision period"
 

(Smith, 1970). 
 De Lucia assumes an additive function, based on theory
 

by Moore (1961) which does not appear to be justified for all crops
 

(Hall and Dracup, 1970, p. 134; and Jensen, 1968). Dudley's growth­

no-growth concept is an additive relation with each growth day con­

tributing a dollar value to 
the crop.
 

The multiplicative relation says, for example, that if growth is
 

only 70% of potential for a particular growth stage, then the maximum
 

yield attainable by the crop is 70% of potential. According to the
 

additive theory 70% of potential growth in a particular time period
 

will only result in potential yields being reduced by 30% of that
 

particular time period's potential contribution (see Figure 2.5).
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Figure 2.5
 

ACTUAL AND POTENTIAL GROWTH BY IRRIGATION CYCLES
 
(From Moore, 1961)
 

Again, the point is made that an adequate theory isnot gen­

erally accepted and that currently available data are not sufficient
 

to conclusively adopt any of the production functions described. As
 

new data become available there is a need to test them with both
 

approaches.
 

Optimization and Consideration of Risk
 

Simulation models have been formulated by Hanks (1974), Yaron, 

et al. (1973), and Anderson and Maass (1971). In the last two studies 

insome sense optimal results were obtained. Optimization problems 

formulated as dynamic programs were presented by Hall (Parsons, 1970), 

de Lucia (1969), and Dudley, et al. (1971a). Linear programs were 

formulated by Hall (Parsons, 1970), de Lucia (1969), Mobasheri (1968), 

Young and Bredehoeft (1972), and Smith (1973). Minhas, et al. (1974) 

formulated a mathematical programming problem and solved it using mar­

ginal analysis. 

As was discussed previously, linear programming is well suited
 

to handling the multiple cropping problem. Different methods of pro­

ducing a single crop are easily incorporated into the model. Also,
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proble~s, of wider scope, such as that of Smith's which includes well 

and canal sizing, are also amenable to the linear programming format, 

In Mobasheri's and Young and bredehoeft's studies, the scope was de­

creased so that the linear program could be used as a sub-program in 

a larger problem. 

All of the linear programming models employ constant water use 

coefficients except for that of Smith, which allows for random pre­

cipitation by including an effective precipitation term in his water 

use coefficients. De Lucia inhis linear programming model assumes the
 

expected value of precipitation will occur. The fixed water require­

ment models are limited in that they cannot consider random climatic
 

variables besides precipitation. These models may also be criticized
 

in that they do not get down to the actual physical process involved
 

in plant growth. They assume for a given time period a fixed quantity
 

of water is needed, whereas in actuality this quantity is a variable,
 

dependent upon climatic variables such as temperature, humidity, wind
 

speed, soil moisture status, previous condition of the plant, etc.
 

However, the linear programming format appears to be the only method
 

available for handling the multiple crop problem. Random water use
 

coefficients could be handled, still retaining the basic linear pro­

gramming format, by discrete stochastic programming methods (see
 

Appendix C) if such methods were warranted.
 

Of the authors who have formulated multiple crop models with
 

linear programs, only Smith (1973) has considered risk. Initially,
 

he formulated a deterministic linear program, then he extended it to a
 

chance constrained program with precipitation as the only source of
 

risk. Finally, he ran a simulation program based on the results of
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the previous program to determine the effects when the probabilistic 

.onstraints were violated In the current study# further work" is done 

Imploying the method of 'Sith. Moving to the discrete stochastic 

ipproach with the large programs that are generated does not seem
 

'---tified with currently available data.
 

Summary
 

From the discussion of the previous sections, it is clear that a
 

definitive multiple crop irrigation study has not been performed.
 

Such a study will not be performed, of course, until an accepted theory 

for predicting yields is developed. Until that time, using the best
 

available information, work can continue on improving and expanding
 

existing studies. The remainder of this section presents research
 

areas in which a new study should contribute.
 

A first area is basic data. Results of field trials for various
 

crops and various water inputs and timings are needed to test theories
 

of yield prediction. Soil moisture measurements throughout the sea­

son are needed. The accuracy and limitations of the data need to be
 

discussed. Information regarding soil type and data on climatic var­

iables need to be presented so that future studies may make use of the
 

current data.
 

As discussed in a previous section, most researchers have recog­

nized the need for ET prediction models and models which reconstruct
 

the soil moisture curves over the season. Currently, for predicting
 

yields at the start of the season, expected values of various climat­

ic variables are used. 
A model such as Yaron's soil moisture simula­

tion assumes constant climatic variables. Fitting parameters for the
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local conditions to the basic data is required. One result of this
 

exercise is that the reliability of the basic data (such as soil mois­

ture measurements) becomes apparent.
 

With an accurate soil moisture simulation for the various field
 

trials, production functions can be tested. These are not meant neces­

sarily to explain the crop yields physically, but rather to allow
 

further economic study of crop production. Efforts should be made,
 

however, to define critical periods of growth and relate the growth in­

dex to yields in various time periods. The particular form of the
 

function should not be a matter for argument but some "best fit" func­

tion should be adopted. 

In general, single crop models have tended to be formulated as
 

dynamic programs and multiple crop models as linear programs. With dy­

namic programming, each additional crop introduces at least one ad­

ditional state variable, leading to dimensionality problems. Linear
 

programming requires a linear production function or reformulation of 

a non-linear problem into linearized form. This has been done in var­

ious models by considering only discrete methods of production. For
 

multiple crop studies, the flexibility of the linear programming tech­

nique is well established. Discretizing crop production methods does 

not limit the optimality of the result, if non-optimality is suspected, 

a finer grid can be placed on the production methods. 

The models discussed have treated random variables by various 

methods, ranging from disregarding them to evaluating return for many 

combinations of possible values (in a dynamic programming sense) taken 

on by the random variables. In thir study a technique similar to that 
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used by Smith is adopted where the optimum policy under a given precipi­

tation level is found, then the effects of other historical-precipi­

tation amounts are evaluated in a simulation program.
 



Chapter III
 

THE SINGLE CROP MODEL
 

Introduction
 

In this chapter a model is established which determines levels
 

of production and associated water use coefficients for a single
 

crop, corn. The model is applied to a site in eastern Colorado and
 

economic data regarding this site are presented. Field trial data
 

from Colorado State University are used to determine parameters of
 

the model. It is assumed that these parameters are representative
 

of the application site.
 

The model that determines water use coefficients is actually
 

broken down to three computer programs. These are
 

1. 	An ET prediction model
 

2. 	A program which determines the production function
 

3. 	A program for selecting optimal times and amounts of
 
irrigation based on 1 and 2 (above) when water is
 
limited in various time periods.
 

Hall and Butcher (1968) used a dynamic program to allocate a fixed
 

seasonal supply of water to a single crop. This chapter analyzes a
 

single crop which is competing for water with other crops. A model
 

is developed which evaluates the returns for corn when grown under
 

these intraseasonal water limiting conditions. The results are used
 

as input to the next chapter, where the multiple crop problem is con­

sidered.
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In this chapter, an additive production function and a multi­

plicative function are tested. Each is employed in a program to de­

termine optimal irrigation amounts on fixed days, first with water
 

not limiting. The additive function is also used in a program to de­

termine optimal irrigation days and amounts. The additive function
 

with fixed dates is used to determine the final optimal water use
 

coefficients under deficient supply.
 

The ET Prediction Model
 

The Yaron ET Prediction Method
 

The soil moisture simulation of Yaron, et al., (1973) states
 

that on a daily basis, ET is a linear function of available soil
 

moisture, or
 

ET - b' ASH (3.1) 

inwhich b' are referred to in this study as "Yaron 
coefficients" having units of cm;
 

and ASH is available soil moisture percentage.
 

In this formulation when the soil profile is at field capacity, the
 

value of ASM is one and hence b' may be interpreted as the ET
 

rate which occurs at field capacity, or the daily average maximum
 

ET rate.
 

Evapotranspiration may be viewed as the negative of the rate of
 

change of soil moisture providing ET is the only means in which
 

soil moisture decreases. This leads to the differential equation
 

dSM 
ET - -- - b SM (3.2) 

dt
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in which 

SM is depth of available soil moisture (cm.). 

b is related to b' in Equation 3.1 by the re­
lation b - b'/FC in which FC is the depth of 
available SM at Field Capacity, b is 
dimensionless. 

Providing no irrigation or rainfall occurs, Equation 3.2 has the solu­

tion
 

SMf - SMIe-bi' t (3.3)
 

inwhich
 

t - time in days
 

SMI - initial soil moisture (cm.)
 

SMf - soil moisture after t days
 

bi = Yaron soil moisture coefficient, constant 
in growth stage i (dimensionless) 

If one irrigation occurs during the time period 

" SMf - (SMIe - bi t + IRR)e-bit (3.4) 

in which
 

SMf - soil moisture after t + t' days 

IRR - quantity of irrigation applied at day t 

(Other terms as defined previously.) 

Thus, within a growth stage, ET is given by 

ET - SMI + IRR - SMF (3.5) 

in which 

IRR- quantity of irrigation delivered to the 
root zone between initial and final times. 

A modification of the basic Yaron approach is the concept that soil 

moisture contributes to ET by layers, Thus the contribution to 

i th  total ET by the jth layer on a day in the time period is 

given by 



ETi j - b iASMj (3.6) 

Total ET on a day in the ith time period ET, is given as 

'ET E ET (3.7) 

In whict
 

n(i) is the number of layers which contribute to 
ET,.i.e., the number of layers in the root 
zone at time period i.
 

For a comparison of the Yaron ET prediction method and other methods
 

see Appendix B.
 

The Soil Moisture Simulation Model
 

A program was written to determine best fit coefficients to the
 

ET prediction equation (Equation 3.6). A fit is desired which, for
 

data from the given year, is able to predict ET under a wide range
 

of soil moisture conditions, not just for the "well watered" case. 

Due to the limitations of the data, only three growth stages are con­

sidered, roughly corresponding to the early vegetative stage, pol­

lination, and maturity.
 

The program is described in this section. A flow chart is in­

cluded in Appendix D. The program was run with data from 1974 and
 

was also run with more limited data from 1972. The results are com­

pared in a later section. The comparison is desirable to test the
 

sensitivity of the coefficients obtained.
 

Required inputs are number of soil layers, length of each growth 

stage, dates and amounts of irrigation, dates of soil moisture ob­

servations and soil moisture levels, initial soil moisture by layers, 

maximum available soil moisture by layers, initial values of the co­

efficients bij, and the allowable range of the coefficients. 
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,Tkemain program (SM SIM) reads in the data, determineswhich 

coefficient is to be optimized, and calls a subroutine ODS. This
 

is a library subroutine which performs a Fibonacci search to mini­

mize a unimodal function which is evaluated in RESTNT.
 

For the given current values of the coefficients, REST1T per­

forms a simulation for the entire year for each treatment. It pro­

ceeds on a daily basis, calculating ET, keeping track of irriga­

tions and precipitation. On a soil moisture observation day, the ab­

solute value of the difference between observed and calculated soil
 

moisture is stored. The total of these absolute values for all
 

treatments is calculated and passed back to ODS as the value of
 

the function. Subroutine ODS continues to vary the value of the
 

coefficient bij until the function is minimized. When this is ac­

complished, control is returned to SMSIM and the next coefficient
 

is selected. The program terminates after determination of the last
 

coefficient.
 

The program has been modified so that when the optimal coef­

ficients are obtained, a microfilm output is produced, showing cumu­

lative soil moisture by layers for each treatment (see Appendix B,
 

Figures 4.2, B.6).
 

A particular assumption of the program is that runoff is not
 

considered. In the field trials, precipitation and irrigation amounts
 

are measured at ground level. It is assumed that this entire depth
 

of water enters the soil profile. A simple drainage model is con­

sidered. When field capacity for a particular level is reached, ex­

cess water is routed to the next er6per layer. A final point is that
 



53
 

ET is assumed to occur on irrigation days but not on rainfall days. 

,Rerunning the program assuming ET on rainfall days did not improve 

fit to observed data.
 

Discussion of Program SM SIM 

A question may be raised as to whether the optimization method 

used in the program does indeed yield a 'best fit" to the observed 

data.
 

The criterion of minimizing the sums of the absolute values of 

the differences between calculated and observed values was employed
 

by Yaron (1973) instead of minimizing the sum of the squares of the 

differences. The justification for using the former is that it does
 

not give undue weight to outlying values. In this application there 

are obvious incorrect values (see Figure B.3) which the program 

should not attempt to fit. Thus this "best fit" criterion appears
 

adequate for the current application.
 

Another point is that the program optimizes each coefficient with
 

the other coefficients held constant. This method would be suitable
 

if the time periods were independent, however, this is not the case.
 

Determination of a coefficient in period 2 depends not only on the
 

soil moisture observations during the time period, but on the soil
 

moisture at the beginning of the time period, which depends on the
 

coefficient in time period one.
 

An exact solution could be obtained by formulating a large
 

mathematical programming problem which would have non-linear con­

straints and a quadratic objective function if the least squares
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criterion were adopted. 
With no rainfall or irrigation the first
 

several constraints would take the form
 

SM - SMI (3.8) 

SM2 - SM1 - b1 SM1 (3.9) 

SM3 " SM2 - b1 SM2 (3.10) 

M sM1 blSM1 - bl(SM1 bSM1) 

- SM -2b M + b2S1 bS 1 b1S 1 
The objective function is of the form
 

n 2 
min E (SMi - SMOB) (3.11) 

inwhich
 

SMI - initial soil moisture
 

SMi - soil moisture on day i 
bI = Yaron coefficient in growth stage one.
 

SMOB jth soil moisture observation
 

= calculated soil moisture on day i whichSi(j) corresponds to jA SM observation
 

To avoid the complexities of the above programming approach, the
 

assumption of independent time periods was made. A sufficiently close
 

initial guess of the coefficients insures convergence to the best
 

fit. This point may be demonstrated through Figure 3.1 Suppose the
 

three initial guesses generate the three-line segments AB, BC, CD.
 

By allowing 
b1 to vary the new fit is AB', B'C', C'D'. Allowing
 

b2 to vary gives the fit AB', B'C", C''D". Allowing b3 to
 

vary gives the fit AB', B'C", CID'"
 

For a test of convergence a second iteration may be performed,
 

again allowing b to vary with the new initial values of 
b2 and
 

b3. With the computer runs, the second iteration was not performed
 

since the initial results appeared adequate.
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The Results of Soil Moisture Simulation
 

The coefficients obtained from the program are shown in Table
 

3.1. These coefficients have units of cm. where SM is given as a
 

fraction of field capacity FC. Thus, if the entire profile is at
 

FC for a day in the first time period, the predicted ET is given
 

by the sum of the coefficients, or 0.50 cm. These totals for the
 

entire profile are used in the dynamic program in dimensionless form.
 

Each coefficient is divided by the depth of available soil moisture
 

at field capacity (33.2 cm.) to obtain the dimensionless value.
 

The results in Table 3.1 are misleading since they indicate
 

that, early in the season, contributions to ET occur from all layers
 

whereas later in the season, after roots would have penetrated the
 

entire profile, contributions from deeper levels are reduced. This
 

problem is explained in that available soil moisture at the beginning
 

of the seaion was not measured. Selection of the initial SM level
 

was arbitrarily set at field capacity and it appears this value was
 

high. This may also be observed from Figures B.2 and B.5, where ET
 

contributions from layer 7 occur early in the season. Adjusting the
 

initial SM values downward would have decreased the coefficients
 

obtained in the first time period.
 

Comparison with 1972 Results
 

The program was also run with 1972 corn data reported by Twyford 

(1973) from Colorado State University. These data were available for 

the entire soil profile (196 cm.) only. The results from the two 

years along with average measured pan evaporation for 1974 are pre­

sented in Table 3.2. It should be noted that potential evaporation
 



Layers 

1 00 

2 0.70.22 

3 0.06 

4 0.06 

5 0.06 

6 0.03 

7 0.04TY 

Totals 0.50 

Time Period 

0.22 

0.02 

0.02 

0.15 

0.22 

0.05 

0.04 

0.63 

Table 3.1 

0.46 

CONTRIBUTION TO ET BY LAYERS IN TERMS
 
OF ASH PERCENTAGE (Cm. 'Day) 



Table 3.2 

COMPARISON OF YARON COEFFICIENTS FROM 1972
 
AND 1974 COLORADO STATE UNIVERSITY
 

CORN EXPERIMENTS
 

Growth Stage 

Early
 
Vegetative Pollination Maturity
 

1972 Calculated
 
Coefficients
 
(cm./day) 0.41 1.25 0.38
 

1974 Calculated
 
Coefficients
 
(cm./day) 0.50 0.63 0.46
 

1974 Average
 
Daily Pan
 
Evaporation
 
(cm./day) 0.63 0.66 0.57
 

should serve as an upper bound on the coefficients, since each coef­

ficient represents the maximum predicted ET that can occur. The 

value for 1972 is obviously unreasonable since it excedes theb 2 

estimate of potential evaporation provided by the pan measurement. 

This high value may have been obtained since only the A treatments 

were simulated, that is, those irrigated early in the silking period.
 

Including the other treatments would have served to decrease the
 

value of b2 since lower ET rates occurred for these treatments.
 

The value for b in 1974 is high as was mentioned previously 

because of high initial soil moisture.
 

It is difficult to draw conclusions from two years of data, but 

values of the coefficients are reasonable and the relative values are 

as would be expected. The maximum average ET rate during pollinatior 
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should be higher than the maximum average for the earlier period and
 

it should be higher than.for .the later period which includes senes­

cencel
 

Determination of Production Function Coefficients
 

Multiplicative Case
 

With the model to predict ET established, the second phase of
 

this chapter is to relate ET to yields. The first function tested
 

is the multiplicative relation
 

Y inET)i 
 (3.12)
 

Ymax \ maxi)
 

inwhich Y is predicted yield 

Y is maximum attainable yieldmax
 

A is a constant to be determined
 

ET is measured ET in period i
 

ET is maximum ET in period i

mnaxi
 

Ai is a parameter to be determined
 

n is number of growth stages.
 

A standard stepwise linear regression code was employed to fit
 

coefficients in the equation using field trial data. Taking loga­

rithms of both sides of the equation transformed it to a linear equa­

tion. The results of the regression runs are shown in Table 3.3.
 

Values for ETmax were the maximum recorded ET during the time
 

period and values for ETi were calculated from field measurements
 

of soil moisture and recorded precipitation (see Table 3.11).
 

In runs 1A and 1B, four time periods were considered. Thirteen
 

treatments out of 48 showed non-negative ET in all those periods.
 

In run 1A the constant A was held at one and in run lB is was al­

lowed to vary. Ideally a single treatment should exhibit maximum
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Table 3.3 

SUMMARY TABLE OF REGRESSION RUNS USING THE 
MULTIPLICATIVE RELATION 

Y Tj A1(ET2 A21ET X31ET, A
 

Ymax 
 ))\ETma
 

Run I II III IV A R2 

1A .277 * * .217 - .71
 

lB .255 .315 * * .79 .87
 

2A .174 .220 .331 - - .75
 

2B .197 .232 .239 - * .82
 
3 * * .112 .330 0 .77 

4 * 2.95 * - .84 .84 

5 .533 -.129 .179 - .96 .86
 

I - IV Time Periods
 
- Deleted or not defined 
* Not significant at 5% level
 
A Intercept Value
 

Corn
 

Run 1A, lB - 13 treatments, 4 time periods, CSU, 1974 

Run 2A - 26 treatments, 3 time periods, CSU, 1974 
Run 2B - 23 treatments, 3 time periods, CSU, 1974 
Run 3 - water inputs only, 3 time periods, CSU, 1974 

Run 4 - 9 treatments, 3 time periods, Davis, 1972 

Grain Sorghum
 

Run 5 - 6 treatments, 3 time periods, Davis, 1973
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ET rates in all time periods and should result in maximum yield. In
 

this case, the constant A should be one. However, with the avail­

able data a better fit was obtained with the additional variable.
 

The ET data for time periods 3 and 4 appeared suspect with
 

generally low values (including negative values) in period 3 and high
 

values in period 4, leading to the hypothesis that soil moisture ob­

servations were incorrect on August 13. In the remainder of the
 

runs, three growth stages were used as defined previously. In run
 

2A, 26 treatments with non-negative ET were tested and in run 2B,
 

three treatments of high ET were removed resulting in a fit with R2
 

of 82.
 

In run 3, water inputs instead of ET were related to yields re­

sulting in an R2 of 77. In run 4, corn data from Davis, California,
 

was used. In run 5, the same equation was tested for grain sorghum
 

resulting in a negative coefficient in the second time period, in­

dicating that as ET increased in the time period, yield decreased.
 

Whether this result has a physiological basis or the data are suspect
 

is not known.
 

Additive Case
 

The additive relation
 

Y n 
E Ai + An+1 (3.13)
 

Ymax 
 ETmax
 

in which Ai are the coefficients to be determined, was also tested
 

with results shown in Table 3.4. The values of ET were the
 



62
 

Table 3.4
 

SUMMARY OF REGRESSION RUN USING ADDITIVE RELATION
 

Y AlET , (ET 2 + A(ET 3+ A
 
Y EET Emax mai max2max3) 

Run A1 A2 A3 A4 R2 

6A .236 .159 .573 - .98 

6A' .2436 .1647 .5917 - -

6B .213 .113 .352 .246 .98 

6C .921 - - .275 .64 
7 * .664 * - .87 

- Deleted or not defined
 

* Not significant at 5% level 

Corn
 
6A - 3 time periods, 0 intercept, 23 treatments,
 

CSU, 1974
 

6A' - values of 6A scaled to add to 1.00
 

6B - 3 time periods, non 0 intercept, 23 treat­
ments, CSU, 1974 

6C - yearly ET, non 0 inttercept, 23 treatments, 
CSU, 1.974
 

7 - 9 treatments, 3 time periods, 0 intercept, 
Davis, 1972 
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measured pan evaporation. In runs 6A and 6B the previously used 23
 

treatments were tested with zero and non-zero values of A4 . In run
 

6C total seasonal ET was related linearly to yields with non-zero
 

intercept as was done by Stewart and Hagan (1973b). In run 7, the
 

1972 Davis data were tested using the additive relation ot Equation
 

3.13.
 

It should be noted that the regression runs do not conclusively
 

show a cause and effect relationship between ET and yields. They
 

provide a means of obtaining the coefficients of empirical equations.
 

Actually, ET is a proxy variable to measure plant growth, it is not
 

meant to be a complete measure of the growth variable. The only phys­

iological basis for using ET as discussed in Chapter I, is that ET
 

occurs as does photosynthesis when the stomata are open in sunlight
 

hours. It is hypothesized that closing the stomata, hence reducing
 

ET, has different effects on yield dependent upon growth stage. The
 

physical interpretation of the coefficients is that they indicate
 

a relative contribution of ET in various growth stages to yield.
 

The analysis of Appendix B predicts that the coefficients ob­

tained from the multiplicative run should be a first order approxima­

tion to those of the additive run when the treatments tested have
 

relative ETs close to one. In this case, possibly due to the wide
 

range of relative ET values tested, the results differ significantly.
 

With the existing theoretical basis for predicting crop yields
 

under deficient water supplies, the two tested ET relationships
 

appear adequate. One advantage of the ET relations is that if
 



atmospheric variables could be introduced into the ET prediction
 

model, the yield prediction model would become more effective. A
 

model relating inputs directly to yields completely neglects climatic
 

influences.
 

The Combined Simulation Model
 

Combining the results of the soil moisture simulation with either
 

the additive or multiplicative production function results in a
 

model which can predict corn yield under any irrigation regime. Of
 

course, this prediction is limited by the assumptions of the study,
 

particularly that the Yaron coefficients are valid for the site and
 

prediction year, that is, they are insensitive to climate variation,
 

and that the production function adequately predicts yield in the
 

forecast year at the application site.
 

The basic equation, Equation 3.1, states that ET is linearly
 

related to available soil moisture percentage. A first approximation
 

would assume that field capacity is a constant over the season and
 

that roots may draw from any layer at any tive. A better approxima­

tion is that the root zone is dynamic. That is, it expands, es­

pecially during the vegetative growth stage. In this study it is as­

sumed that the entire soil profile is at field capacity at the start
 

of the season. Thus, with the dynamic model, an increase in the quan­

tity of water available occurs as the root zone enlarges.
 

A root zone growth model should be incorporated into the plant
 

growth model. Simply stated, this model may be considercd as view­

ing field capacity as a variable over the season. Initially, field
 

capacity is determined by the average rooting depth during the firat 
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time period. During the first time period, soil moisture is calcu­

lated through the Yaron equation. During the second time period,
 

field capacity is increased, and soil moisture is increased by the
 

difference of the present and previous field capacity values, or
 

SM2 = SM1 + (FC2 - FC1) (3.14) 

in which 

SM2 represents depth of available soil moisture 
at the start of period 2 

SM1 represents depth of available soil moisture 
at the end of time period 1 

FC2 represents the field capacity value in period 2 

FC1 represents the field capacity value in period 1. 

Initially, the models of this chapter were formulated with the
 

static root zone model. A single run was made, however, employing
 

the dynamic root zone model. For this run, an average rooting depth
 

of 3 feet was assumed during the first time period, and the full 7
 

foot depth for the remaining two periods. Under this assumption, the
 

field capacity value during the first time period is calculated from
 

Table 3.10 as 14.3 cm. The Yaron coefficients used were those of
 

Table 3.1 disregarding. those values in the first time period below
 

the 3 foot depth. The results of this run are described in a later
 

section.
 

Formulation of Optimization Models
 

Introduction
 

In the next section, the Yaron ET prediction model and first
 

the multiplicative and later the additive production functions are
 

incorporated into optimization models. Under the assumptions made,
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the models determine quantities of irrigation water at various times
 

in order to maximize return from the crop. First, a general problem
 

with multiplicative production function is formulated. Next a more
 

specific problem is presented. Thirdly, a problem is formulated and
 

solved for irrigation on fixed dates using a multiplicative produc­

tion function. Fourth, the problem Is solved with the additive
 

production function and fixed dates, and finally with the additive
 

function and flexible dars.
 

General Problem
 

The general problem of maximizing yield for a single crop with
 

irrigation quantity and timing as the variable means of production is
 

stated in Equation 3.15. The formulation employs a multiplicative
 

production function with the first term representing gross return.
 

The second term represents variable water costs dependent on quantity
 

of water applied. The third term represents labor costs dependent
 

on number of irrigations. Other fixed and variable costs are con­

stant and hence are not included in the optimization.
 

The dc .on variables In the following formulation are quanti­

ties of irrigation water IR\k applied to the root zone at various 

scheduled irrigation times. Evapotranspiration is a variable which 

depends on the state variable soil moisture SMi and the decision
 

variable IRRk. The problem is formulated with ET represented on
 

a daily basis by the following.
 

jj ETJ 'J kk k

Max AY - B E Irrk - CE DELk (3.15) 

lrrlrk i IETMAX k-l k-l 
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subject to 

ET 
n(J+1) 

iu'n(j)± 
ET , . ,, JJ 

SM1 , SMI 

ET, - b SM
 

SMi+1 = SMi - ETi +Irk(i)
 

and 

0 < SMi+ 1 < SMI 

in which 

i - day number 

J - index of growth stage 

JJ - maximum number of growth stages 

k - index of irrigation days 

kk - maximum number of irrigation days 

Y - maximum yieldmax
 

ETJ - actual ET during jth growth stage, cm. 
th
 

ETMAXJ maximum ET during J growth stage
 

kth  
IRRk - quantity of water applied at the irrigation,
 
cm. (decision variable)
 

DEL - 1.if Irr k # 0, 0 otherwise 

A, B, C - economic coefficients 
A - parameters of multiplicative production function 

SMI = initial available soil moisture level, assumed equal 
to field capacity 

SM - soil moisture on day i (state variable) 

b - Yaron soil moisture coefficient on day i 

ETi - ET during day i 

k(i) - k if i - irrigation day Tk, 0 otherwine 

Tk - vector of days when irrigation occurs 

Irr 0 - 0 
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Formulation with Fixed Irrigation Dates
 

A practical management scheme for some soils and climates is 

that an irrigation can occur only at the change in growth stage and
 

a maximum of one irrigation is considered within any growth stage.
 

In this case, the constraints can be simplified over those in the
 

previous formulation. Single constraints can be written for the en­

tire growth period instead of the daily computations previously re­

quired. The formulation is:
 

MaAY ii( tr'Ma ATY - B E(Irr + 

Irrj, 

-C E (DELj + DEL ) (3.16) 

such that
 

SM1 - SMI 

SM1," (SM + IRR)e-bjtJ
 

SM +1 M (SM. + IRRj )e-bjtj
 

and
 

O A IRRj -1FC SMj j'l, . .. JJ 

0 S IRRj'- FC -SM i j "1, . .. , jj 

in which 

A, B, C are economic coefficients 

SMI - known initial soil moisture depth (cm.) 

SM - soil moisture at the beginning of growth stage
J J, previous to an irrigation 

SM - soil moisture at an irrigation time within growth
J stage j 

IRRj - depth of irrigation at beginning of growth stage j 
IRRj - depth of irrigation at a time within growth stage j 

ETj - ET during growth stage j 

FC - depth of soil moisture at field capacity 

EIxj - known maximum ET during growth stage j 



69
 

b - known Yaron coefficient for growth stage j 

t = number of days in growth stage j previous to 
scheduled irrigation within growth stage J; 
zero if no irrigation is scheduled 

ti = number of days from scheduled irrigation within
 
growth stage J to end of growth stage J 

DEL - 1 if IRR - 0, 0 otherwise 

DELi f 1 if IRR , = 0, 0 otherwise 

JJ - number of growth stages 

Dynamic Programming Solution
 

Discussion of Solution Technique
 

In both of the previous formulations the objective function con­

sists of additive and multiplicative terms similar to the dynamic
 

programming formulation of Hall and Butcher (1968). The first form­

ulation would require calculation of each possible value of ETj
 

for each possible irrigation time and amount and for each combina­

tion of irrigations during growth stage J. The second formulation
 

is more amenabie r- the dynamic programming format, with many fewer
 

combinations to be calculated.
 

A specific initial value sequential decision problem (Labadie,
 

1973) involves maximizing a separable objective function of the form
 

Problem A 
n 

max 
xi+1 , ui 

E f 
inl 

(xiOu + ( )l (3.17) 

i-', . ., n 

subject to a Markovian or dynamic relation
 

xi+ W gi(xi,ui) il, . .. , n 

with x1 given and 
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xii
 
x CX
uiCUi 11l, * .. n)f 

,The fo-rmulation may be written more generally with variables and func­

tions as vectors. This formulation is discussed in terms of the irri­

gation problem in Appendix C, where xi is the state variable repre­

senting soil moisture levels, ui is the decision variable representing
 

irrigation amounts, gi represents the ET prediction model and fi
 

represents return as a function of soil moisture and irrigation amounts.
 

The solution of the foregoing problem rests on the separability
 

of the objective function and the Markovian nature of the dynamic equa­

tion. By separating termp of the objective function at each stage 


and forming a new function Fi. Problem A can be restated as an equiv­

alent problem, Problem B, which can be solved efficiently. At each
 

stage i, and for each value of the state variable x,, an optimal
 

ui is found which maximizes Fi(xi) given by
 

Problem B 
Fi(Xi - max[fi(xi,ui) + Fi+(xl )] l 3 . .. , n (3.18) 

ui C Ui
 

and Xi+ 1 . gi(xiu ) C Xi+l
 

Fn+l (xn+l) - 0 fcr all xn+1 
in which x1 is given and 

= state variable, xiCX 

u, - decision variable, u CUi 

Fi(xi) - optimal return at time i for state variable xi 

The objective is to maximize F(x). Maximizing F1 (X1 ) is equivalent 

to solving Problem A. 

i 

xi 
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The nonseparable case as in Equation 3.16 may be represented by
 

the following problem: 

Problem C 
n n n 

max pYm 
xi+luijul ,i** *1 

R f 1 (XlUi ) 
im-

- ei(u) 
1-1 

- & hi(ui ) 
ini 

i-l, .,..n 

subject to 

xi+ 1 = gi(xl,ui) 

X , C 

xi+l CXi+1 

ui C Ui 

in which 

Ym maximum yieldmax 

p - price per unit of yield, other terms as previously 
defined. 

Here fi are terms of the multiplicative production function and ei
 

and hi represent irrigation costs. Actually ei and hi could be
 

written as one function, but are written separately to represent water
 

cost and labor cost of irrigation. The foregoing problem can be
 

solved by an approach in which another state variable Ai is intro­

duced. This variable represents the "state" of the crop at growth
 

stage i, or mathematically, the allowable values of the multipli­

cative terms up to the present time. For all allowable values of
 

the state variables, then, the optimal decision (irrigation amount)
 

at the current decision stage is made as a function of the state var­

iables.
 

By adding the state variable Ai and by employing the following
 

general recursion relation, the solution (Labadie, 1973) may be ob­

tained.
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Problem D
 

max - (3.20)Ri(xiA,) - [.-i(ui) hj(uj)-+ R±+1(xi+1 , A1+1)]
ui
 

i-l, . . .,n 

with x c
1 
A1
 

xi+1 e Xi+l 
Ai+l Aif(x i,ui)9 (0 1] 

and Rn+1(xn+, A l) ­-n+An+iYmaxP
 

The problem is solved when RI(XI, A1) is determined. 

In the foregoing formulation, Ri represents the optimal re­

turn for the remainder of the season for given values of the state 

variables xi, in this case representing soil moisture, and Ai,
 

representing the state of the crop. 

The following formulation, Problem D' is equivalent to Problem
 

D; however, in the solution process, more information is stored at
 

each stage i. The formulation is 

Problem D'
 

max R1 (xl, A,)
 

with 

Ri(xi, Ai) - max[f(xi, ui)Fi+l(Xi+i, A±+l) -


Ui
 

(Bi(u ) + Gi+l(xi+,, Ai+i)) ­

(hi(u ) + Hi+iCx i 1 Ai+l))3 (3.20') 

x -Cwith 

A 1 
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and state variable recursive relations
 

xi+I " gi(x, ui) 

Ai+l 0 fi(x, u)A i n 

xi CXi 
Ac (0,1]
 

and return function recursive relations:
 

Fi(x i , Ai) . fi(xi, ui ) F1+1 (xi+, Aj+ I) 

Gi(x i, A) a gi(ui ) + Gi+l(Xi+I, Ai+i)
 

Hi(xi, A,) - hp(u) + Ri+l(xi+I, Ai+I)
 

with Fn+1 -i1,Gn+1 - 0, Rn+l = 0 

ui is the value that maximizes Equation 3.20'.
 

The additional stored information is Fi, the optimal multipli­

cative coefficient for the remainder of the season; 
 Gi, the irri­

gation cost for the remainder of the season, and Hi, the irrigation 

labor cost for the remainder of the season. The specific formula­

tion which is solved in this chapter is presented as Equation 3.21. 

Multiplicative Case, Fixed Dates
 

Considering the three growth stages determined for the multipli­

cative production function and a maximum of four irrigations as in
 

Figure 3.2, a two-state variable dynamic program was written. 
The
 

state variables are soil moisture and state of the crop. 
 Four stages
 

are considered, corresponding to the three growth stages, with a
 

fourth stage occurring at the last irrigation.
 

Within these assumptions, then, the purpose of the program, in­

itially, is to determine amounts of irrigation water to be applied
 

at schouled time& which maximize return for the crop. 
 Two types of
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costs are associated with the water, first a constant cost per unit
 

volume and second a cost, which includes labor cost, per irrigation.
 

The program is modified so that depths of irrigations are restricted
 

in each time period. This could have been achieved by including ad­

ditional state variables, but was done by making a number of com­

puter runs, each time making a small modification.
 

The optimal returns which are calculated with the intraseasonal
 

water restrictions are used in the riultiple crop model to represent
 

the situation when other crops compete for limited water during cer­

tain time periods. the problem, then, is a modification of the Hall
 

and Butcher (1968) problem which optimally allocated a fixed sea­

sonal supply of water.
 

Program OPT TIM starts at the fourth stage and works back in
 

time. At the fourth stage, for each discretized soil moisture level
 

and each discretized crop state, the program varies the decision var­

iable, amount of irrigation to be applied, calculates the ET for
 

the entire time period, then calculates the return function for the
 

remainder of the season. The irrigation amount which maximizes this
 

return function is then obtained.
 

The program stores as a function of the state variables, the op­

timal irrigation amount for the remainder of the season OAIRR, the
 

optimal multiplicative ET coefficient OCF, and the optimal number
 

of remaining irrigations ODEL. The program proceeds backward in
 

time, at each stage calculating the optimal irrigation amount for
 

each level of soil moisture and each value of the crop state variable
 

A. Finally, the program pi~ks out the optimal decisions that have
 

been made. A flow chart of the program is included in Appendix D.
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In this program, the values that are carried from one stage to
 

the preceding one are OCF, OAIRR, and ODEL. With these values
 

and with the values of the state variables and the current value of
 

the decision variables, the return function for the remainder of the
 

season can be evaluated. In general it is done in the following
 

manner:
 

a Jmax i 

b(IRRi + OAIRRi+I (SMi+ I , Ai+I)) -

c(DEL + ODELi+I (SMi+I, Ai+ I ) j (3.21) 

in which 

Ri - return at decision stage i for remainder of 
season 

a, b, c - economic coefficlents 

Ai - state variable at stage i measuring condition 
of the plant 

SMi = state variable measure soil moisture, 0 < SMi < FC 

ET i = ET in period i which it; calculated as a 
function of SMi and IRRi 

IRRi - decision variable repreienting depth of irri­
gation applied at decision stage i, 0 < IRRi < 
FC - SMi 

OCF i+ 1 optimal multiplicative coefficient for the re­
mainder of the season 

OAIRRi+i - optimal amount of irrigation for the remainder of 
the season 

ODELi+ 1 - optimal number of irrigations for the remainder 
of the season 

ET M maximum ET which can occur during period i.max 
i 

Two recursive relation:- are required by this formulation. The first
 

is used to update so1 moisture and is given by
 

-

SML 0 (SM4 + IRR,)e bit (3.22)
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The second is used to update the crop growth state variable. It is 

given by T Xi (3.23) 

Ai+ 1 0 Ai 

It should be noted that a problem arises in distinguishing be­

tween growth stages and irrigation decision stages. At the fourth
 

irrigation, the ET value for the entire third growth stage is re­

quired. Thus, although it Is referred to as ET4 it signifies the
 

ET during the third growth stage. Similarly for the first irri­

value for the entire first growth stage is required.
gation, the ET 

In order to obtain this value, the previous soil moisture level 

SM f calculated. For the fourth irrigation decision period it 

is calculated as 
SM3 0 SM4 / e-b3t3 (3.24) 

inwhich b3 - Yaron coefficient for the third growth stage 

t3 - number of days between third and fourth irri­
gation. 

Final soil moisture SM5 is calculated by the soil moisture recur­

sive relation, Equation 3.22, and ET is obtained by 

(3.25)
ET4 - SM3 + IRR4 - SM5 

In the third irrigation decision stage, again the ET value re­

quired is that for the entire growth stage. It is calculated by the 

following: 

ET3 a SM3 + IRR3 + OAIRR 4 (SM4 ,A3 ) ­

(SM4 + OAIRR4 (SM4 , A3))e-b3t4 (3.26) 

The implication of calculating ET for the entire growth stage 

is that OCFi( ) is unity in both the third and fourth irrigation
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decision stages. The overlapping of irrigation decision stages re­

quires the foregoing complications and limits applying the multi­

plicative production function to more general cases.
 

Additive Case, Fixed Dates
 

The program OPT TIM was modified to evaluate the additive ET
 

production function instead of the multiplicative relation. This was
 

accomplished with minor changes in the program. The same assumption
 

of fixed irrigation dates was made. The values of the production
 

function coefficients used were those obtained from Run 6A (see Table
 

2.5), proportionately scaled to add to one.
 

Additive Case, Flexible Dates
 

Another program, Program OPT DAY (see Appendix D) was written 

employing the additive production function. The objective of this 

program was to determine optimal times and amounts of irrigation for 

a single crop when irrigation dates are completely flexible. With 

this program, water wai not limited, the only constraints were the 

variable cost of irrigation water and the labor cott per irrigation. 

The problem is formulated as a one-state variable dynamic pro­

gram. The formulation is essentially that of Equation 3.17 with xi 

representing soil moisture and uI representing the irrigation 

amount on day i, and * = O. The daily return function f is calc­

ulated as 

fi(xi. uj) aibi(xi + ui) - Bui - CA (3.27) 

in which 

X- a available soil moisture, cm; x i+l a (x i + u )(1-b i ) 

ui w depth of irrigation applied to root zone (cm.) 

B - variable cost of irrigation water 



79
 

Ai a 0 if ui - 0, 1 otherwise 

bi - Yaron coefficient, bi(xi + u1) * ETL 
ai a dollar value of a unit of ET 

The coefficients are obtained from values of the additiveai 

production function (Run 6A, Table 2.5), number of days in the time 

period, maximum calculated ET during the time period (obtained from 

Yaron coefficients), and the expected price and maximal yields of the 

crop. The expression, inwhich i represents the index of the growth 

stage is
 

A Y P
 
a, a Amaxi 
 (3.28)
ETMAX 1 

in which 

ETMAXi - SMI a bi NDAYi 

and 

ai a dollar value of a unit of ET in growth stage 
i ($/cm.) 

A, = percentage contribution of period i to yield 
(from Table 2.5) 

Y - maximum yield (bu./acre)max 

P - price ($/bu.) 

ETMAX, M maximum calculated ET in period i (cm.) 

SMI - SM at field capacity (cm.) 
bI = Yaron coefficient (b ' SMI) represents max ET for 

any day in period i 
NDAYS i - number of days in growth stage i. 

The values of aI obtained were 

a, a $1.43/cm. 

a2 - $7.02/cm. 

a3 a $4.84/cm. 
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Data for the Representative Frm
 

Economic Data
 

A detailed economic study of the Ft. Morgan, Colorado, irrigated
 

area has been presented by Conklin (1974), based on data for 1973.
 

The author distinguishes between three representative farm sizes and
 

two types of operation: feed crop and cash crop. The cash crop
 

farm of intermediate size (Size Category II, 280 acres) has been
 

selected for the analysis of this study.
 

Tables 3.5-3.8 present variable and fixed cost data updated to
 

1974 (Conklin, 1975). 
 These data are for cash crop production of
 

corn, alfalfa, sugar beets, and pinto beans on Category II farms.
 

Calculations of net returns to management are presented in Table
 

3.9 based on the 1974 prices and costs.
 

For the analysis of this chapter, water is seen as a variable
 

input. In the dynamic programs described earlier in this chapter,
 

a coefficient a was needed which represented gross return under
 

conditions of maximum yield. The coefficient is obtained from Column
 

4 of Table 3.9.
 

The dynamic program determines gross return less irrigation
 

quantity and irrigation labor costs. 
 Still to be subtracted are
 

other variable costs and fixed costs. 
 The value of other variable
 

costs and fixed costs is obtained by subtracting the sum of columns
 

7 and 8 from column 5 in Table 3.9. This calculation is required
 

since column 5 includes water and labor charges which are already
 

calculated by the dynamic program.
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Table 3.5
 

COSTS AND RETURNS FOR SUGAR BEETS
 
ON 280 ACRE CASH CROP FARM, 1974
 

(From Conklin, 1975)
 

Price or Quantity Value or
 
Unit Cost/Unit Per Acre Cost/Acre
 

1. Gross Return from Productiorn 
Sy.-_S__ar______ TON $sm.nfn ig n .$5MzoIx _-. 

Total Re-e ts 	 __570.0
 

2.Varjable. Costs

1i zer 

N ___ .._L. 120.0 26.4(] 

xe.rti 


__. 	 2 
P 	 0.610n1 -f 

......P7d ...... i7iiZZ~7 i LB .5. 2.A Al.D__
 

14i I dew _Spra.. ACRE 800 1.0 ...
 

........ rnUy _U~ 	 _A I ____ _O _ __ _i__....... ____n
 

Tractor Repairs 	 , _
jui~pment-Fnl hind-U-e ...... A .2 

EqU n~in t epa rs _____ ___ .--12- 85 

_______ perating Costs 	 L Q 1cL5 

_ _.... Custoo Workk_ 	 _ _ _ _ _ _ _ _ _ 

Ferti izer Spreader 	 ACRE 2.00 .2.0 

.Labo- Machine Operation HR 2._.. 
Iri3-on- __ 9R 2.?535 ~ l 8 

O.Z thirThinning_-	 ACR 25.7_2.75-__ 
- Weeding- ACRE IA.O] 

Itemled Vari able C;Ots . .. .. 183 . 

1, var,,, osts- Misc iin'ous Ce-	 _. ia . 
12.09
Interest on er i jCapital ..........
 

213.53
Total Viriahle Costs 
356.473. Income Above Variable Costs 

4._verhvad Char_e_ 	 ___ 917 

5. Machinery and Equipment Ownershij, Fixed 
os.tst(Deprec ,Taxe .a nd In.urance)
 11.04Tractor 

Total MFichinry_and.o.imentFixed Costs 	 54.42 

6. Returns to land, Risk, Management, 
282.88
 . and 	 Capital 

7.Land Cha 	 A82. o
 
8. 	 Interest on Machinery, Equipment
 

..n. d
d Ovrh Manaeme31. 	 56 
9, Reun oRs adMnqmn 	 169.32 

http:25.7_2.75
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Table 3.6
 

COSTS AND RETURNS FOR PINTO BEANS
 
ON 280 ACRE CASH CROP FARM, 1974
 

(From Conklin, 1975)
 

Price or Quantity Value or
Unit Cost/Unit Per Acre Cost/Acre
 
I. Gross Return from Production
 

Pinto Beans CIW--2O 0 --. i-O( 

2. 
Tota] Rec iptZs 

Variable Costs 
Fertili zer 

_e . __Q.-.O---

Insecticide 
WT 40.00_ 0.62 

Machinery Use 	 .....-
T -act'-riueV in Lue 
 ___.83 	 ____lractor Rfvpairs 	 ?.92 

_____ ~--- en '1--- f~1) 	 ________ 

Equipment__Repar 	 3.08_i 


P u_ .I r _Lq _ s 	 ..AC -FT . . 3.00 . . . ..( -] _ ..- -- O _ _
 

_____Custom Work 
Fertfizer-pra der
Apply_&Incorporate Herbicide ACRE .00 1.0 5.00 

Combine - BU . . . 33.3 . 16.66 

Labor-M flcie rat on 11R .25-----3.8 1.655 
I rr 9 t 11ROther 

aOusVia.. l .ic- ble Costs- ------

Interest on L__j_ I. .. 	 5.50Operati a 

Total Variable Costs 	 97.07
 
3. Incofrre Above Variable Costs ......
 _302.93
 

4. Overhead _C.h 	 19.17
arge 


5. 	 Machinery and Equipment Ownership fixed 
Costs_(Deprec.. Taxes ,and .InsyranceJ__ 
Tractor 6.14 

.... . t _ _ ___.pr-nen 	 _ _ _ 

Total Maschinery and jqui nent Fixed Costs 	 18.38 
6. Returns to Land, Risk, Mianagemnent,and Capital 653
 

7. Land CharLe . ... 	 8?.00 
8. 	Interest on Machinery, Equipment

and Overhead 13.76 

9. Returns to Risk and Management 
 169.62
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Table 3.7
 

COSTS AND RETURNS FOR ALFALFA HAY 
O i280 ACRE CASH CROP FARM:-'1974 

(From Conkin,.1975) 

Price or Quantity Value or 
Unit Cost/Unit Per Acre Cost/Acre
 

1. 	Gross Return from Production
 
Alfalfa Hay (baled) TON 1 55.00 4.8 $264.00
 

Total Receipts 	 264.00
 

2. Variable Costs
 
Phosphate (Every 3 rsR LE 0,16 30.0 4.80
 
Insecticide (Fvery 2 yrg) "ARE 6.00 u.5 3.0UO
 

Machinery Use
 
Tractor Fuel and Lube -- 4
 
Tractor Repairs

Lquipment Fuil and Lube 
Equipmtnt Repairs
 
Pump Operating Costs AC-FT 3.00 1.83 5.49
 

Custom Work
 
Fertilizer Spreader(Every 3 ,rs ACkE 2.00 0.33 0.67 
Swath ACRE 4.50 3.0 13.50 
Bale and Swath TON 9.00 4.8 43.20 

Labor - M.chine Operation 
Irrigation HR 2.25 2.5 5.62
 
Other
 

Itemized Variable Costs 	 76.28
 

hscellaneous Variable Costs 	 7.63
 
Interest on 	 Operating Capital 5.03 
Total Variable Costs 	 A8.94
 

3. Income Above Variable Costs 
 175.06
 
4. Overhead Charge 	 19.17
 
5. Machinery and Equipment Ownership Fixed 

Costs (Oeprec., Taxes, and Insurapce)
 
Tractor
 
Equipment 3',86.
 

Total Machinery and Equipment Fixed Costs 	 3.86
 
6. Returns to Land, Risk, Management,
 

and Capital 152.03
 

7. Land Charge 	 82.00
 

8. Interest on Machinery, Equipment 4.36
 
and Overhead 4.3_
 

: . 9. Returns to Risk and Management .. 	 )T"' .. .=i9..Returs.to.Rik.and...a.ement65.67
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Table 3.8 
COSTS AND RETURNS FOR CORN GRAIN
 
ON 280 ACRE CASH CROP FARM, 1974
 

(From Conklin, 1975)
 

Price or 

Unit Cost/Unit 


1. Gross Return from Production
 
- 'CornIfo R'"i2.50 
Stalks for Grazinq A 10.00 

Total Receipts 


2. Variable Costs
 
Fertilizer
 

N(Dry
P Dr 

LB 
LB 

0.22 
0.16 

N(NH3 LB 0.17 
Seed BU 27.00 
Insecticide ACRE 3.00 
Herbicide ACRE 10.00 
Machinery Use 

Tractor Fuel and Lube 
Tractor Repairs 
E__quipme-ntu0 a__ube 
Equipment Repairs 
Pump Operating Costs AC-FT 3.00 

Custom Work
 
Fertilizer Spreader ACRE 2.00 


Labor - Machine Oration HR 25 

Irrigation HR 2.25 

Other
 

Itemized Variable Costs 


hiscellaneous Variable Costs 


Interest on Operating Capital 

Total Variable Costs 


3. Income Above Variable Costs 

4. Overhead Charge 


5. Machlncry and Equipment Ownership Fixed 
Costs (Deprec., Taxes ,and Insurance) 

__ Tractor 
Equipment 


Total Machinery and Equipment Fixed Costs 

6. Returns to Land, Risk, Management,
 

and Capital 
7, Land Charge _ 

8. Interest on Machinery, Equipment
 
and Overhead 


9. Returns to Risk and Management 


Quantity Value or
 
Per Acre Cost/Acre
 

130.0 325.00
 
1.0 10.00
 

$335.00
 

50.0 11.00
 
50.0 8.00
 

100.0 17.00
 
0.33 9.00
 
1.0 3.00
 
1.0 10.00
 

10.41
 
3.72
 

2.77
 
1.0 3.00
 

1.0 2.00
 

. 1n
 
2.5 5.67
 

9R-S7
 

9,___
 

6.51
 

114.94
 

220.06
 

lQ.17
 

g.IR

15.10
 

24.28
 

176.61
 
82.00
 

7ll.hs
 
76.89
 

http:R'"i2.50


Table 3.9 

CALCULATION OF NET RETURNS PER ACRE
 
FOR THE REPRESENTATIVE FARM
 

Average Variable Net Returns 
Yields Maximum and Net Returns Irrigation Exclusive 

Prices Unit/ Gross Fixed to Irrigation Labor -of Irr.=;Water 
Crop Unit $/Unit Acre Return $ Costs Management Costs Costs and Labor Costs 

Sugar-Beets -ton 30 19.0 570 400.68 169.32 7.00 7.88 84.20 

Pinto Beans: cwt.' 20 20.0 400 230.38 169.62 4.50 5.62 L79.74 

Alfalfa ton 55 4.8 264 198.33 65.67 7.99 5.62 79.28" 

Corn Grain bu ,. 2.50 140* 350 258.31 91.89 5.50 5.62 L0301 

Columa 7 is the sum of Pump Operating Costs from Tables 3.5-3.8 and $2.50/acre surface water charge.
 

Column 9 is the sum of columns 6, 7 and 8.
 

* Maximum yield per acre 
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The model also requires a coefficient b which represents
 

cost 	per acre cm. of water delivered to the root zone. An average
 

cost 	of irrigation water from groundwater and surface water was in­

itially set at $2.50/acre foot. Assuming a 50% efficiency to the
 

plant root zone results in an average cost of $5.00/acre foot for
 

water at the root zone, converting to the needed units results in
 

the 	b value used, $0.16/acre cm.
 

A third coefficient c is used by the programs to represent
 

the labor cost per irrigation, assumed to be independent of quan­

tity 	of water applied. That is,if any irrigation water is applied,
 

a flat cost is incurred. The value used was $2.50, which was in­

cluded under Miscellaneous Variable Costs in Tables 3.5-3.8.
 

On-farm water constraints and other economic data are discussed
 

in Chapter IV.
 

Agronomic Data
 

The description of field trials for corn conducted at Colorado
 

State University in 1974 is presented in Appendix A. 
It was neces­

sary to define phenological growth stages according to the set measure
 

ment 	dates. 
Three stages were defined based on the hypothesis that
 

the pro-silking period is critical for corn production. The stages
 

are:
 

(1) 	 Germination through Vegetative growth (from May 15 to 
July 16). 

(2) 	Early Silking (July 16-July 23).
 

(3) Silking through Maturity (July 23-September 11). 

Maturity to harvest (September 11, the date of last soil moisture ob­

servation, to mid-October) was neglected. Values of field capacity
 

by layers are given in Table 3.10.
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Table 3.10
 

AVAILABLE SOIL MOISTURE BY LAYERS
 
FOR CSU AGRONOMY FARM 

Available Soil Moisture 
Layer (cm. of water/ft. of soil) 

'1 3.74 

2 5.30 

3 5.27 

4 4.88 

5 6.00 

6 3.76 

7 4.21 

TOTA, 33.20
 

For each of.the 48 treatments, ET was calculated according to
 

the mass balance equation, Equation 1.3, using the original neutron
 

probe data, neglecting runoff and deep percolation. The assumptions
 

of measuring ET by this method are discussed in Appendix A. The
 

results of the ET calculations are presented in Table 3.11. A
 

number of treatments have been deleted where ET calculations have
 

resulted in negative values or values greater than pan evaporation
 

during the same time period. Obviously, ET calculated by this
 

method is crude, with errors introduced by unmeasured water inputs,
 

instrument error, and/or user error.
 

Application of the,,Models to the Representative Farm
 

Water Unlimited Case
 

With water unlimited, the three dynamic programs were run using
 

the data of the representative farm. With fixed irrigation days, the
 

multiplicative and additive production functions gave the same
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Table 3.11 

CALCULATED ET BASED ON SOIL MOISTURE MEASUREMENTS 
IN THREE TIME PERIODS FROM FIELD TRIALS 

WITH CORN AT COLORADO STATE UNIVERSITY, 1974 (cm.) 

July 1- July 17- July 24- Yield 
Run T+mt July 16 July 23 Sept. 11 (kg/ha) 

1 1-1 1.52 1.99 6.83 4,544 
2 1-12 2.20 5.13 10.54 4,723 
3 1-3 3.14 5.87 10.00 7,547 
4 1-10 8.93 3.22 13.70 7,322 
5 1-4 7.60 3.01 13.93 8,995 
6 1-5 4.29 7.65 1883 8,820 

7 1-6 13'60 2.78 22.79 8,958 
8 1-7 15.26 5.27 20.89 8,569 

9 II-11 3.22 5.13 11.76 5,147 
10 11-3 8.73 1.35 12.51 6,827 

11 11-10 9.76 2.29 9.96 6,210 
12 11-4 4.04 10.22 7M98 8,059 

13 11-9 16.27 2.41 9.88 7,674 

14 11-5 9.44 13.05 .6.91 8,059 

15 11-8 14.57 8.30 4.85 8,415 
16 111-2 1.38 2.71 10.17 3,563 

17 111-10 7.88 2.39 14.37 6,661 

18 111-4 9.89 1.80 15.48 6,370 

19 111-8 11.00 3.31 18.83 8,748 

20 111-6 8.05 18.60 4.22 9,083 

21 IV-1l 5.03 2.25 11.02 5,439 
22 IV-5 2.47 8.35 4.01 3,515 
23 IV-7 0.83 7.71 10.27 7,260 

Pan 
Evapora­
tion 10.22 4.64 28.58
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results: irrigate to fieldcapacity,.at each irrigation. The OPT DAY 

program,lwith fleibledirigation dates iindicated nine irrigations, 

each time irrigating tOcifield capacity. The results of these runs are 

summarized in Table 3.12.
 

It should be noted'that these results are for quantities of water
 

delivered to the root zone under conditions of zero rainfall. These
 

values depend upon the assumptions of maximum yield of 140 bu./acre,
 

price of $2.50/bu., water cost of $2.43/acre foot at the headgate with
 

50% efficiency to the root zone, and labor cost of $2.50/irrigation.
 

The conversions to acre inches at the headgate are shown in Table 3.12
 

in parentheses.
 

Higher return under the flexible irrigation system would be
 

expected; however, slightly lower return was obtained. This is prob­

ably explained by approximation occurring within the programs. The
 

program OPT DAY calculates ET on a daily basis using Equation 3.1,
 

whereas OPT TIM calculates ET over longer periods using the exponential
 

form, Equation 3.3. 

The program OPT DAY was rerun using a labor cost of $5 per
 

irrigation. The number of irrigations is reduced to six as shown in
 

Table 3.13. A rational farmer who has complete flexibility in setting
 

the number of irrigations, who reports a labor cost of $2.50/irrigation,
 

and who chooses to irrigate less than six times instead of the optimal
 

nine, reveals a shadow price of labor greater than $5 per irrigation.
 

The additive ET--fixed date program was rerun to determine the
 

marginal value of water (see Table 3,13). The cost of water was
 

http:fieldcapacity,.at
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Table 3.12 

RESULTS OF PROGRAMS WITH FIXED 
AND FLEXIBLE IRRIGATION SCHEDULES 

Fixed Irrigation Schedule 

Depth of Water to Quantity of Water
 
Root Zone (cm.) at Headgate
 

Date Multiplicative Additive (acre in.)
 

June 15 12 12 ( 9.4)
 
July 17 14 14 (11.0)
 

July 24 4 4 (3.1)
 

Aug. 18 10 10 ( 7.9)
 

TOTAL 40 40 (30.4)
 

RETURN $71.23 $71.16 

Flexible Irrigation Schedule
 

Depth of Water Quantity of Water
 
Date to Root Zone (cm.) at Headgate (acre in.)
 

June 1 8 (6.3)
 

June 19 8 (6.3)
 

July 2 6 (4.7) 

July 14 6 (4.7)
 

July 19 4 (3.1)
 

July 29 6 (4.7)
 

Aug. 6 4 (3.1)
 

Aug. 14 4 (3.1)
 

Aug. 23 4 (3.1)
 

50 cm. 39.1
 

RETURN $70.29
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-Table 3.1' 

OPTIMAL IRRIGATIONS FOR VARIOUS
 
WATER AND LABOR COSTS
 

Fixed Irrigation Schedule 

Water Cost Water Cost Labor 
$/acre ft. 

Run at Headgate 
$/acre cm. 
at Root Zone 

Cost 
$/Irr. 

Optimal Irrigations 
(cm. at root zone) 

Return 
$ 

1 2.43 0.16 2.50 12 14 4 10 (71.16) 

2 9.72 0.64 2.50 12 14 4 10 (51.95) 

3 14.58 0.96 2.50 10 14 4 10 (39.19) 

4 20.00 1.28 2.50 0 20 4 10 (27.76) 

5 2.43 0.16 5.00 12 14 4 10 (61.16) 

6 2.43 0.16 7.50 12 14 0 12 (50.89) 

Flexible Irrigation Schedule 

Water Cost Water Cost Labor 

Run 
S/acre ft. 
at Headgate 

$/acre cm. 
at Root Zone 

Cost 
$/Irr. 

Irrigations 
Day Amount 

Return 
.$ 

7 2.43 0.16 5.00 30 12 (61.66) 
61 14 
76 8 
84 4 
92 4 

103 6 

TOTAL 48 cm. 
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increased until no longer was the optimal policy to irrigate fully
 

in each :time period. This.policy occurred for water costs between
 

$0.64 and,$0.96/acre cm. atithe root zone which is equivalent to
 

between $10 and $15/acre foot at the headgate.
 

The exact marginal value was not found, but assume it was $0.75/
 

acre cm. At this cost of water, the added return due to the added
 

2 cm. of water equals the cost of the added water. This figure rep­

resents an approximation to the marginal value of water in the first
 

time period, since this was the time period where the irrigation
 

was not t,, field capacity. The marginal value of water in the other
 

time periods is greater than $20/acre foot, as seen from Table 3.13.
 

The same program was rerun to test the sensitivity of the optimal
 

policy to the labor cost per irrigation. With the existing crop price
 

and water cost, if the labor cost increases to $7.50/irrigation, the
 

optimal policy changes. Under this cost structure the third irri­

gation is skipped, with the remaining irrigations to field capacity.
 

The additive ET--fixed date irrigation program was selected
 

for this and further analysis because itwas thought to most ade­

quately model the actual system. The additive relation gives a bet­

ter fit to the field trial data and fixed irrigation dates are more
 

representative of the application site, though more frequent irri­

gations are common practice.
 

All of the previous results have been for the static root zone 

model. The additive ET, fixed date program was modified to include 

a dynamic root zone model in order to test the sensitivity of the 

original model to changes in assumptions regarding the root zone., 
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(The results "are .shown -inTable3 .14. -Significant differences from the 

original model were obtained. In further studies, the dynamic model 

should be included, particularly if more growth stages are included. 

With only three growth~stages, the large increase in the root zone 

.volumebetween periods'one and 2, which results in addition of a
 

large quantity ,of available soil moisture, is not a very realistic 

:situation. 

Table 3.14
 

COMPARISON OF RESULTS WITH DYNAMIC
 
VERSUS STATIC ROOT ZONE MODEL
 

Optimal Irrigation Requirements
 
at root zone (Cm.) Return 

1 2 3 4 
Dynamic 6 6 4 12 79.80 

Staitic 12 14 4 10 71.16 

Water Limited Case
 

The final computations for this chapter are the determination 

of optimal water use coefficients for corn under deficient water sup­

ply in specific time periods due to competition with other crops. 

In these runs, water availability was reduced in 2 cm. increments to
 

a total of 8 cm. (6.3 acre inches at the headgate). In this range,
 

every combination of water shortage in the various time periods was
 

evaluated. In Chapter IV, the results are linearized and a good fit
 

is required in the neighborhood of full irrigations. Thus the rela­

tively small amounts of deficits are satisfactory for the analysis.
 

For deficits greater than 8 cm., several additional calculations were
 

made.
 



Table 3.15 gives the results of the water deficit runs. In run 

2B, foriexample, the assumption is that water is short at the second 

irrigatiou so that the farmer can irrigate only to within 2 cm. of 

field capacity. In the other time periods the program selects the 

optimal quantities of water (with no limitation) to maximize return. 

The seasonal water use is 40 cm. since 2 additional cm. are used 

in period 3. The net return is $71.16 and the return net of all 

costs except for variable irrigation costs is $77.56. The last fig­

ure is needed for the optimization of Chapter III, where water costs
 

are calculated by the linear program.
 

Aother example is run 7 with 6 units short and the pattern 4/2
 

indicating 4 cm. short in period 2 and 2 cm. in period 3. Again,
 

the interpretation is that the water supply is deficient so that the
 

farmer lacks by 4 cm. of being able to refill the root zone to field
 

capacity in period 2, and by 2 units of being able to fill it in
 

period 3. Note that the total quantity applied in period 3 is 6 cm.,
 

whereas in the water unlimited case all that was required was 4 cm.
 

to refill the root zone to field capacity. This method of generating
 

water use coefficients, though generating some repetition and some
 

results which appear unreasonable, insures every possible combina­

tion of water use coefficient.
 

Summary
 

This chapter has presented a thorough analysis of the single crop 

situation. Field trial data have been used to fit parameters in an
 

ET estimation model and to fit parameters to two yield prediction
 

models based on ET in three growth stages.
 



Table 3.15 

TVDTrA1TAV AMOUNTS AND EXZECTED RETURNS FOR 
DEFICIENT wATER SUPPLY' 

Net Return 
Irrigation (cm.) With.. 0. 

Run Short 1 2 3 4 Total Irr. Cost 

1 Full 12, 14 4 10 40 77.23 
2A 2 10 14 4 10 38 73.97 
2B 2 12 12 6 10 40 74.78 
2C 2 12 14 2 12 40 73.14 
2D 2 12 14 4 8 38 71.44 
3A 4 8 16 4 10 38 72.46 
3B 4 12 10 8 10 38 71.56 
3C 4 12 14 0 12 38 65.75 
3D 4 12 14 4 6 36 65.65 
4A 2/2 10 12 6 10 38 70.75 
4B 2/2 10 14 2 12 38 69.89 
4C 2/2 10 14 4 8 38 68.75 
4D 2/2 12 12 4 10 38 69.80 
4E 2/2 12 12 6 8 38 69.56 
4F 2/2 12 14 2 8 36 66.79 
5A 6 6 16 6 10 38 6631 
5B 6 12 8 8 10 38 68.33 
5C 6 12 14 0 12 38 65.75 
5D 6 12 14 4 4 34 59.86 
6A 8 0 20 4 10 34 64.56 
6B 8 12 6 10 10 38 65.12 
6C 8 12 14 0 12 38 65.75 
6D 8 12 14 4 2 32 54.07 
7A 
7B 

4/2 
4/2 

8 
8 

14 
16 

4 
2 

10 
12 

36 
38 

70.01 
68.37 

7C 4/2 8 16 4 8 36 66.67 
7D 4/2 10 10 8 10 38 67.52 
7E 4/2 12 10 6 10 38 66.59 
7F 4/2 12 10 8 8 38 66.33 
7G 4/2 10 14 0 12 36 65.50 
7H 4/2 12 12 0 14 38 64.11 
71 4/2 12 14 0 10 36 59.96 
7J 4/2 10 14 4 6 34 62.40 
7K 4/2 12 12 6 6 36 63.77 
7L 4/2 12 14 2 8 36 61.56 
8A 6/2 6 14 6 10 36 65.98 
8B 6/2 6 16 4 10 36 65.12 
8C 6/2 6 16 6 8 36 63.98 
8D 6/2 10 8 10 10 38 64.30 
8E 6/2 12 8 6 12 38 63.35 
8F 6/2 12 8 8 8 36 62.54 
8G 6/2 10 14 0 12 36 62.50 
8H 6/2 12 '12 0, 14] 38 62.38 
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Table 3.15 (Continued)
 

Net Return
 

Irrigation (cm.) With 0:
 

Run Short 1 2 3 4 Total Irr. Cost
 

81 6/2 12 14 0 10 36 59.96
 

8J 6/2 10 14 4 4 32 58.34
 
8K 6/2 12 12 6 4 34 57.98
 
8L 6/2 12 14 2 6 34 55.77
 
9A 4/4 8 12 8 10 38 67.35
 
9B 4/4 8 16 0 12 36 60.98
 

9C 4/4 8 16 4 6 34 60.88
 
9D 4/4 12 10 2 14 38 58.39
 
9E 4/4 12 10 8 6 36 60.54
 
9F 4/4 12 14 0 8 34 54.19
 
1OA 2/2/2 12 12 4 8 36 64.01
 
10B 2/2/2 10 14 2 10 36 64.10
 
10C 2/2/2 10 12 6 8 36 64.96
 

10D 2/2/2 10 12 4 12 38 66.65
 

11 2/2/2/2 10 12 4 10 36 60.86
 

Other Runs
 

12 10 14 	 2 2 28 39.23
 
0 0 20 4.94
13 10 10 


14 0 14 0 0 14 -17.19
 
-97.79
15 0 0 	 0 0 0 
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The multiplicative and additive production functions were incor­

porated into dynamic programs to determine optimal water avDlications
 

on four fixed irrigation dates. 
The results with the existing price 

of corn and cost. of water and labor were the same withbothproduc­

tion functions: to irrigate to fieldcapacity at each irrigation.
 

A-rnira program was written employing the additive production
 

function without the restriction or Zlxea lrrigation dates.... With the
 

same cost and price structure as previously used, nine irrigations
 

were scheduled. 
When the price of labor was increased, the results
 

were close :to those of 
 the previous program, thus indicating a shadow 

price of labor greater than the market price.
 

The additive production function program witn xixea irrigation
 

dates was adopted as most representative of the actual system being
 

modeled. With this program the marginal value of water was deter­

mined to be between $10 and $15/acre foot early in the season, and
 

greater than $20 an acre foot later in the season.
 

The models presented in this chapter employed a static root 

zone model. A dynamic root zone model was described and tested in 

one program. 
It was found that the results of the program are sensi­

tive to the choice of root zone model and further research should be
 

conducted.
 

Water use coefficients were determined under conditions of de­

ficient supply. These coefficients provide alternative methods of
 

production for corn under conditions of zero rainfall and with the
 

constant climatic conditions as discussed in Chapter I. The intro­

duction of rainfall, multiple crops, and multiple objectives willlbe
 

analyzed in the next chapter.
 



Chapter IV
 

THE MULTIPLE CROP MODEL
 

Introduction
 

In this chapter the multiple crop problem is considered. The
 

basic problem is 
to choose which crops to plant given an initial set
 

of feasible crops and knowledge of returns with various quantities
 

of uater applied. In this chapter, precipitacion is viewed as the
 

only random variable. Other climate variables, crop prices, etc.,
 

are assumed known with certainty. Under these assumptions, the
 

farmer is faced with a two objective problem: maximizing expected
 

return from the crops and minimizing the variability of the return
 

due to effects of random precipitation.
 

The general approach that has been adopted in this chapter is
 

the passive programming approach as described in Appendix C. With
 

this approach, a deterministic program is solved for each possible
 

value of the random variables, in this case seasonal precipitation.
 

For each policy determined by the deterministic program, a simula­

tion model is run which calculates the expected return and variance
 

under this policy. An EV curve is generated similar to Figure C.l.
 

With knowledge of the farmer's utility curve or equivalently, with
 

application of multiple objective techniques such a. 
the'urrogate
 

worth trade off method, the optimal policy can be deteimined;
 

98
 



99
 

The interpretation of this policy, then, is that it is the
 

quantity of precipitation which when included in a deterministic
 

planning model, results in recommending crop acreages and irrigation
 

timing which maximize the farmer's utility.
 

Two models are formulated and solved in this chapter. The first
 

is a deterministic model which finds optimal crop acreages for given
 

precipitation levela. This problem is formulated as a linear pro­

gram similar to that of Young and Bredehoeft (1972).
 

The second is a simulation program which for each precipitation
 

level, takes the optimal acreages and determines returns under the
 

actual precipitation record for the site. At any given time period
 

within any year, another linear program is solved which allocates
 

water in the current time period based on actual rainfall to that
 

date, forecast rainfall, and quantity of water remaining for the sea­

son. From this model, then, the expected return and variance for
 

each policy is calculated.
 

Site Data 

Forthe representative cash crop farm of the Ft. Morgan, Colo­

rado,-,area, various assumptions have been made. Conklin (1974) 

f,tates l'typical" crop acreages of, 

Corn Grain- .30 acres 

Alfalfa .50,,acres 

,:Sugar Beets 50 acres,, 

Pinto Beans 50,acres
 

.Naturally, on any specific farm, various factors including availabil­

ity of capital, machinery, and labor tend to dictate the crops grown.
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Sugar beet production, for example,'is limited to the capacity of
 

nearby processing plants.and before planting, the crop is contracted
 

to the plant. For the entire survey region,..Conklin reports, "Only
 

19 of the 89 farmers grow both beets and beans. 
Thirty-six farms
 

raise only corn and hay. 
Machine costs are high enough to encourage
 

farmers to specialize."
 

For the representative farm of this study, the above factors
 

are assumed to work towards putting upper limits on the acreages of
 

higher valued crops (beets and beans) and minimum acreages on the
 

lowest valued crop, alfalfa.
 

Rainfall Data
 

Monthly precipitation data for the Ft. Morgan, Colorado, area
 

during the irrigation season is presented in Table 4.1. 
The total
 

average seasonal precipitation, based on 83 years of record, is
 

9.12".
 

In Table 4.2, precipitation amounts have been converted to cm.
 

and adjusted to fit the time periods of the current study. 
Five time
 

periods are considered. 
The third time period (July 16-25) corres­

ponds to the critical silking period of corn. Entries in Table
 

4.2 have been obtained by multiplying entries in Table 4.1 by approp­

riate weights, assuming precipitation is distributed uniformly in
 

any given month.
 

In Figure 4.1, a precipitation frequency analysis is performed
 

based on the most recent 20 years of data. 
Seasonal precipitation
 

values were placed in descending order, the ratio to the mean was cal­

culated and plotted versus the plotting point. 

n+l 
Tr 4.1) 



101
 

Table 4.1
 

IRRIGATION SEASON PRECIPITATION DATA
 
FOR FT. MORGAN, COLORADO
 

(Source: 'Climatological Data, Colorado,
 
U.S. Department of Commerce
 
Environmental Data Service)
 

Seasonal
 
Year Month Total (in.) 

May June July Aug. Sept. 

r1955*...3.65 2.60 1.97 1.36 2.06 1164 

1956 .59 2.78 6.70 1.36 .31 11.74 

1957 4.50 1.97 2.02 1.79 .27 10.55 

1958 2.17 4.04 1.97 .53 1.88 10.59 

1959 4.46 .41 1.02 .55 .99 7.43 

1960 2.23 .82 1.49 .21 1.11 5.86 

1 61 406''1.71 2.32 1.15 2.54 11.78 

1962 3.79: 3.00 -3.56 .35 .42 11.47 

i96-3 1.05 2.65 '1.21 2.66 1.51 9.08 

1964 1.63 2.54 .40 .76 .75 6.08 

"1.26 3.33 5.36 1.15 2.00 13.10 

1966 .52 2.67 .70 2.28 1.51 7.68 

1967 6.53 3.94 1.74 1.10 .39 13.70 

1968 2.00 1.56 .56 2.29 .18 6.59 

1969", 2.58 1.05 1.87 .07 .64 6.21 

970 .54 2.59 ".54 2.'13 .88 6.68 

1971 .92 1.64 .40 .16 2.43 5.55 

1972 .99 1.83'' 1.50 2.59 1.35 8.26 

1973' '2.21 1.221.93 .90 4.67 LO.93 

1974 .26 1.36 2'.35' .34 .22 .53 
,ong­
term 
Average 2.56 2.13 1.90 1.45 1%08 9.12 
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Table 4.2 

ADJUSTED PRECIPITATION DATA 
FOR FT. MORGAN, COLORADO (cm) 

May 15- June 15- July 16- July 26- Aug. 20- Total 
Year June 15 July 15 July 25 Aug. 19 Sept. 30 

1 7.9 5.8 1.6 3.1 6.6 25.0 

2 4.3 12.0 5.5 5.4 2.1 29.3 

3 8.2 5.1 1.7 3.8 2.4 21.2 

4 7.9 7.6 1.6 1.8 5.3 24.2 
5 6.2 1.8 .8 1.4 3.1 13.3 

6 3.9 2.9 1.2 1.1 3.0 12.1 

7 7.3 5.1 1.9 2.9 7.6 24.8 

8 8.6 8.3 2.9 2.3 1.4 23.5 

9 4.7 4.9 1.0 4.7 6.5 21.8 

10 5.3 3.7 0.3 1.4 2.7 13.4 

11 5.8 11.0 4.4 4.4 612 3.18 

12 4.1 4.3 0.6 3.9 6.1 19.0 

13 13.3 7.2 1.4 2.6 2.1 26.6 

14 4.5 2.7 0.5 3.8 2.7 14.2 

15 4.6 3.7 1.5 1.0 1.7 12.5 

16 4.0 4.0 0.4 3.6 4.3 16.3 

17 3.3 2.6 0.3 0.4 6.3 12.9 

19 4.4 4.0 1.6 2.3 12.7 25.0 

20 2.1 4.7 1.9 1.7 0.9 11.3 

Average 6.0 5.11 1.6 3.2 4.2 20.11 
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in' Wh1Vw
 

Tr~ fketuit perioda in -years
 

m - rank of the observation 

n - number of ,years of record. 

Crop Water-Use Data
 

Crop water-use data for corn based on the field trials at Colo­

rado State University is presented in Chapter III. The table of
 

optimal returns with deficient supply (Table 3.15 is used as input
 

to the deterministic linear program.
 

Data for irrigation of the remaining crops of the representa­

tive farm, particularly irrigating with deficient supply, is lim­

ited. Stegman, et al., (1965) present a summary of research data and
 

suggest some values for ET rates and effects of stress for various
 

crops. The results of the Stegman study will be employed in the cur­

rent study, with the substitution of soybean data for the needed pinto
 

bean data.
 

Table 4.3 presents the results of the Stegman study for the four
 

crops of the representative farm. These values represent average
 

daily ET under well-watered conditions, In Table 4.4 the ET rates
 

have been adjusted by appropriate weights to conform to the time per­

iods previously established.
 

Table 4.5 presents maximum daily ET 4rates. The data for corn
 

is that from Table 3.1. Entries from Table 4.4 have been scaled up­

ward by a factor 1.19 to convert from the "average well-watered con­

ditions" to the maximum ET rate at Field Capacity for the applica­

tion site. This factor was obtained by computing the ratio of the
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ET corn results of Stegman with those of the current study:rduring 

the peak ET time period andjmultip1yageach',entry by this ratio. 

Table 4.3
 

AVERAGE DAILY ET BY
 
TIME PERIODS FOR FOUR CROPS 

(From Stegman, et al., 1965)' 

ET (cm.) for the Given Days 

Crop 1-30 31-60 61-90 91-120 121-150 

Sugar Beets .15 .30 .53 .53 .38 

Beans .15 .28 .53 .51 .25 

.Alfalfa .30 .51 .48 .41 .33 

Corn .15 .28 .53 .51 .25 

Table 4.4
 

AVERAGE DAILY ET ADJUSTED FOR 
TIME PERIODS OF THE CURRENT STUDY (cm)
 

Dates: May 15- June 16- July 16- July 26- Aug. 20-
June 15 July 15 July 25 Aug. 1.9 Sept. 30 

Crop Days: 1-32 33-63 64-73 74-98 99-140 

Sugar Beets .16 .32 .53 .53 .45
 

Beans .16 .30 .53 .52 .43
 

Alfalfa .31 .51 .48 .45 .37
 

Corn, .16 .30, .53 .52 .43 
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Table 4.5 
' MAXIMUM DAILY ET FOR FOUP 

CROPS BY TIME PERIODS 

Daily ETmax(cm.) for the Given Days 

Crop 1-32 33-63 64-73 74-98 99-140 

Sugar Beets .19 .38 .63 .63 .53 

Beans .19 .36 .63 .62 .51 

Alfalfa .37 .61 .57 .53 .44 

Corn -.50 .50 .63 .46 --

Table 4.6
 

MAXIMUM ET FOR FOUR
 
FIXED IRRIGATIONS (CM.)
 

ETmx(cm.) for the Given Time Period
 

Irrigation: 
 1 2 3 
 4 
Crop Day : 33 64 74 98 

Sugar Beets 5.6 9.9 5.7 12.5
 

Beans 
 5.6 9.5 5.7 12.4
 

Alfalfa 10.0 14.4 5.2 10.9
 

Corn 12.7 12.4 5.7 9.7
 

Each entry of Table 4.5 is thus equivalent to the Yaron coef­

ficients established for corn and employed in Equation 3.3. For each
 

crop, values of maximum ET have been calculated according to Equa­

tion 3.3 based on four fixed irrigations and zero rainfall. These
 

values are shown in Table 4.6. Note should be made that the values 
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obtained depend on the value used for depth of available moisture at
 

Field Capacity. Lackino specific data for rooting depths of these
 

crops, the value used in the calculation was that used for corn, 33.2
 

cm. This number is based on a rooting depth of 7'which is surely
 

deeper than each of the other crops. The values in Table 4.6 thus
 

represent an upper limit on ET rates.
 

Returns with Deficient Water Supply for Beets, Beans, and Alfalfa
 

For each of the crops other than corn, data were obtained from
 

Stegman, et al., (1965) regarding the effect of "stress" on yield.
 

Stress was not explicitly defined by the authors for some crops, but
 

the assumption in this study is that each skipped irrigation induces
 

a stress period.
 

For each crop, Tables 4.5 and 4.6 were used to determine ET
 

and depth of water required to refill the root zone when one irriga­

tion period is skipped. Again the Yaron relation, Equation 3.3, was
 

used to determine these values. The first four columns of Tables
 

4.7-4.9 present these results. The first row represents maximum ir­

rigation, the next rows show irrigation requirements when one irri­

gation is skipped. All values are in cm. at the root zone.
 

Column 5 in Tables 4.7-4.9 is the percentage of maximum yield
 

obtained by each treatment. These values were obtained from the
 

curves drawn by Stegman (1965), see Figures 4.2-4.4. For example,
 

for pinto beans, using the soybean data, at day 64, the soil moisture
 

is depleted by 13.5 cm. and a stress period is recorded. From Figure
 

4.2, the percentage of maximum yield obtainable is 64%. Similarly,
 



Table 4.7 

CALCULATION OF RETURNS FOR SUGAR BEET PRODUCTION 
UNDER DEFICIENT WATER SUPPLY 

1 2 3 4 5 6 7 8 9 

Fixed Net Return
 

Method % of and with Zero Net Return 
of Amount of Irrigation at Maximum Gross Variable Irrigation with Zero 

Production Scheduled Times (cm) Yield Return Costs Costs Water Cost 
1 2 3 4 

1 5.6 9.9 5.7 12.5 100 570.00 385.80 184.20 174.20
 

2 0.0 13.8 5.7 12.5 97 522.90 385.80 167.10 159.60 

3 5.6 0.0 13.9 12.5 97 522.90 385.80 167.10 159.60 

4 5.6 9.9 0.0 16.1 96 547.20 385.80 161.40 153.90
 

5 5.6 9.9 5.7 0.0 88 501.60 385.80 115.80 108.30
 



Table 4.8
 

CALCULATION OF 
 RETURNS FOR PINTO BEAN PRODUCTION 
UNDER DEFICIENT WATER SUPPLY 

1 2 3 4 5 6 7 8 9 
Fixed Net Return Net Return

2 of Gross and with Zero with Zero
Method of Maximum Return Variable Irrigation Water
Production Scheduled Irrigations Yield $ Costs Costs Cost 

1 2 3 4 

1 5.6 9.5 5.7 12.4 100 400 220.26 179.74 169.74 

2 0.0 13.5 5.7 12.4 
 80 320 220.26 99.74 92.24
 

3 ..5.6 0.0, 13.6 12.4 64 256 220.26 35.74 28.24
 

4 5.6 9.5 0.0 16.0 62 248 220.26 27.74 20.24
 

5 5.6 9.5 5.7 
 0.0 67 268 220.26 47.74 40.24
 



Table 4.9
 
CALCULATION OF 
RETURNS FOR ALFALFA PRODUCTION
 

UNDER DEFICIENT WATER SUPPLY 

1 2 3 4 5 6 Fixed Net eturn Net letux 
Method % of Gross and with Zero with Zero

of Maximum Return Variable Irrigation Water
Production Scheduled Irrigations Yield $ Costs Costs Cost 

1 2 3 4 

1 10.0 14.4 5.2 10.9 100 264.00 184.72 79.28 69.28 

2 0.0 20.1 5.2 10.9 87 229.68 184.72 44.96 37.46
 

3 10.0 0.0 15.8 10.9 100 264.00 184.72 79.28 71.78
 

4 10.0 14.4 0.0 14.4 100 264.00 184.72 79.28 71.78
 

5 10.0 14.4 5.2 0.0 77 203.28 184.72 18.56 11.06 
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:or;Ausar beets,p,spping ,the first, irrigation results in a depletion 

P, of available Interpolatio from3.8. cm.,,or 42Z soil moisture. 


Figure 4.1 results in a reduction in yield to 97% of maximum.
 

Column 6 of Tables 4.4-4.9 represents gross returns based on
 

the maximum yields and prices given in Table 3.9 and the percentages
 

of maximum yield in Column 5. Column 7 is the sum of fixed and var­

iable costs assuming zero cost for irrigation water and labor.
 

Column 8 is the net return for each method of production without ir­

rigation labor or water charges. Column 9 is the net return includ­

ing irrigation labor charge which isbased on $2.50 per acre per ir­

rigation. Column 9, then, is the net return with zero irrigation
 

water charge. The values in Column 9 are input to the programs des­

cribed later in this chapter.
 

Formulation of Linear Program to Determine Crop Acreages
 

The first model described in this chapter is a deterministic
 

linear program for obtaining crop acreages which maximize return
 

with a limited water supply. The program has been formulated con­

sidering one source of supply although at the application site, sur­

face water and groundwater are available. The formulation is sim­

plified, but the results are equivalent to the actual situation in
 

which surface water supplies are used entirely and groundwater is
 

.used to meet the remaining crop requirements.
 

The problem is formulated as a linear program with objective of 

,,maximizing return. The first constraint is the acreage limitation. 

The second is the seasonal water availability constraint. The next
 

four constraints limit water applied at each of the four scheduled
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irrigations~ The nextti 6nitalicontraints are acreage constraints' "on 

The0Iaet four constraintsa 	 equate water consumed 

with wiater available : The mt"ematical formulation is 

4". (j(i) 4:
 

u r R x -C E S 
 (4.2) 

4 j(i)	 ( 

i
i-i J-1 

(2) 	 4'' 
1, 1 jn k(ain uk rk)x < S (4.4), 

(3)-(6) Z (a rk)x < SS k-i, 4 (4.5) 

(7)-(8) Z Xl 1-2,3(46i-i <j X-12 	 (4.6) 

j(4) 
j:l"(4.7) 

4 j (i)
 
"(10-(13). V. E (a 
 r -k k-i, . 4 (4.8) 

in ah i ,th 

I - crop index 1 represents corn, 2 represents beets, 
represents beans, 4 represents alfalfa 

j =,method of production index 

k - time period index 

J(i) - total number of method of production for crop i
 
Rij - return per acre with zero water cost for crop, i 
 grown
 

under method j ($/acre)
 
xjj - acreage of crop i 
grown by method j (acres) 
C - cost of water delivered at the root zone ($0.16/acre cm.) 

Sk a water applied in period k (acre cm.) 

X - maximum irrigated acreage (280 acres) 

3 



rk = effective rainfall in period k 

aijk ' water requirement (acre cm.) of crop 'I grownby 
method j in time period k 

S - maximum seasonal quantity of water to be delivered 
to the root zone (acre cm.) 

Sk - maximum quantity of water in time period k 

X2 ' X3 maximum acreages of beets and beans, respectively 
(50 acres) 

X4 - minimum acreage of alfalfa (50 acrea) 

The maximum and minimum acreages for the crops other than corn
 

nave been determined by the characteristics of the representative
 

farm as discussed previously in this chapter. Note that providing
 

sufficient water is available, the corn acreage will be set at its
 

maximum value of 130 acres since it is a more highly valued crop than 

alfalfa. An interesting point of this program is that it determines 

how 	the production methods change as the precipitation varies.
 

Several other points should be made regarding parameters of the 

program. First, the program as written assumes rainfall is 100% ef­

fective. That is,all rainfall reaches the plant root zone. This
 

assumption has been made by other authors (e.g., Stegman, et al.,
 

1969), but is not entirely justifiable. As plants mature, particu­

larly corn, interception reduces effective rainfall. A functional
 

,relationship between time and percent effective rainfall for each
 

crop 	could easily be ipdorporated if these data were available. 

A final point is the determination of total quantity of seasonal 

irrigation water. Under current conditions for the representative 

farm, groundwater pumping restrictions do not limit farmers' produc­

tion. The purpose of this study is to look at a future time when 

pumping restrictions do limit production and to study the effects of
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this policy on returns to farmers. Clearly., if the limit on pumping 

is#set 	too high, -the effect on returns .is nil 

In this study, the limit on available water S has been set so 

that during a year with average precipitation, the farmer has suf­

ficient irrigation water to fully irrigate crops. In years with less.
 

than mean precipitation or when precipitation is low in critical per­

iods, the farmer is affected.
 

The calculation of S is shown in Table 4.10. The value ob­

tained 	is 6,288 acre cm. at the root zone, which converts to 410 acre
 

Eeet, assuming 50% efficiency from headgate to root zone, or 1.46
 

acre feet of water per acre of irrigated land.
 

Table 4.10
 
CALCULATION OF TOTAL SEASONAL IRRIGATION WATER SUPPLY 

Irrigation Total Irrigatior
 
Requirement Total Irrigation (Acre Cm.
 

Crop AcreaRe Less Mean R.F. Required/Acre at Root Zone)
 
1 2 3 4 

Beets 50 0.0 4.79 4.1 9.3 18.19 909.5 

Beans 50 0.0 4.39 4.1 9.2 17.69 884.5 

Alfalfa 50 4.0 0.00 14.2 7.7 25.9 1,295.0 
Corn 130 6.7 7.29 4.1 6.5 24.59 3,196.7 

TOTAL 280 	 6,287.5
 

Note: 	 Skip irrigation 2 for alfalfa for maximum return.
 
Mean rainfall - 6.0 cm. in time period 1
 

5.11 cm. in time period 2
 
1.6 cm. in time period 3
 
3.2 cm. in time period 4 
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Results of the Deterministic Linear Program 

The linear program formulated in the previous section was solved
 

by the Simplex algorithm. The final form of the matrix is shown in
 

Table 4.11. Scaling of some equations and variables was required in
 

order to prevent roundoff error from affecting the solution.
 

The program was solved considering various precipitation levels,
 

ranging from 0 cm. to the mean seasonal total of 20.11 cm. Note for
 

example, for 50% of the mean seasonal precipitation, the values in
 

each time period were assumed to be 50% of the mean. 

The results of the computer runs are shown in Table 4.12 and 

graphically in Figure 4.5. Under most precipitation policies, 50
 

acres each of beets, beans, and alfalfa were planted and 130 acres of
 

corn. Under the mean precipitation policy, 91 acres of corn were
 

grown under method 1 and 39 acres under method 2A since some water
 

shortage was encountered.
 

Under the 80% of the mean policy, 130 acres of corn were grown
 

under method 7A. Since Table 3.15 was not complete, for policies
 

below 70% of the mean precipitation level, other production methods
 

were generated and were incorporated into the solution. Since these
 

production methods are not necessarily optimal the program tends to
 

slightly underestimate returns for precipitation policies less than
 

70%.
 

With rne 'uA policy, airalra proauction was increased to 101
 

acres while 79 acres of corn were grown under method 13. It is
 

hypothesized that if Table 3.15 were complete, for each precipitation
 

level, all corn acreage would be set at 130 acres and all acreage
 

would be irrigated uniformly, as is the case for the 80% level. 
This
 



Table 4.11 

LINEAR PROGRAMMING TABLEAU FOR CROP ACREAGE PROBLEM
 

Corn Variables Beet Variables Bean Variables Alfalfa Variables 
Water Variables
 

Objective Function: IGross Ret-irne-1csts 

1. Acreage 1 . --- C 28 01 
2. Seasonal 

Water Availability I1 1 1 - 6281 

31 Water use Water Use Coeff. in Time Period 1-Forecast Effective Rf < 2300 

in Each iWater 
1Water Use Coeff. in Time Period 2-Forecast Effective if 

Use Coeff. in Time Period 3-Forecast Effective Rf 

< 2500 

200 
Time Period Water Use Coeff. in Tim Period 4-Forecast Effective Rf c 2500 

7. Nazium Beet Z -71iZIJcAcreage s -


Acreage 

9. Miimm Alfalfa . .o.
 
Acreage 

.Water Use Coeff. in Time Period 1-Forecast Effective if 0' 

Water Use Coeff. in Time Period 2-Forecast Effective if -
Blance Water Use Coeff. in Time Period 3-Forecast Effective Rf -1 - 0 

.Water Use Coeff. in Tim Period 4-Forecast Effective Rf -1 0Oi 
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Table 4.12 

RETURN 	 AS A FUNCTION OF PRECIPITATION LEVEL 
AND ASSOCIATED CORN ACREAGES 

Precipitation Method of Production
 
Level Return Corn Acreage (See Table 3.15)
 

100% 29,692.00 91 1
 

39 2A
 

80% 28,10850 130 7A
 

70% 26,666.62 8 7A
 
122 8J
 

60% 24,260.43 104 12
 
26 8J
 

40% 19,879.70 79 13
 
* 101 	 4 

20% 16,054.27 	 127 14
 
3 	 15 (dry) 

0% 13,215.79 	 95 14
 
35 15 (dry)
 

120% 29,932.45 130 	 1
 

*Alfalfa 
acreage
 

http:29,932.45
http:13,215.79
http:16,054.27
http:19,879.70
http:24,260.43
http:26,666.62
http:29,692.00
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Figure 4.5 

RESULTS OF DETERMINISTIC LINHAR PROGRAM SHOWING
 
RETURN AS A FUNCTION OF SEASONAL PRECIPITATION
 

WITH OTHER SOURCES OF WATER LIMITED
 



hypo thes isDconsls tent'Vith the "re ults' of Hall andB1ur1as I(i96l) 

discusse&'in Chapter' II, 'The discrete nature of the 'irrigationti 

amounts generates policies such as that at the 100% level.
 

The linear programming results, it should be emphasized, are
 

'for the deterministic case, that is, when a farmer has complete 

knowledge of future precipitation amounts. The program determines
 

return when a certain seasonal precipitation and distrioution is
 

forecast and that event occurs, 
The problem formulated in the next
 

section looks at the non-deterministic case, that is,calculation of
 

returns when an actual historical record is simulated.
 

The Multiple-Year Simulation
 

In the previous section the deterministic case was studied. For
 

various levels of seasonal precipitation, returns were calculated
 

based on foreknowledge of the seasonal precipitation and its distri­

bution. In this section, a problem is formulated and solved which
 

calculates the expected return and variance when random precipitation
 

is included in the planning model.
 

The Precipitation Planning Policy
 

The general approach is to take a particular precipitation
 

level, say 20% of the mean as the precipitation planning policy;. With
 

this policy, then, determine crop acreages, deterministically as was
 

done in the previous section, and test the results of this policy
 

with historical rainfall data.
 

A program is needed which simulates the farmer's decision of
 

how much to irrigate and how much water to keep in reserve for the
 

remainder of the season. In this program, acreages are set and the
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£rxigation decision is made at a particular time period based on the 

rainfall to date and the forecast rainfall for the remainder of the 

season. 

In the previous section, discrete methods of production were
 

considered. 
 The program in this section requires continuous return
 

functions. Linear return functions are developed for corn from
 

Table 3.15 and for the other crops from Tables 4.6-4.8.
 

The program also requires a forecast of precipitation for the
 

year. One approach would be to obtain historical forecasts of rain­

fall and assume that the farmer followed this forecast after initial­

ly planning his crop pattern according to a yearly forecast.
 

Another approach is to assume that the farmer's decision is based on 

an overall philosophy, ranging from optimistic to pessimistic. The
 

latter approach is adopted in this study. 
With the first approach
 

the farmer could adopt the forecast, or depending on the accuracy of
 

the forecast, and the farmer's view of risk, he could adopt some
 

fraction of the forecast as his personal view of forecast rainfall. 

The latter approach is a more long-term view of risk. On a day-to­

day basis the farmer has a better forecast than incorporated in this 

program, but the method adopted here reflects how expected income will 

vary and how the variance of that income will vary as the farmer as­

sumes attitudes ranging from pessimistic (each year forecasting low 

rainfall) to optimistic (each year forecasting high rainfall). 

Formulation of Problem 

Since it is desired to run a 20-year simulation with four ir­

rigation decision periods per year, the program formulation has been 

simplified for ease of computation. The return for each crop is 
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given as a linear function of water applied in each,timVpriod. A 

fifth time period has been added so that rainfall occurringN after 

the last irrigation can still contribute to yield. The return foR 

h jth crop is given as 

R"i 
5 
E(aZi - cYkj)xj (4.9) 

n which 

R - net return for the acreage of crop j 

aij a dollar value of a volume of water applied to one 
acre of crop j in time period i 

Zij - total volume of water applied ($/acre cm./acre) 
to an acre of crop i in period j (acre cm.) 

= 
c 	 cost of irrigation water (set at $0.16/acre cm.
 
at the root zone, equivalent to $5/acre ft. at
 
the headgate
 

Ykj 	= volume of irrigation water applied to an acre of
 
crop j in time period i (acre cm./acre)
 

P. = acreage of crop j (acres), from the determin­
istic linear program.
 

The methods used for determining coefficients a will be 

'iscussed in the next section. 

The integral component of the simulation model is the model 

which allocates water at each time period k for a given year. This 

allocation is based on the quantity of water in storage at the kth 

time period, the depth of rainfall in the kth period, W'k, and the 

forecast rainfall for the remainder of the year Wk+l, Wk+2. . . W5 . 

The problem is formulated considering 5 time periods and 4 crops. 

For the kth decision period, the model is formulated as: 

5 4 
max Ez Eaz x -cy X46.10)
ZijoYij i-k J-l aiiiJ ii 
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suchthat, 

zkjJW~+i ~ , ' ,• •4.l1) 

Y .­ l . .. 4. 
J51 4 

:3) 5 
Iy jx < Sk :4.13) 

i-k J "1j -
4 

:4) E yj . ss1 i-k, . . .5 (4.14) 

,.(5) z < FC- SM., i-k, . . .5 (4.15) 
, . . . , 

O'):': ~); ,. 4 (4.16)5j',<:O .
 

in-whigh symbo.us -Lurheobjective function have been defined pre-


ViOuSly and" ' 

-k accual ralnraii auring perioa K tcm.) 

W = forecast rainfall in period i where i ?,k (cm.) 

Sk - amount of water in storage at period k (acre cm.) 
SSi - maximum water that can be delivered in time 

period i (acre cm.) 
FC - depth of available soil moisture at field capacity 

(33.2 cm.)
SMij - depth of available soil moisture for crop j at 

time period i where k < i < 5 (cm.) 

The first and senond constraints state that depth of water ap­

plied (which contributes to return) is less than or equal to the sum 

of rainfall and irrigation. Usually this is an equality but zij 

may be constrained by (5). The third constraint is the seasonal quan­

tity constraint on irrigation water. The fourth places an upper 

bound on water applied in any time period. Constraint (5)states 

that depth of water applied which contributes to return must not ex­

cede the deficit of th soil profile from field capacity. ConatraSxt
 

http:symbo.us
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(6) prevents irrigation at the end of the last time period, only rain­

fall contributes to return in this period. 

Implicit in this linear program is a soil moisture simulation
 

model. Again the model employed is that of Yaron. The set of con­

straints listed as constraint (5)represents the soil moisture simu­

lation. At the kth time period, the value of SHj is known for
 
ii
all J, but the remaining'values, SMi i .> k, are variables, depen­

dent on the z For the
values, the quantity of water applied. jth 

crop at the k+l time period, soil moisture is given by the Yaron 

model as 

SMk+, j - (SMj + Zkj)e-bkj " tk (4.17) 

inwhich 

b - beta coefficient for the jth crop in the kth 
kj time period
 

kth  
tk = length of time (days) of the time period. 

Thus for time period k+l and crop J, constraint (5) is given by 

Zk+l, j< FC - (SMkj + Zkj)e-bkJ ' tk (4.18) 

or
 

Ckj ' Zkj + Zk+l, j FC - k (4109)ckjSMj 

inwhich
 

Ckj " ebkj . tk 

Similar expressions are derived for time period k+2, etc. Con­

straint (5)is thus represented by a lower triangular matrix with
 

diagonal elements unity and other elements products of the constants
 

ckj. A schematic diagram of the entire matrix is shown in Table 4.13.
 



Table 4. 13 

LINEAR PROCRAMMING TABLEAU FOR PROGRAM IRRISIM 

£ ~~i~i Y Variable Sde 

-II 

Wk 

0) 
k 

Vk+1 
Vk+ 

Uk1 

i7S 
1 

*1.L 
1 

"C-k4S% . 
.2JL. 

1i. *k ]. ' +L3 S . 

Chi FC~Co 
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Discussion of thek*ReturnrFunction Coefficientsg 

Tie coefficients wa-j -,were -determined !by various methodszbe­

causeeof the limitations of the.available data., For corn, the data 

from Table 3.15 wasused in a,:linear regression to determine'the­

aij icoefficients.i Water applied in all time periods was signifi­

cant at the 5% level and when the regression was constrained to a 

zero intercept, the resulting R2 value was 96%. The results of this
 

run are shown in Table 4.14. The largest residual was for zero water
 

application. This was acceptable since the best fit is desired for
 

water applications near the maximum since this occurs most frequently.
 

A zero intercept was used to conform to the results with other crops.
 

Results could be improved by loosening this restriction.
 

For alfalfa, deleting the first method of production in Table
 

4.9, four observations were available, generating four equations in
 

four unknowns. When these equations were solved, however, one of the
 

coefficients obtained was negative. For sugar beets and pinto beans,
 

an exact solution was not possible. Applying regression to the five
 

observations also resulted in some negative coefficient values. For
 

these crops, water applied in each time period should contribute
 

positively to return, hence another solution technique was attempted.
 

To obtain non-negative best fit coefficients for sugar beets and
 

pinto beans, a linear program was formulated. In this formulation
 

the constraints were less than inequalities containing the water use
 

and return data of Tables 4.7 and 4.9 and the objective was to mini­

mize the sum of the slack variables. The result of this formulation
 

is that the coefficients obtained always under-predict actual return
 



129
 

because of the slack-vatiables'!A d,4tag'ofthifomulation is 

~hatt someobservations .catn be ,fit exactlyby placing !alarge penalty 

n the objective functionrfodfficient of the corresponding slack 

variable.- Hence for full-irrigations of sugar beets, thd generated 

coefficients provide an exact fit; whereas for less than full irriga­

hich occur infrequently if ever, the coefficients predict
 

Table 4.14
 

RETURN COEFFICIENTS FOR 4 CROPS
 
IN 5 TIME PERIODS
 

Dollar Values of a Unit of ET
 
by Time Periods
 

Crop 1 2 3 4 5
 

Sugar Beets 4.90 5.13 5.28 4.70 1.20
 

Pinto Beans 4.75 4.98 5.12 4.56 1.20
 

Alfalfa 1.92 0.00 1.92 1.92 0.60
 

Corn 1.41 2.07 2.05 1.65 0.60
 

less than observed return.
 

For pinto beans, coefficients obtained in time periods two and
 

three were zero, again an unacceptable answer. When these results
 

iere included in the program, the result was to skip the second and
 

:hird irrigation, applying a large irrigation at the fourth time per-


Lod. Because of the large coefficient here, higher than maximum re­

turns were predicted. For the final computer runs, coefficients for 

pinto beans were obtained from those of sugar beets by reducing the 

beet coefficients by the percentage difference in return for beets 
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and #eans. With, theserevised coefficients, pinto, b!an, returns) are 

accurately predicted for full irrigations. Actually this is satis­

fac ory sincein all. cases beets and beans are irrigated fully 

he coefficients for alfalfa were revised to accurately fit pro­

duction method 3, under the assumption that irrigation in timeper­

iod 2 was unnecessary and that each cm. of water applied in the other
 

time periods contributed equally to final yield.
 

A final set of coefficients were needed for the dollar value of 

a unit of rainfall during the last time period. To obtain these 

coefficients, it was assumed that soil moisture was at field capacity 

after the last irrigation and a single rainfall event occurred mid­

way through the time period. The increases in ET and in return 

were calculated for corn using Equation 3.28. The resulting value 

was used for corn and alfalfa since their returns are nearly equal. 

For sugar beets and pinto beans the value was doubled. 

Description of Program IRR SIM
 

The 20-year irrigation simulation is programmed in Fortran IV
 

as IRR SIM. A flow chart is included in Appendix D.
 

Initially the program reads the precipitation planning policy,
 

the acreages determined by the deterministic linear program, the.
 

return function coefficients, the Yaron coefficients bij, the total
 

seasonal available water So, and the maximum delivery in any time
 

period SSi.
 

The program initializes the year and time period and reads the 

actual rainfall for the first time period of the first year. With 
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this information -:the first liear prgramis established in sub­

' outine' SET UP using the standard-subroutine, SIMPLX. The solution 

s,"the quantity of water applied to each crop in that time period. 

Control returns to Subroutine SET UP which stores the z values 

(total quantity of water applied to each crop) which are used in 

calculating the soil moisture levels for the next time period and the 

Y values, the sum of which define the parameter USE,' the quantity 

of irrigation water used in the time-period. 

The program next increments the time period, updating quanti­

ties of water in storage and soil moisture for each crop. Again the 

program reads the actual rainfall, sets up the linear program and 

"-nlvesit. 

After the last time period, the actual return for the year is 

"calculated according to the linear return functions of Equation 4.9. 

The program proceeds to the next year, repeating the entire pro­

cess. After the calculations for the last year, the expected return
 

and variance are calculated. The entire program is re-run for other
 

precJ-'tation planning policies and the expectation versus variance
 

graph is generated.
 

As with the previous deterministic program, various assumptions
 

are made. The basic assumptions of the Yaron soil moisture simula­

tion are presented elsewhere. Other assumptions are that rainfall is
 

100% effective and that all rainfall during the time period is accumu­

lated in the soil profile at the end of the time period. The ex­

ception is the last time period in which all rainfall during the
 

time period is assumed to occur in the middle of the time period.
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Results of the Multiple-Year Simulation
 

Two graphs of the results of program IRR SIM are shown in 

Figures 4.6 and 4.7. Figure 4.6 was generated with,the original
 

return function coefficients with some zero coefficients. Table
 

4.15 presents the results of the program with the revised coeffi­

cients of Table 4.14. Figure 4.7 shows these results in graphical
 

form. The figures have been plotted with standard deviation versus
 

expected return. For a normally distributed random variable, 68Z of
 

the observations lie within one standard deviation unit of the ex­

pected value. The results of this program are consistent with the
 

previous statement. For each precipitation policy level, four of 

the 20 observations lie below one standard deviation unit.
 

The shape of the EV, or in this case expectation vs. standard
 

deviation graph, in Figure 4.6 is consistent with that predicted by
 

economic theory. At low precipitation planning levels, as the planning
 

level is increased, variance rises and expected return riues. At
 

high precipitation planning levels, the variance continues to in­

crease but the expected return starts to decrease. Thus a point
 

exists where expected return is maxi.Aized. The backward bending sec­

tion of the curve is clearly an inferior region. For these points,
 

points of equal expected return and less variance can be found. 

In Figure 4.7 moving from 0% to 10%, the expected return in­

creases and the variance decreases. As the planning percentage is
 

increased, variance increases and expected return decreases. As
 

with Figure 4.6, a point where expected income is maximized can be
 

found. 
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Table 4.15
 

SUMMARY OF RESULTS OF PROGRAM IRR SIM
 
FOR VARIOUS PRECIPITATION PLANNING POLICIES
 

Precipitation Expected Standard Minimum Income Z of 
Planning Policy Return ($) Deviation in 20 Years Mean 

0 28,401 1,337 25,927 91.3 
10 28,402 1,335 25,927 91.3 
15 28,402 1,337 25,906 91.2 
25 28,398 1,344 25,822 90.9 
50 28,387 1,365 25,611 90.2 
70 28,379 1,383 25,442 89.7 

100 28 345 1,454 25,188 88.9 

Discussion of Multiple Objective Problem
 

The multiple objective problem is to find the particular pre­

cipitation planning policy which maximizes return and minimizes the
 

variance of that return. In general, in order to determine this
 

policy, some knowledge must be obtained of how the farmer values a
 

unit of return compared to a unit of variance.
 

In the specific case of Figure 4.7, the optimal precipitation
 

planning policy is approximately 10%, since for the points calcu­

lated, the variance is minimized and expected return is maximized
 

for this policy. Precisely why variance decreases between 0% and 10%
 

is not clear. Though neither is it intuitively obvious that fore­

casting at 10% should result in greater variance than at 0%. In Fig­

ure 4.6, the multiple objective problem could be reduced to maximiz­

ing expected return since it is unlikely that a farmer could differ­

entiate between a standard deviation of 3.8% of expected income (at
 

100%) and 2.9% of expected income (at 0%).
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Returns Under Deficient Supply
 

A final question was posed, that is, once the optimal precipi­

tation policy is determined, how is return affected as irrigation
 

supply is more tightly restricted. Initially, the water supply was
 

set at 6,288 acre cm. or 1.46 acre ft./acre. The simulation program
 

was re-run using the optimal precipitation policy of 1OZ wltk water
 

supply decreasing to 1 acre ft./acre. These results are shown in
 

Table 4.16. The program results would not be accurate below the
 

Table 4.16
 

EFFECT ON EXPECTED RETURN AND VARIANCE
 
OF LIMITED IRRIGATION WATER
 

Precipitation Seasonal Seasonal Minimum In-
Policy Supply Supply Expected Standard come in % of 

(%of Mean) (acre (acre ft. Return Deviation 20 Years Mean 
cm.) / acre) 

10 6,288 1.46 28,402 1,335 25,927 91.3
 

10 5,278 1.23 27,237 1,838 24,135 88.6
 

10 4,267 1.00 25,694 2,223 22,219 86.5
 

1 acre ft./acre level since the return function coefficients were
 

adjusted to give a best fit in the region of full irrigation. The
 

coefficients could be readjusted to give a better fit providing data
 

were available.
 

It may be concluded that when the seasonal water supply is res­

tricted below that level required for maximum yields in an average
 

year, return and variance are significantly affected. Figure 4.8
 

shows minimum observed income decreasing at a greater rate than ex­

pected income as the seasonal supply is decreased. Inother words,
 

as seasonal supply is reduced, the farmer becomes more dependent on
 

precipitation, and thus the variance of his return increases.
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'Sugary
 

'The main achievement in this chapter has been the determination 

fithe optimal precipitation planning policy. This is the policy
 

which when implemented results in maximizing expected return on a
 

long-term basis. The variance of the various precipitation planning
 

policies was calculated, but was found to not significantly in­

fluence the selection of the optimal policy.
 

The assumptions of the study should be kept in mind when view­

ing these results. The term "vriance" refers to the variance of re­

turns induced by random precipitation only. The "complete" problem
 

of risk, with variance induced by other random climate variables,
 

random water supply, random prices, etc., has not been studied.
 

Neither has the problem of uncertainty been addressed.
 

Figures 4.7 and 4.8 show that the optimal precipitation policy
 

is sensitive to the choice of the return function coefficients. More
 

work could be done to improve the confidence in these coefficients.
 

It should be emphasized that the optimal policy found in this
 

study is that precipitation level which maximizes return for this
 

site over a long-term record with no other forecast information.
 

On a month-to-month or year-to-year basis individual farmers have
 

access to more accurate forecasts. However, planners of new irri­

gation projects and researchers studying other aspects of an irriga­

tion system may have use for a percentage of seasonal precipitation
 

which can justifiably be employed in their calculations and models.
 

It would be expected that for arid areas, such as the Central Valley
 

of California, the optimal precipitation policy would be 0%, while
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in areas which rely heavily on precipitation, such as Iowa, the 

po;icy: approaches LO0Z. Estimates of optimal precipitation planning 

policies,could be determined for other geographic areas by employ­

ing rainfall records for Lhese areas in the simulation program. 



Chapter V
 

SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS
 

Summary
 

This study has dealt with certain aspects of the multiple crop
 

irrigation planning problem. The entire problem cuts across many
 

disciplines and would require large amounts of data and many man hours
 

of analysis. This study has taken currently available agronomic, eco­

nomic and hydrologic data and formulated and solved several irriga­

tion planning problems.
 

These problems may be generally stated as
 

1. How to decide which crops to plant given an initial feasible
 

set of crops -and a limited water supply.
 

2. How to include random precipitation in the analysis. The
 

models developed have been applied to a representative farm in the
 

irrigated area of the South Platte River Valley near Ft. Morgan,
 

Colorado.
 

The key theoretical assumption of this study has been the rela­

tion proposed by Yaron, et al., (1973) that daily evapotranspiration
 

ET is linearly related to available soil moisture ASM or equivalent­

ly that under conditions of no rainfall, soil moisture decays ex­

ponentially over time. Under this assumption, a computer program was
 

written to determine these rate coefficients for field trial data for
 

corn from Colorado State University.
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The Yaron model allows prediction of ET for a crop under any
 

irrigation regime. 
The next stage of the study has been to relate
 

ET to yields. An additive and a multiplicative function of ET in
 

three growth stages were tested and each was incorporated into a dy­

namic program to determine optimal water applications on four fixed ir­

rigation dates under various water limiting conditions.
 

The next stage of the study, Chapter IV, incorporated the pre­

vious results into a multiple crop planning model. The optimal water
 

applications for corn, along with limited data for other crops, were
 

used in a linear program which determined crop acreages which maxi­

mize return under conditions of known rainfall.
 

The effect of random precipitation was studied in the next stagr
 

of the study. For this section, a continuous return function was de­

veloped. Regression analysis was employed to fit a linear return func­

tion to the corn results of Chapter III, obtaining a "best fit" in the
 

region of full irrigation, since this region corresponds to actual
 

practice. Linearized return functions were also obtained for the other
 

crops of the study.
 

Also in this stage of the study, the concept of precipitation
 

planning policy was introduced. A farmer adopting a 10% precipitation
 

planning policy would plan for 10% of the mean precipitation in each
 

time period and would allocate his fixed seasonal irrigation supply
 

according to the actual rainfall to date and the forecast of 10% of
 

mean precipitation for the remainder of the season.
 

The effect of various precipitation planning policies was tested
 

using a 20-year simulation program. The expected return and variance
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under each, policy was calculated.i TheC optimal precipitation'tplanning 

policy is foundi, in, generali, by, solving a multiple- objectiae problem, 

However, in the, particular case of this s tudy the 'changeI in-, variante 

for~the different policies was insignificant, thus reducing- the prob­

lem to the single objective of maximizing expected return.
 

Conclusions
 

Marginal Value of Water
 

From the single crop model applied to the representative farm, 

the marginal value of water was obtained. The dynamic program was
 

run, increasing the water cost until the optimal policy no longer was
 

to irrigate to field capacity at each irrigation. Under the assump­

tions of the study, this calculation resulted in a marginal value of
 

water between $10 and $15 per acre foot early in the season and great­

er than $20 per acre foot later in the season for the single crop.
 

Actually, the marginal value is a variable depending on seasonal
 

quantity. It would be expected that the marginal value increases as
 

total seasonal quantity of water decreases, and decreases as the total
 

increases. From Figure 4.9, this marginal value calculation can be
 

made. If the seasonal supply is initially limited to 1,46 acre feet/
 

acre and then decreased to 1.23 acre feet/acre the expected income
 

drops by $1,165 or $4.16/acre. Assuming linearity in this region of
 

the curve, the marginal value of water is $18.09/acre foot. This fig­

ure reflects the expected value of a unit of water which could be ap­

plied any time during the season, while the previous figures reflect
 

the value to a particular crop in particular time periods.
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An .objective,-of maxim±zing; production"with a secondary. objective 

of minimizing wateryusase may, be!proposed.,:- .Mnimizinsgwater usage 

could be achieved through adopting the 10% precipitation policy. _Un­

der this policy, with the representative cropping pattern and the as­

sumed 50% irrigation efficiency, the calculation of Table 5.1 results
 

in a required seasonal supply of 2.3 acre feet/acre. This figure, it
 

should be noted does not include any preplanting or other light irri­

gations during early growth of the crops. 
 Under this production max­

imizing goal, expected return is approximately $30,000 while when sea­

sonal water is limited to 1.46 acre feet/acre, the expected return is
 

$28,402, leading to an approximate marginal value of water in this
 

range of $7/acre foot.
 

The conclusion to be drawn from thi.s section, providing the cal­

culations are judged of sufficient accuracy, is that since the farmer
 

of the representative farm is paying less than the marginal value of 

water, water cost should not be affecting production. The farmer
 

should be irrigating fully, providing water supplies are not limited.
 

Policy Implications
 

Under the current operating structure, in which water is priced
 

well below its marginal value, there may be a tendency for inefficient
 

use, particularly over-irrigation. The State Engineer is concerned
 

with meeting downstream water obligations and managing the groundwater
 

aquifer. He should promote increased efficiency of water use while
 

not placing undue burdens ot, the farmers of his area.
 

Some of the powers of the State Engineer are
 

1. Restrictions on digging new wells;
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Table 5.1 

CALCULATION OF SEASONAL WATER REQUIREMENT EMPLOYING 
A 10% PRECIPITATION PLANNING POLICY 

Seasonal Depth Total Seasonal
 
Water Requirement of Water Water
 
Less 10% P.P.P. (cm. per acre) Requirement


Crop Acreage (cm.) 
 (acre cm.)
 

Beets 50 5.0 9.4 5.5 
 12.2 32.1 1,605
 

Beans 50 5.0 9.0 5.5 12.1 
 31.6 1,580
 

Alfalfa 
 50 9.4 0.0 15.6 10.6 35.6 1,780
 

Corn 130 12.1 11.9 5.5 9.4 38.9 
 5,057
 

TOTAL 280 
 10,022
 

in. ft. 1
 
10,022 acre cm. x 
 x x _ 657.6 acre feet 

2.54 cm. 12 in. 50% efficiency
 

657.6 acre feet
 
657.6 acre feet 
 2.3 acre feet/acre
 

280 acres
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2. 	 Restrictions on pumping from existing wells; 

3. 	 Increasing the cost of pumping through some form of 
fee or tax; 

4. 	 Providing information to encourage improved water use 
efficiency.
 

Some possible measures under 4 (above) are promoting use of flow 

measuring devices and soil moisture measuring devices so the farmer 

has improved knowledge of his water use and needs. This service in 

some areas is provided as a package irrigation scheduling service. 

Clearly, no one of the above measures may be adequate for meeting
 

the downstream requirements particularly in years with low streamflow 

and low rainfall. Restrictions on digging new wells may not be effec­

tive in this area since the great majority of farmers currently oper­

ate 	wells. Providing information is a long-term proposal and farmer
 

acceptance of scheduling services also may take years since the bene­

fits of such activities may not be apparent each year.
 

Placing a tax on a well without coupling the tax to the quantity
 

of water pumped may not serve to improve water use efficiency. Tax­

ing quantity of water pumped requires metering of wells and some en­

forcement measures. Limiting pumping also requires enforcement though
 

it may not require metering if pumping is allowed only on certain days
 

or hours. Limiting is also more flexible than taxing since pumping
 

hours or days can be changed through the season as downstream require­

ments dictate. 

The limiting pumping alternative must be applied with sufficient
 

knowledge of the outcome, however, Restricting pumping for only a
 

sbort time during the critical silking period of corn, for example, 
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may seib oily reduce farmers' returns. From Table 3.15, a shortage of
 

1c'm atthe root zone during the second time period (only 10 days) 

result in a reduction of return from the corn acreage of the repre­

sentative farm of $911 frota the maximum return, even though water use 

in the remainder of the season is not restricted.
 

Though an optimal groundwater management policy may be an impos­

sibility in practice, a workable policy may be attained through com­

bining the results of this study with the results of the Young and 

Bredehoeft study in which the spatial and time effects of pumping on 

downstream flows were obtained.
 

Recommendations
 

Production Functions
 

The conclusions of this study are dependent upon the accuracy of
 

the assumptions and the accuracy of the theory that has been adopted.
 

The major recommendation of this study is that further research be
 

conducted on modeling the soil moisture versus ET relation and the
 

plant growth versus yield relation. An ET prediction model must
 

be included in order to predict irrigation requirements. Prediction
 

of ET under less than the traditional "well watered" conditions is
 

required. Predicting yield as a variable over the season is the second
 

phase of the model. The current study has adopted a production func­

tion approach based on ET in various time periods. A theory is 

needed which can apply to a number of field crops and can be field 

tested.
 

Field Testing
 

The center sprinkler line with linearly decreasing application
 

amounts appears as an acceptable method for testing the effects on
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yield of varying soLl moisture, Care should be taken in measuring 

soil moisture and, as has been done in the current year, soil moisture 

should be plotted immediately after measurement to check whether rea­

sonable results are being obtained. 

Although the center sprinkler line method varies amounts of ir­

rigations, additional blocks of the crop are required to study the
 

effect of different times of irrigation. Each additional variable
 

that is included in the field trial, such as salinity, fertility,
 

plant population, etc., multiplies the effort involved, as does re­

peating experiments for other crops. Thus the entire experiments 

are still costly. 

For field trial data to be most useful, climatic measurements
 

should be taken over the season. These should include pan evapora­

tion data or data to evaluate the Penman equation.
 

Transfer of Data
 

Transfer of data on crops obtained from field trials to other 

geographical locations is a subject of further research. It is de­

sired that a theory be developed so that the full range of experiments 

need not be repeated at each site. A complete analysis of the corn 

trials conducted at California, Arizona, Utah, and Colorado could 

provide insight to the data transfer problem. 

In the current study, plant growth, all climate variables, and
 

the root zone model are all included in the Yaron coefficients.
 

These coefficients vary over the season to reflect the changing nature
 

of the plant and the climate. One approach would be to develop these 
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coefficients for other crops and for other sites. Through experience, 

then, these coefficients could be applied to other locations."
 

An advantage of the Yaron model is that the coefficients
 

for a given time period may be approximated by the maximum ET attain­

able by the plant during this time period. The value of these coef­

ficients may be estimated by relating them to a percentage of pan 

evaporation, assuming the soil and climate are generally suited to the 

crop.
 

The data transfer problem could be approached through using the
 

more theoretical energy balance approach. As with the Yaron method,
 

this method dces not include terms for differing soil types. Addi­

tionally, this method requires data which may not be available for.. 

the particular application site. Even with the required data, the
 

energy balance method reduces to estimating "best fit" crop coeffi­

cients for the particular site. Thus, the data transfer problem, des­

pite the method used, appears to reduce to a problem in obtaining ex­

perience in adjusting coefficients.
 

Extension to Include Additional RandomVariables
 

Besides improving the physical modeling of crop growth, this
 

study may be extended to include other random variables contributing
 

to the variance of the farmer's return.
 

There are five types of random variables that can be included in 

a model which attempts to calculate expected return and the variance 

of that return. These may be classified as 

1. Precipitation 

2. Other climate variables 
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Price 'variables'
 

4. Watersupply variables, and 

5. 	Variables reflecting catastrophic events such :as, 
hail, frost, flooding, etc. 

The 	 nature of the study determines which of these variables are in­

cluded in the analysis. 

When the study is restricted to determining an optimal policy, 

such as the optimal precipitation planning policy, it is sufficient to 

hold prices, for example, constant in the multiple year simulation. 

However, more accuracy would be obtained if other climate variables 

were included. That is,if the Yaron approach is used, in the mul­

tiple year simulation, the coefficients should be adjusted to reflect 

the actual climate conditions that occurred during the year. A method
 

for adjusting these coefficients could be developed with sufficient
 

ET 	 data for a number of years. 

Studies focusing on other random variables influencing the farm­

er's crop pattern decision could be carried out. An interesting study 

would be to look at price as the random variable. For each year of a 

multiple year simulation, price forecasts could be obtained ranging
 

from "conservative" to "risky." Optimal cropping pattern decisions 

could be obtained for each discretized price level for each year and
 

the multiple year simulation could be run, generating an EV curve.
 

The solution of the two-objective problem would be the optimal price
 

forecast level.
 

A further study could be carried out for the State Engineer, who
 

may wish to determine the optimal seasonal water limitation based on
 

streamflow forecasts.
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To make the forementioned problems and the precipitation plan­

ning problem more accurately measure the actual variance experienced 

by the farmer, the effects of all the random variables should be in­

cluded. However, if obtaining an optimal policy, such as the optimal 

precipitation policy, is the only objective of the study, random var­

iables which do not influence the selection of that policy may be 

neglected. 

The Precipitation Planning Policy in Dryland Agriculture
 

For the site used in this study, precipitation contributes rela­

tively little to the water supply of the crop. Without irrigation,
 

field crops of the type grown would surely be unprofitable at this
 

site. The crop irrigation requirements shown in Table 4.10 would
 

virtually never be met by precipitation alone. Higher optimal pre­

cipitation planning policies would have been obtained applying the
 

analysis to a more humid non-irrigated site. In the dryland agricul­

ture case, the precipitation planning policy which is adopted only
 

affects the crop pattern decision, since there is no water alloca­

tion decision duiing the season.
 

A further study would be to determine from the farmer's view the
 

dryland case and the alternative of installing irrigation equipment.
 

In this case, measuring the variance of income due to precipitation
 

and the decrease in variance due to the sure water supply is import­

ant. At some point, dependent upon precipitation amounts, crop and
 

equipment prices, and the availability of capital, the farmer desires
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to reduce the variance due to precipitation in exchange for an in­

creasing investment, hence possibly reduced net return. 

It is hoped, then, that from the current study, other research
 

will be carried out in the general area of modeling the decisions en­

countered in irrigated agriculture. Areas of research arise in basic
 

crop research and in applications from both the farmer's view and 

from the planning agency's view. 
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Appendix A
 

AGRONOMIC BACKGROUND
 

Introduction 

In order to develop an optimization model for irrigated agricul­

ture, having a simple input-output model relating irrigation to yield
 

would be convenient. Unfortunately, such a model does not exist. In
 

this chapter, two approaches to predicting yield are discussed. The
 

first approach determines water requirements to meet a potential 

yield. The second approach viewt yield as a variable which can be 

expressed by a continuous function of some growth measuring variables. 

Before discusing the'ie plant. growth models, basic agronomic concepts 

are introduced. Later In the chapter, empirical methods of testing 

the growth modelE; are preLented. 

A complicating factor in the analysis is the timing of inputs. 

For example, for corn there are a number of growth stages commonly 

listed (nee Table. A.1). Water or more precisely the noil moisture 

level or even more precisely the plant wnter potentlal, has an In­

fluence on growth in each stage and on the final yield of the crop, 

but this relation is not precisely known.
 

Basic Concepts 

Soil Moisture 

In order to develop a simplified model based on available In­

formation, an understanding of various terms is needed. Sol moisture 
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Table A, 1
 

STAGES OF GROWTH AND DEVELOPMENT OF
 
GRAIN CROPS BASED ON EXTERNAL APPEARANCE 

(From Neghassi, 1974)
 

Stage 

Germination 

Tillering 

Jointing 

Shooting 

Booting 

Heading ) 
Earing ) 

Flowering 

Grain formation 

milk-ripe 

soft-dough 

waxy-ripe 

full- ripe 

dead- ripe 

Description 

The appearance of the radicle. 

The formation of tillers, I. e., branches produced 

from the base of the stem.
 

The stage when two nodes can be seen, i. e., the
 

beginning of shooting.
 

The stage of elongation of internodes. 

The end of the shooting stage and just prior to 
the emergence of the ears. 

The emergence of the ear from the tube formed 
by the leaf sheath. 

The opening of the flowers. In corn this stage 
Is often divided into tasseling and silking being 
the time of appearance of the male and female 

flowers, res)ectively. 

The period of grain developnent from fertilization 
until maturity. This period can he further sub­
divided iito the following tage'J: 

grain contrt:, have a milky consf;tcncy. 

grain content., have a dough consistency. 

grain conti. tli have waxy a p| arance. 

grain, content!; hard. 

grain ripe for cutting. 
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measurements are commonly expressed as percent of soil by weight 0w 

or by volume 0v,. When the volume of soil is known, ev can be con­

verted to an equivalent measure of depth of water per unit depth of 

soil. Another common measure of soil moisture is soil moisture ten­

sion, commonly given in bars or atmospheres. According to Taylor and
 

Ashcroft (1972, p. 1.1), tension is a measure of "the pull that must be 

placed on a unit area of water to prevent it from entering soil through
 

a membrane that is permeable to water but not to soil or air." In
 

order to convert soil moisture suction to volumetric soil moisture con­

tent for a particular soil, a desorption curve is used. This is a 

curve showing 0V versus tension during dewatering of the soil. 

A fourth measure of soil moisture is available soil moisture (ASM).
 

This is defined on a scale of 0 to 100 where zero corresponds to perma­

nent wilting percentage (PWP) and one hundred corresponds to field
 

capacity (FC). Wadleigh (1955) defines FC as "the moisture percen­

tage of a soil, expressed on dry-weight basis, in the field two or 

three days after a thorough wetting." Thornthwaite and Mather (1955) 

the soil contains no surplus of gravitational water
state that at FC 


and no deficit of capillary water.
 

Wadleigh defines PWP as "the moisture percentage of soil at
 

which plants wilt and fail to recover turgidity." Turgidity or turgor
 

pressure refers to the actual pressure in the plant cells (Vaadia,
 

1967). Cell walls are elastic and the cytoplasmic membranes are dif­

not of 'jol­ferentially permeable, allowing free passage of water but 

utes. Barra (1968) presents the equation for the water potential in 

a C011, 
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inwhich
 

* -total water potential (at 100% water content 

- 0).
 

W a osmotic potential (arising from the pressure of
 
solutes)
 

P - turgor pressure ("hydrostatic pressure developed in
 
the cell in response to the tensile strength of
 
the cell wall")
 

=
4, 	 matric potential ("arising from the imbibitional 
forces of colloids in the cell and forces of 
capillarity in the cell wall") 

P is positive to indicate water in the cell is under compression.
 

According to Taylor and Ashcroft (1972) most of the water in the
 

soil "accumulates as wedges at the contacts of soil particles." Water
 

also adheres to soil particles; at FC the water film is about twelve
 

molecular layers. Taylor and Ashcroft continue
 

Living plants must get all of their water from these 
thin films and wedges. In so doing they must overcome forces 
of adhesion, cohesion, and oamosis that hold the water in the 
soil. . . . When there are about four or five molecular 

layers of water remaining, the attraction of the soil for 
water becomes so great that the plants can no longer serve 
their needs. 

For most soils tie soil moisture tension when the film is down to four 

or five molecular thicknesses, i.e., at PWP, is frequently estimated
 

as about 15 bars (Wadleigh, 1955), though measured on a volumetric or
 

weight basis, PWP can vary greatly depending largely on soil texture.
 

Transpiration
 

The major use of water by plants is through the process of trans­

piration. Jensen (1968) defines transpiration as "the loss of water
 

in the form of vapor from (the cells of) plants. All aerial parts of
 

plants may lose some water by transpiration, but most water is lost
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through leaves in two stages: (1)evaporation of water from call walls
 

into intercellular spaces, and (2)diffusion through stomates into
 

the atmosphere." Some water vapor also diffuses out through the epi­

dermal cells of leaves and the cuticle. Evapotranspiration (ET) Is
 

the sum of water lost by transpiration and evaporation from the soil
 

and plant surface.
 

One model views the plant as a "wet rag" transpiring water to
 

the atmosphere at roughly a proportional rate as that from an open
 

body of water. This view, according to de Wit (1955, p. 34), is cor­

rect providing the plant is "well supplied with water." Transpiration
 

is caused by a source of energy (the sun) which provides the heat of
 

vaporization of the water. Hence, ET rates are generally assumed
 

to be less than evaporation from etandard evaporation pans. Transpira­

tion is also limited by soil water availability, however, and the "wet
 

rag" model does not adequately predict ET in this case.
 

A 3econd model views the entire plant as hydratilically connected 

to the soil. This model assumes the plant could g'ow normally pro­

viding oil moisture tension does not become too large. This is ba­

sically the view of Viehmeyer and Hendrickson as discussed by Gardner
 

(1968). Growth toe in some way inhibited when tension becomes too great,
 

though again precise definition of "growth" has still not been made.
 

An important point to make is that the plant is not just a wet
 

rag or cylinder filled with water, but is more complex. Vaadia and
 

Waisel (1967) question the assumption that "all parts of the cell or
 

tissue are at the same water potential. There are indications that
 

considerable tensione can develop in some parts of corn plant leaves
 

under conditions of normal transpiration, without any symptoms of leaf
 

wilt or curl."
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According to Kramer (inNorman, 1959, p. 53)
 

A slight decrease in turgidity sometimes is accom­

panied by increased opening of stomata, but further re­

duction is nearly always accompanied by a decrease in
 
One effect of stomatal closure
stomatal aperture. . . .
 

is to reduce transpiration, because by far the larger
 
through the stomata.
fraction of water loss occurs 


. . . but,
This reduction would be desirable in itself 


unfortunately, they also reduce photosynthesis by re­

ducing the supply of carbon dioxide.
 

The preceding statement is thus a justification for using trans-


By maximizing trans­piration as a proxy measure of plant growth. 


piration, photosynthesis is also maximized since when transpiration
 

occurs stomata are open and carbon dioxide is entering the plant.
 

Advancing one step further one can postulate that .ack of transpira­

tion, hence photosynthesis would have greater effect in particular
 

growth stages than in others. This reasoning leads to the produc­

tion function discussed in Chapter III.
 

Another conclusion of the foregoing discussion is that trans­

piration is affected by two types of variables: those relating to
 

soil moisture levels and those relating to climatic conditions. The
 

relative importance of these two variables, especially with respect
 

to timing, has aot been determined. Relating seasonal ET directly
 

to yields has been attempted by various authors (e.g., Stewart, et al.,
 

However, for corn (see Figure A.1) the unexplained variance
1973a). 


It is evident that a more detailed under­for this relation is large. 


standing of the mechanisms of plant growth is needed.
 

Models of Plant Growth
 

Water Requirement Models
 

Perhaps the simplest and most widely used approach to planning
 

water requirements is that proposed by Blaney and Criddle (Blaney,
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1955). It is an empirical approach to estimating the water require­

ments (i.e., evapotranspiration) of a crop where water shortage for
 

the crop is not considered. The formula is expressed as
 

n 
U- t P K 	 (A.2) 

in which 

n w number of montha in growing season 

t a mean monthly temperature ( degrees F.) 

P, " percentage of day time hours In the year 
during month i 

K - a constant for a particular crop for a 
particular locality 

U - consumptive use (ET) (in.). 

An advantage of this method is that it has wide acceptance and
 

the coefficients have been determined for various localities. The
 

method has been .4ucceisfully applied to proposed irrigation schemes 

to determine water requirementii. 

A disadvantage of the method Iti that it considers only one method 

of production, that. is, by fully irrigating the crop. A major ob­

jection is that the method is site specific, requiring judgment of 

the engineer when applying the method to a new area. TIle lack of 

theoretical basis of the method is evident. 

flail 	Model 

In contrast to the gross water requirement model of Blaney and 

Criddle, Warren A. Hall proposes a model that looks at the function of
 

water in the plant. In this model, the Individual growth stages of the
 

plant are isolated by function--I.e., for corn these may be vegetative 

growth, which is necessary for continued growth; pollination, during 
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which number of grains are determined, and grain formatioA, where grain 

filling (volume and density) occurs. The yield may be expressed as
 

Y = 6 n Vp (A.3) 

in which 

6 - some function of quality of vegetative growth,
 
zero when death occurs, one when growth is
 
maximum (dimensionless)
 

-number of kernels 3
 
v - volume of each kernal (average) (cm ) 
p - density of each kernel (average)(kg./cm.3) 

This model assumes the various growth periods are independent.
 

Lacking the theoretical knowledge to determine the effect of soil
 

moisture on each growth stage, Hall in a report to the Parsons Com­

pany (Parsons, 1968) has determined these effects empirically through
 

field trials. This model was further discussed in Chapter II.
 

Indicator Approach 

Theoretically, Hall's model could be used for planning cropping
 

patterns or scheduling irrigation, whereas the Blaney Criddle method
 

is used primarily in planning. Various methods have been proposed for
 

scheduling irrigations, including those relying on some type of in­

dicator. Soil moisture status is one type of indicator that will be
 

discussed later. Included in the list of indicators presented by
 

Haise and Hagan (1967) are plant color; plant, particularly leaf, move­

ment; use of an indicator plant; and fruit, leaf, stem and trunk
 

growth.
 

Hiler (1972) recommends the use of a "pressure bomb" to measure 

plant water potential. He has developed coefficients relating the
 

plant water potential at various growth stages to yields. Limited data
 

are presented to verify the method presented.
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The general criticism of the Haise and Hagan indicators is that 

the plant may in some way be damaged before the indication is shown. 

A corn plant losing color indicates loss of turgor but does not pre­

dict when an irrigation should take place. A quantitative relation is 

needed between inputs and the indicator and between the indicator 

and yields. Lacking both of these, an optimization model is impos­

sible. Kiler's method shows promise, but again, even if leaf water 

potential is highly correlated to yields, the theoretical connection 

is still needed between leaf water potential and quantity of water 

supplied in order to successfully model this system. 

Energy Balance Methods
 

The basis of energy balance methods is that evaporation from crops
 

which are fully watered is a function of potential evaporation. Ac­

cording to Jensvn nl Ifeerman (1970), the most comrion equation for 

predicting potential. evaporation is a combination equation containing 

radiation and aerodynamic terms presen ted by Penman. 

* A 
E =-__ (Rn - G) + _ (15.36)(1.0 + .OiW)(e s - ed )  (A.4) 

n+Y A+Y
 

in which 

R m solar radiation term 
n 
G = 	soil heat flux term (empirically related 

to temperature)
A y 

-_, -	 mean air temperature weighting terms 
A+y A+Y
 

W * total wind run (miles) 

ad * estimated actual vapor pressure based on 
saturated vapor pressure at mean dew point 

a * mean saturated vapor pressure. 
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For a complete definition of terms and complete discussion, see Jensen 

and Heerman (1970). Results of a program based on this equation are 

presented in Neghassi (1974) and are discussed in Appendix B. 

Once an accurate prediction E is obtained and converted to 

units of inches of water per day, various crop factors are introduced 

to express actual evapotranspiration (Et) as a function of E 

+Et -(KcoKa Ks )(.000673)E 	 (A.5) 

in which 

K = mean crop coefficient depending on stage of growth 

co (ranging from .2 at planting to 1.0 at heading 

for corn, see Jensen, 1968) 

K function of available soil moisture 
a 

Ks 	 a coefficient to increase E on the first three days 
after a rainfall or irrigation. 

The basic question raised by this equation is the precise form of the 

soil 	moisture function that determines K . Considering the crop on a
a 

particular day and neglecting the K term, the function that has been
5
 

used is * 
C • ln(ASM + I) . E 

Et a 
t In(l~l) 

(A.6) 

in which 

C - constant term 

ASM - available soil moisture 

Hanks (1974) tested this relation using field data, but no theo­

retical justification for this formulation appears to have been present­

e0, Further discussion is contained in the next section.
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SOil 	Moisture Balance Methods
 

Whereas energy balance methods tend to relegate the effects of
 

soil 	moisture to coefficient status, soil moisture balance methods
 

tend 	to do the same for climatic effects.
 

The soil moisture balance method established by Thornthwaite 

and 	Mather (1955) used the equation
 

ASMi 	 = P + IRR - RO - Di - ET (A.7)
 

in which 

i 	 time period 

ASM change in soil moisture
 

Pi 	 effective precipitation
 

IRR, irrigation 

RO 	 = runoff 

Di - drainage (i.e., deep percolation) 

ETi evapotranspiration; all units are in cm. 

In contrast to the argument of Viehmeyer and Hendrickson that 

ET remains at or neir the maximum rate until a high soil moisture ten­

sion, 	 Thornthwaite and Mather (1955) stated that "when one-half of 

the water is gone, the rate of ET falls to one-half of the potential 

rate. 

A distinction may be made between potential 
 ET 	and maximum ET.
 

Potential ET, PET usually refers to a standard well watered refer­

ence crop such as alfalfa with 12 to 18 inches of top growth (Jensen 

and Heerman, 1970). PET has also been related to lake or pan evapora­

tion 	(Muatonen and McGuinness, 1968). ET in this study refers to
 max
 

the maximum ET possible from the particular well watered crop for
 

the given growth stage and given climatological conditions.
 

From Viehmeyer and Hendrickson's work and the work of Thornth­

waite and Mather and others, various authors have attempted to relate
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ETactual/ETmax or ETactul/PET to available soil moisture. 
Sum­

maries of such relationa are given by Mustonen and McGuinness (1968)
 

and Minhas, et al., 1974), and are shown in Figure A.2. 

Yaron, et al., (1973) adopted a linear relation which, when scaled 

to percentage ASM yields 

ETij - b j (ASMi) (A.8) 

in which 

j a index of month 

i - index of soil layer 

b j - empirically determined coefficient.
 

The coefficient is chosen to best fit available data and should theo­

retically sum (over the soil layers) to ET 
 if the linear relation
max 

is assumed valid. The problem with this formulation is that all cli­

matic effects are included in the coefficients bij.
 

Denmead and Shaw (1962) complicated the question of the shape of 

the ET versus ASM curve (see Figure A.3). They looked at trans­

piration only and regarded potential transpiration as equal to the 

transpiration rate at FC (TFC). They introduced TFC, which is af­

fected by climate, as an additional variable in the diagram, and were
 

thus able to explain nearly all of the scatter of the observed points.
 

In simplified form, then, the results of Denmead and Shaw indi­

cate that on a day of low TFC (i.e., a cool, humid, cloudy day), 
a 

plant could transpire near the maximum rate even at low ASM levels. 

Conversely, on a day of high TFC (i.e., a hot, cloudless, windy day) 

the plant could transpire near the maximum rate only if ASM is near FC. 

The curves given by Denmead and Shaw suggest the daily relation 

(see Figure A.4): 
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T - (ASH) (A.9) 

T,c 

In which
 

A a some function of T such that when TFC
 
is low W< and when TFC is high A>l.
 

Hinhas, et al., (1974) describe a similar family of curves but do not 

relate the exponential parameter to climate.
 

Flynn and Musgrave (1967) employ SM in a different approach to
 

those previously described. They use empirical data to fit a quad­

ratic function between terminal soil moisture in period i and days of
 

growth (di) In period i, in which di divided by total number of
 

days in period i is an index of plant growth for the period. The 

d, are assumed to be additive over the season. In addition to these
 

assumptions the authors must assume some relation between irrigation
 

inputs and terminal soil moisture. The authors do this by statistical 

curve fitting without looking at climatic conditions or the actual 

physical processes involved. 

The problems of the approach of Flynn and Musgrave are obvious. 

By making such gross assumptions the authors generally obtain low 

values of the coefficient of multiple determination R2 (a statis­

tical measure of the percentage of explained variance). In addition,
 

by neglecting climatic Influences, the authors limit the predictive
 

applicability of their work. The fitted equations assume a given level
 

of solar radiation, etc.; hence are not relevant in the next year when
 

these climatic conditions change. 

In terms of a planning model the eqiations would be useful when 

planning to maximize expected value if the year of reference was in 
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some way "the mean" year and climatic conditions were in some way
 

normal or at least not highly skewed about the reference year's
 

climate.
 

The type of model developed by Flynn and Musgrave is termed "do­

terminist-c." That is, variables which are actually stochastic, i.e., 

known only with a probability distribution, are assumed constant. For
 

planning purposes a deterministic nxdel may be adequate, but caution 

is needed, especially when working with empirical data.
 

Agronomic Fit 1ld Reearch 

Lacking precise relations between Input and yield for crops, and
 

in order to separate climatic from soil moisture effects, rather large
 

scale field trials (experiments) are necessary. in these trials the
 

crop under study it,grown in a number of plots under various irriga­

tion regimes.
 

The Ideal Field Experiment
 

According to Hall and Dracup (1970), the ideal field experiment
 

for corn, for example, would be to perform trials which stress the
 

crop to varying degrees in erch growth stage. Here, "stress" refers
 

to lowering soil moisture to such an extent that reduced yields result.
 

Suppose eight growth stages are considered and four levels of stress
 

are desired. This would require 32 plots. Usually several replica­

tions (repetitions of the same experiment) are desired to assure ac­

curate results. The plots thus far described assume stress in one per­

iod and full irrigation in the remaining periods. These trials would
 

allow detertii± tion of curves such as Figure A.5 and hence the multi­

plicative terms of Equation A.3 as functions of SM.
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The term "stress" is still not well defined at this point, It
 

could refer to average SM (in tension units or units of ASH) over
 

the time period or to terminal SM as used by Flynn and Mugrave. 

In order to test fully the multiplicative relation of Equation
 

A.3, plots which are stressed in various time periods are required.
 

If every combination was desired the number would be 28 with one level 

of stress and 8 growth stages, 4'28 with four levels of stress and 

3.4.28 with three replications. It is clearly impractical to perform 

this many experiments. 

In the absence of such exhaustive field trials a more realistic
 

approach must be taken. 'Thisapproach is to start with a certain
 

hypothesis and test this with available data.
 

For this study, the hypothesis involves relating evapotranspira­

tion to yields. 1he use of transpiration as a surrogate variable for 

measuring yields is not without theoretical basis as discussed in 

the Transpiration section. For the purpose of this study, ET is 

assumed to be a close enough measurement of transpiration. Other au­

thors (e.g., Hanks, 1974), however, have developed empirical relations 

between transpiration and ET. The advantage of using ET is thet it 

is readily calculated from f'eld data. 

In order to test the ET vs. yield hypothesis, relevant field 

experiments must be available. The requirements of the experiments are 

that (1) ET must be calculable, (2) there must be a sufficient number 

of plots to allow statistical analysis, (3) yields must be measured, 

and (4) other inputs such as plant populations, fertilizer levels, 

etc., must be held constant. Unfortunately, the number of experiments 

which fulfill the above criteria are few. 
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Lysimeter Experiments 

Hustonen and Mcuinness (1968) describe ET experiments on a deep 

rooted grass legume mixture using a field lysimeter. The lysimeter 

(see Figure A.6) weighs a large amount of soil which has been recon­

structed to simulate the natural soil profile. The lysimeter is gen­

erally planted with the same crop as the surrounding area to minimize 

unusual aerodynamic effects. Runoff and percolate can be measured so 

that ET can be determined in a particular time period from the re­

lation
 

ET i AW i + IRRi + RF i - RO DDi (A.10) 

inwhich
 

AW - change in weight converted to inches of water. 
Other variables as previously defined. 

The effect of dew is assumed negligible and is not measured. The
 

lysimeter is the most accurate means of measuring ET providing the
 

weighing mechanism is in good order. Mustonen and McGuinness describe 

the limitations of the lysimeter. The expense of the lysieter limits
 

its application in determining ET for the large number of field
 

trials needed in determining the effect of ET on yields.
 

Field Measurement of ET
 

As an alternative to using lysimeters, ET can be determined in 

situ by measuring differences in soil moisture. The basic mass balance 

relation is
 

ET - ASM i + IRRi + RFi - RO -D i (A.ll) 

inwhich all terms are in inches of water and ASM is the change in 

soil moisture in the root zone. Other terms are as previously defined.
 

Providing rainfall and irrigation rates do not excede the soil infil­

tration rate and total quantities of water input do not bring soil
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SCHEMATIC DIAGRAM OF LYSIMETER
 
(From Mustonen and McGuinness, 1968)
 

moisture above FC, runoff and percolation can be assumed negligible.
 

Another necessary assumption is that upward and lateral flow of water
 

into the root zone are negligible.
 

Soil moisture can be measured in a number of ways (see Holmes,
 

et al., 1968). Recently, the neutron probe (vanBavel, 1964) has be­

come widely used. A source consisting of Ra-Be emits fast neutrons
 

which lose energy as they collide with hydrogen atoms. The density of
 

the resulting sphere of slow neutrons provides indirectly a measure
 

of the water content of the soil.
 

In order to make a measurement the neutron probe is inserted into
 

the soil profile through a small diameter access tube. Measurements
 

are usually made every foot to the bottom of the root zone (approxi­

mately 7 feet for corn, but dependent upon soil profile characteris­

tics), providing an average 6 inches above and below the probe. In
 

the approximate top 6 inches of soil the instrument cannot accurately
 

measure soil moisture. 
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Van Bevel (1962) states the "standard deviation from the (cali­

bration) curve is about 0.5 percent of moisture by volume and presum­

ably, this figure will be typical for a value estimated with aid of
 

the calibration curve." Van Bavel recommends making a standard count
 

with a known soil sample (a bucket of saturated sand) once every ten
 

readings. A measurement problem may be encountered when the soil masb 

shrinks from the tube. In suchaway access if meascases, urements are 

made after a rain or irrigation, SM values may be higher than the 

actual values. 

Description of Field Trials
 

Jensen and Sletten (1965) performed ET field experiments with
 

wheat in Texas for three seasons. There were 6 irrigation treatments
 

with 4 replications for each of 6 fertility levels. The ET values
 

were calculated using Equation A.11 inwhich soil moisture measure­

ments were found by taking core samples and determining water content
 

by weighing before and after drying.
 

Three irrigation treatments were irrigated when SM tension
 

reached prescribed levels, one treatment was pre-irrigated only,
 

another was irrigated only once at jointing, and the final treatment
 

was irrigated "according to precipitation distribution during the
 

season."
 

Seasonal ET was related to yields as reproduced in Figure A.7.
 

A trend was noted for a dry year similar to Figure A.4 indicating the
 

relation
 

0 < a 1 (A.12)
Ymax 
 T a
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LAYED. IN A WET YEAR (1958) A DEFINITE
 

TREND WAS NOT APPARENT.
 
(From Jense'i and Sletten, 1965)
 

However, no relation was obtained for wet years. With only six treat­

ments and some of those obviously over-irrigated, there were limited 

data points.
 

Stewart, et al., (1974a) describe field trials at Davis, Cali­

fornia, in 19711 and 1973, with corn and grain sorghum. Stewart (1972) 

describes previous corn trials in 1969-71. The 1972 and 1973 experi­

ments are most relevant since fertilizer application is held constant. 

Three growth periods are considered: vegetative, pollination and grain 

filling with eight irrigation regimes. Evapotranspiration wasn calcu­

lated weekly using Equation A.11 where neutron probes were used to de­

termine soil moisture levels.
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Danielson and Twyford (1974) reported on field trials on corn con­

ducted in 1972 at Fort Collins, Colorado. Corn at three-plant popula­

tion levels was irrigated tuder 11 irrigation regimes. Soil moisture
 

measurements were made by neutron probes at least weekly during July
 

and August and less frequently in June, September and October.
 

In the Fort Collins trials, the chief variable under study was
 

the effect of irrigation during flowering. Twyford (1973) concluded
 

(for the conditions at Fort Collins) that "a single irrigation, using
 

a limited amount of water, early in the flowering period, proved
 

greatly significant in increasing grain yield." In this trial, number 

of kernels was greater than in other trials receiving the same quan­

tity of water but at different timings. He also concluded that a
 

later irrigation (16 days after the first) increased kernel weight.
 

These results support the theory of Hall summarized by Equation A.3.
 

In 1974, four universities (Colorado State University, Utah State
 

University, Arizona State University and University of California,
 

Davis) conducted field trials on corn. The data from Colorado State
 

University was made available for this study and this experiment is
 

described herein.
 

An early maturing field corn variety (Northrup King PX20) was 

planted in 30-inch rows in 4 blocks of uniformly deep Nunn clay loam 

,onMay 14, 1974. Each block consisted of 48 rows, approximately 100 

,.feet in length.
 

The plant population level was uniform throughout. Fertilizer 

,,,.(102 lbs./acre of P2 05 ) was applied prior to planting. At pl#anting, 

120 lbs./acre of nitrogen fertilizer was,,applied..
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A sprinkler line ran the length of each block, oriented on an
 

east-west axis, the direction of prevailing winds. The sprinkler
 

was designed to irrigate most heavily along the center of the block
 

with application amount declining linearly so that oute: rows were
 

virtually unirrigated. 
Each block received a different irrigation
 

schedule (see Table A.2).
 

Soil moisture measurements were made by neutron probes at access
 

tubes located at 12 positions across each block. Readings were taken
 

every foot to a depth of 7 feet. Soil moisture measurements were 

made at the beginning and end of the season and prior to each irriga­

tion. Rain guages were located near each access tube so that Equation 

A.11 could be solved for ET at each tube, where the SM at the tube 

was assumed to be representative of the two rows on either side,
 

toward and away from the sprinkler.
 

For each block the date when the first silks appeared was July
 

20. The milk to soft dough stage was approximately August 26. In
 

each block 30 feet was harvested from all except the two outermost
 

rows. 
 Date of harvesting was mid-October. Yields were converted to
 

kilograms of grain per hectare at 15.5% moisture.
 

This experiment was designed to obtain 48 trials, though assuming
 

equal distribution of irrigation water on both sides of the center, 

there are 24 trials with 2 replications. The advantage of this experi­

ment was that a large number of trials were generated at less expense 

than conventional methods. The disadvantage is that only four dif­

ferent timings were included.
 



Table A. 2 
IRRIGATION AND MEASUREMENT SCHEDULE FOR CORN TRIALS 

AT CSU, 1974 
(1 indicates irrigation, 0 indicates no irrigation) 

Irrigation Dates ­

.n N 4J 
Measurement, Block >V 

41 

0 0 0 
Sites 

1-12 I .1 1 1 1 1 1 1 

13-24 II 1 -0 0 0 0 1 1 

25-36 II 
 1 
 1 0 0 0 1 1
 

37-48 .IV 0 1 0 0 0 0 0 

Measurement Dates 

C4­

0%0 

16 7 
 21 29
 
Days Days Days Days 



184
 

Summary 

This chapter has presented information regarding the theory of
 

predicting yield and background information regarding empirical re­

search that has been carried out.
 

Two approaches to predicting yield have been presented. One is
 

to determine water requirements which will meet a certain value of
 

potential yield. A second approach is to view yield as a variable
 

which may be expressed as a continuous function of some type of
 

growth measuring variables which can be measured over the season.
 

The Blaney-Criddle method, the indicator approach and the energy bal­

ance methods fall into the first category while the Hall model falls
 

into the second category. If transpiration or ET is an acceptable
 

growth measuring variable, a continuous function could be determined
 

so that the energy balance methods or the soil moisture balance
 

methods can be tied to predicting variable yield. 

The second approach is that accepted by the systems analyst or
 

economist who is concerned with determining the optimal allocation 

of a scarce resource, in this case, water. In the current study, this 

variable yield approach is adopted and incorporated into an optimi­

zation model. 

In order to develop a continuous yield function, a growth mea­

suring variable must be determined and tested. The variable selected 

for study is ET. The last section of this chapter has described two 

methodR of measuring ET in field experiments and has described var­

ious field trials inwhich irrigation amounts and times have been 

varied to determine effects on yields. From these experiments the re­

lation between inputs (time and amount of irrigation) and outputs 



185 

(yield) can be determined usfh°8 '-ET as the proxy variable for 

plant growth. 



Appendix B
 

THE PRODUCTION FUNCTION APPROACH
 

Introduci.ion
 

The main concern of this study is to aid the farmer in deter­

mining his cropping pattern in order to maximize expected return.
 

The amount of this return is determined, finally, by the quantity and
 

quality of the crops that are harvested. The economic aspect of this
 

study, then, is the determination of the relation between inputs,
 

yields, and dollars returned.
 

As discussed in Appendix A, a simple relation between inputs and
 

outputs does not exist. One problem is that for most crops, yield
 

is not a variable that can be measured over the season. Some crops
 

such as grasses and alfalfa are harvested for their forage value.
 

For these crops, adding an additional day of growth may increase the
 

yields linearly over a wide range of days providing adequate inputs
 

are supplied.
 

In the more general case, in which crops are harvested for the
 

value of their fruit, grain or root such as corn, wheat, sugar beets,
 

etc., the effect of conditions during various physiological growth
 

stages is important. These "conditions" combine, though not neces­

sarily additively, to produce the final yields.
 

The "conditions" that affect the final yield may be broken down
 

as controllable and uncontrollable variables. Soil moisture levels
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and fertility levels are controllable through irrigation and ferti­

lization while atmospheric factors are uncontrollable. Precipita­

tion also contributes to the soil moisture level thus making soil
 

moisture somewhat uncontrollable.
 

The uncontrollable (and even the controllable) factors are sub­

ject to uncertainty and risk. 
Rainfall, solar radiation, date of
 

first frost, etc., are not known exactly, but are known with a proba­

bility distribution if that much data are known. 
 Information re­

garding other factors affecting production and return such as avail­

ability of inputs and crop price may be totally lacking or unre­

liable. 

These problems of risk and uncertainty together with the problems
 

of measuring yield as a variable over the season complicate any at­

tempt to construct a 
model of the system that will aid in decision
 

making.
 

Production Functions
 

The Ideal Production Function
 

The ideal production function of economic theory (Dillon, 1968)
 

relat@s one or more variable inputs, other inputs being held con­

stant, to total product, in this case yield (see Figure B.1). 
 It is
 

assumed that this function consists of three stages. In stage one
 

there are increasing returns to resource inputs, i.e., each addi­

tional unit of input adds more to output than the previous unit of
 

input. 
In stage two, returns are positive but decreasing, and in
 

stage three returns are negative. Stage two is regarded as the only
 

stage of rational economic operation. For further discussion, see
 

Heady and Dillon (1961).
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Quantity of Single Variable Input 

Figure B.1
 

STAGES OF PRODUCTION FOR AN IDEAL 
PRODUCTION FUNCTION WITH ONE VARIABLE INPUT 
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In this study, water is viewed as the variable input. However,
 

another variable, time, is also important. The time of application
 

of the water input can shift the ideal production function to any of
 

its three stages. Supplying water to corn early in the silking stage
 

could result in increasing returns, while irrigating when the water
 

table is high might result in negative returns.
 

Various mathematical forms of production functions have been
 

proposed for crop production. In the next sections three functions
 

which consider timing of inputs in various growth stages will be dis­

cussed. All of these are multiplicative functions as suggested for
 

grain type crops by Jensen (1968). The limitations of multiplicative
 

functions are discussed in a following section.
 

Mitscherlich Function
 

The Mitscherlich or Spillman equation is
 

I i-kixi 

max i 1 ( 

in which 

Y - yield in suitable units
 

Ymax - maximum yield 

i - index of the growth stage (i - 1 . . . I) 

i-x= dimensionless soil moisture index
 

Bi and ki are parameters.
 

In this equation, the maximum yield is approached asymptotically where
 

all xi approach infinity and the minimum iswhere any of the xi
 

are zero and Bi is one or where all of the xi are zero and none
 

of the Bi are one. When all xi are zero the yield is given by
 

I 
Y " Ymax i- (1 - Bi) (B.2) 

Thus the Bi parameters are related to minimum yields.
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For the one growth stage case the marginal product,' 1P, or 

rate of change of yield with respect to the single input x is given 

by 
dY 

=MP = T - k(Ymax - Y) (B.3) 

Thus the slope of the yield curve is proportional to the difference
 

between the asymptotic yield and actual yield, and the function ex­

hibits positive but decreasing returns for all values of x.
 

For the general multiple time period case the parameters k
 

express the relative weights of the various time periods. The larger
 

ki, the larger the potential yield reduction for a given reduction
 

in the soil moisture index.
 

An advantage of this function is that its parameters have some
 

physical meaning as opposed to, for example, a polynomial formula­

tion. Considering two time periods a polynomial would have the form
 

Y = a0 + 2x2 + x1 + a 4 x + XlX2 + . . . (B.4) 

in which the ai are parameters to be determined from experimental 

data. This is a more general formulation, since any function may be 

approximated by its Taylor series, but the parameters have no physical 

meaning. 

A disadvantage of the Mitscherlich function is that the soil
 

moisture index must vary from 0 to -. A more natural index would
 

vary from 0 at PWP to I at FC. Another disadvantage is that to fit
 

parameters to actual data requires a non-linear least squares algor­

ithm that restricts the ki parameters to non-negative values.
 

Neghassi (1974) encountered this problem when fitting the equation to
 

data for wheat, obtaining negative parameters.
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Cobb-Douglas Type Functions
 

A second function is the Cobb-Douglas type 

)Xi 
max 1 

in which 

Ai is some index of growth, 0 < Ai< 1 

Ai is a parameter, 0 < Ai < 1 

The Cobb-Douglas type equation arises often in production eco­

nomics. Similar to the Mitscherlich equation, the foregoing Cobb-

Douglas formulation approximates only stage two of the ideal produc­

tion function. The particular formulation of Equation B.5 differs
 

from the usual in that the variables are not inputs, but rather are
 

indices of growth which must in come way be related to inputs.
 

In the form of the Cobb-Douglas type equation of Equation B.5, 

the exponent is the parameter. This type is common in economic theory 

in the form where the base is quantity of input xi and the exponent 

Ai represents the output elasticity defined as 

AY/Y 
Ai m xi/x i (B.6) 

in which the parameter Ai measures the percentage change in yield
 

for a unit percentage change in inputs.
 

In the formulation of Equation B.5, however, the base is not an 

input but rather an index of growth. This index ranges from zero in­

dicating crop loss to one indicating full growth during the time per­

iod. When all the 
Ai are one, the yield takes on its maximum value
 

''tx"Although the X does not represent a conventional elasticity,
max i 
it does express the relative weights of the index in each growth
 

period.
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Discussion of Multiplicative Functions
 

A general criticism of both the Cobb-Douglas types and the
 

Mitecherlich functions is that all presuppose a multiplicative stress
 

effect. That is, when a plant is stressed (i.e., a term on the right­

hand side is less than 1) in periods i and J, the effect on yield
 

is the product of the individual stresses.
 

Supposing that growth stages are well defined, as an example,
 

let the stress effect in experiment I be 0.8 in growth stage one with
 

remaining stages unstressed. The predicted yield is
 

= 'YI Ymax( 8)( I )( 1 ) . .8Ymax (B.7) 

Let the stress effect in experiment TI be 0.6 in stage three, while 

all other periods are unstressed. The predicted yield is 

Y1II= Ymax (1)(1)(.6)(l)(1) . . . (1) = .6Ymax* (B.8) 

Next, consider a third experiment where the plant is stressed in 

stages one and three so that, as before, the terms are 0.8 and 0.6 

respectively. According to the multiplicative relation, the yield 

must be 

YIII = Ymax(8)( 1)(.6)(])(1) . . . (1) = .48Ymax (B.9) 

This multiplicative effect is present in all production functions
 

discussed and limits their applicability. Experiments with some crops
 

have revealed a conditioning effect (see for example Stewart, et al.,
 

1974a), that is, once the crop is stressed initially and then stressed
 

later in the season, the decreases in yields are not as great as ir
 

the crop is stressed only in the later time period. This condition­

ing effect cannot be shown with the multiplicative functions discussed
 

here. The functions discussed will underestimate yields in cases of
 

conditioning.
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Another problem inherent" in the mu tplcative funci~onsdis­

cussed-in ,this chapter- id&- that yield is not directl;'yrelated to in­

puts * ,.-For'jtheparticular, production: function'of Hquation B.5,' a 

tmodel must be constructed that maintains a wateribalance. The wodel 

must keep track of irrigation amounts and timing, precipitation, and
 

be able to predict ET from available soil moisture in the root
 

zone and climatic variables. 

Comparison of Additive and Multiplicative Functions
 

Suppose two functions, one multiplicative and one additive are
 

proposed to measure relative yield using the variable x which is a 

measure of relative growth by growth stages i, with xi < 1. Let 

the functions be given by 
n 

f(9 = H (Xi)A (B.10) 

and 
n 

inwhich Xi and ai are empirically determined parameters and n 

is the number of growth stages. It is known that Xi > 0, 0 < a, 

and that 
n 

a 1. (B.12)
i=1 

It is desired to determine a correspondence between the two equations, 

at least in the neighborhood of maximum yields, i.e., where all xi 

are "close" to one. 

First, x may be expanded as 
2
 

(Aln(x))
 
. . ..
x1A 1.......+ ln(x)...2+ ' + (B,13) 
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Neglecting second order terms and higher results in 

n 
f(x) TI (1 + Ailn(xi)) (B.14) 

A further expansion is 3
 
a 

ln(1 + a) - a - 1/2a 2 +- . • (B.15) 
3 

for -1 < a < 1 

Letting x = 1 + a results in
 

ln(x) - (x - 1) - 1/2(x - 1) 2 +. (B.16) 

Again, with xi close to one, the second order terms and higher may 

be neglected to give 

n 
f() ( + X (x 1)) (B.17)

i=l. 

or, again neglecting higher order terms, 

n 
f(9 1 + Ai(x - 1)+. (B.18) 

iil 

which gives
 
n n 

f(x) Z 1 - + E Aixi. (B.19)
i=l i=l 

If the Xi are empirically shown to sum to one or if this result is
 

shown by economic theory, the crorrespondence is achieved that
 

Xi za i' (B.20) 

Adoption of Growth Index and Production Function
 

Growth Indices
 

Hanks (1974) used a transpiration index; however, in this study
 

an ET index is adopted. The general relationship is
 

Y = f(Ymax' growth index in various g:owth stages).(B.21)
 

The maximum yield is empirically determined for a particular site.
 

The transpiration index of Hanks is the ratio of actual to potential
 

http:stages).(B.21
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transpiration ,T •;,Potential trapspiration is in turn an. empirical
 

function of free water evaporation, days since last wetting, and per­

centage of plant cover. Actual transpiration T is a function of
 

T and available soil moisture ASM.
j,p 
The ET index is the ratio ofiactual to ,.maximum. ET. In the
 

Jensen formulation of Equation A.4, maximum ET would be potential
 

evaporation multiplied by a crop coefficient, hence-would betcalcu­

lated as a function of growth- stage, maximumiand minimum daily tem­

peratures, daily wined runI and daily-solar radiation. Alternative­

ly, maximum ET can be related to pan evaporation, a.pan- coefficient, 

and a crop coefficient (either daily or some other time period). In 

the Jensen approach, actual ET is related to ET and ASM 
max 

through an empirical relation. The Yaron approach of Equation A.8,
 

though also empirical, requires determination of only one coefficient
 

in each time period.
 

The variable that has been chosen to measure growth over the
 

season in this study is evapotranspiration ET. As discussed in Ap­

pendix A, transpiration is a superior measure since transpiration is
 

,more directly related to photosynthesis. Photosynthesis occurs when
 

carbon dioxide is supplied during sunlight hours. Carbon dioxide en­

ters through the open stomata, while water vapor leaves through the
 

stomata at a rate determined by atmospheric conditions a'nd the amount 

3f moisture available to the plant. The water vapor that the plant
 

loses through the open stomata makes up the major portion of the 

transpiration losses. Evapotranspiration includes water losses due
 



196
 

to evaporation, but Uhen
used as an index the ratio of ET/ET
 
max 

to T/T" "w1ould be a constant at least within the accuracy of themax
 

data used.
 

Adoption of ET Prediction Method
 

Since the geographical region where this study is applied has
 

a highly variable rainfall, it is logical chat the study focus on
 

precipitation and its contribution to 
available soil moisture and to
 

the growth of the plant. Assumptions regarding other climatic var­

iables are necessary, unfortunately, to allow computation.
 

As a result of the assumptions regarding climatic variables,
 

thL energy balance methods discussed in Appendix A have not been
 

adopted in this study. 
 Rather the simpler soil moisture balance
 

method of Yaron has been used. 
 In this method, climatic variables
 

(except precipitation) are included in the coefficients 
bij in the
 

equation
 

ETij =b ijASMij. 
 (B.22)
 

Thus in fitting available data, it is assumed that climatic influences
 

on the coefficients in the fitting year will be the same in the pre­

dicting year.
 

A computer program was written and tested using the 1972 and
 

1974 corn data from Colorado State University. The soil moisture
 

data available from 1972 were for the entire profile (196 cm.), while
 

the 1974 data were given for 1-ft. layers to a depth of 7 feet.
 

Available soil moisture was set at 34.4 cm. or approximately 1.9 in­

ches of available moisture per foot of soil.
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Sample .outputs are included in Figures.B.2.-7 B.6, .The. flow 

chart of the program is included in Appendix D. A description of 

the program and results are included in Chapter III.
 

The advantage of the Yaron method is that no climatic data other
 

than precipitation data are required. The program was modified, how­

ever, to accept other ET prediction methods. The logarithmic re­

lation of Equaton A.6 using evaporation pan data was first tested. 

Secondly, the following kinked linear relation was tested.
 

ET for %ASM > 50% 

ET E (B.23)
 
maxI axASM for %ASM < 50% 

0.5 x 100
 

A final method, employing the combination equation (Equation A.4),
 

was tested by Dr. Habte Neghassi, who adjusted the coefficients in
 

theprogram for Fort Collins, Colorado.
 

The results showed that none of the models tested achieved sig­

nificantly better fit than the Yaron model, at least in this special
 

case where coefficients are desired to fit a number of treatments
 

receiving quite varied timings and quantities of water. The obvious
 

inaccuracy of the data may be ovserved in Figure B.2 where observed
 

soil moisture levels (indicated by the numbers) on day 63 are great­

er than on day 48 with only a slight rainfall occurring between the
 

,two dates.
 

Adoption of a Production Function
 

In this study data were tested using the mutiplicativi Cobb-


Douglas type equation
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ACTUAL AND COMPUTED SOIL MOISTURE LEVELS
 

I' 

Ii 

'DAYS 

Figure B.2
 

SOIL MOISTURE SIMULATION FOR 1974 CSU
 
CORN DATA, TREATMENT I-1
 

(Numbers indicate actual soil moisture
 
measurements cumulative to the indicated depth)
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ACTUAL AND COMUTED SOIL MOISTURE LEVELS 

N.O
 

3.3 

'S.. 

Figure B. 3
 

SOIL MOISTURE SIMULATION FOR 1974 CSU
 
CORN DATA, TREATMENT 1-12.
 

(Numbers indicate actual soil moisture
 
measurements, cumulative to the indicated depth)
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ACTU AD' COMPUTED SOIL MOISTURE LEVELS 

U,o 

IMe 

U&., 

a., 

a., 

03 

~~ SN 

Figure B.4
 

SOIL MOISTURE SIMULATION FOR 1974 CSU
 
CORN DATA, TREATMENT 1-3.
 

(Numbers indicate actual soil moisture
 
measurements, cumulative to the indicated depth)
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ACTUAL AND COMPUTED SOIL MOISTURE LEVELS
 

N,# 

itae 

K 
H D.C CORN D.I. 

DAYS
 

Figure B.5
 

SOIL MOISTURE SIMULATION FOR 1974 CSU 
!' CORN DATA, TREATMENT 1-10, 

(Numbers indicate actual soil moisture
 
measurements, cumulative to the indicated depth)
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ACTUAL AND COMPUTED SOIL MOISTURE LEVELS
 

KlSt
 

5*., 

nea'., 

n.e 

0
 ~ *6.S 

I.-I 

Figure B.6
 

SOIL MOISTURE SIMULATION FOR 1974 CSU
 
CORN DATA, TREATMENT 1-4 . ...
 

(Numbers indicate actual soil moisture
 

measurements, cumulative to the indicated depth),
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I
 
maxi~i maxj
Y - Ym 1 (ET /ET )xi (B.24)B 4 

and an additive equation

I
 

(ETi/ET'Y*Y4~ ).! (B.25) 
maxi- i maxi 

Results are discussed in Chapter III. 

Advantages of this formulation are that (1)There is some 

theoretical basis for using transpiration and hence ET as a growth 

index; (2)The parameters A and A have some physical meaifng,
ii
 

indicating the relative contribution of each growth stage to yield;
 

and (3)In both equations, linear regression may be used to' fit para­

meters to available data.
 

Discussion of Yield Prediction
 

The question remaining is how may the foregoing formulations
 

which relate inputs to ET be applied in predicting future crop
 

yields. One approach is to assume the future will be identical to
 

the past. This assumption will result in a deterministic model.
 

Future daily values of pan evaporation or equivalently the var­

iables that determine E in the combination equation (Equation A.4)
 

must be known. If average values over some time period using his­

torical data are employed, the results will be applicable providing
 

the year is in some sense an average year.
 

Where a number of years of data are available, various more
 

sophisticated methods are available to predict yield and assist in
 

cropping pattern and irrigation decision making. However, the pro­

gramming problem becomes more complex. These methods are discussed
 

more fully in Appendix C.
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A;tthirdc:approachl is to assumet that! some variables are deter-, 

ministic, and. some are stochastic., This: study adopts this approach 

byi assuming all climatic variables other than precipitation are, de­

,terministic. That is, temperature, wind, solar radiation,and pan 

evaporation values are assumed known with certainty while precipi­

tation is the only random variable.
 

Assumptions
 

Within the assumption of deterministic climatic variables, then,
 

an adequate model has been developed that predicts ET for each
 

growth stage for corn over a wide variety of soil moisture condi­

tions. For a particular timing and intensity of irrigation and rain­

fall during the season, the model will predict ET in each growth
 

period..
 

The ET values are related to yield via production functions 

(Equation 3.24 and 3.25) that have been fitted from the 1974 CSU 

field data. 

The foregoing procedure could be repeated for other crops; how­

ever, insufficient data are available. Another approach has been
 

adopted for determining the Yaron coefficients for the other crops
 

considered in this study.
 

Another key assumption is that conditions of the application 

site are assumed identical to those at Fort Collins, Colorado, which 

is roughly 70 miles to the west of Ft. Morgan. The soil series at 

;the application site is classified as Nunn-Fort Collins, whereas the 
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soil at the agronomyri farm, is .described as uniformly, deepl Nunn clay 

iloam.Thisl,soil: is, generally" heavier thanw the Nunn-Fort Collins 

soil;: Arbrief comparison of-the climates of the two sites is given 

:in, Table B.. The general problem of transferability of data is dis­

cussed in Chapter,V.,
 

A third assumption is that quality of£the corn grain is not af­

fected by the management technique. That is, the same price per
 

unit is paid whether the crop has been stressed severely or irrigated
 

fully.
 

Summary
 

!This chapter has concentrated on developing production func­

tions- for corn grown at the application site. Two production func­

tions, one multiplicative and one additive, have been adopted for
 

further study in Chapter III. Both require prediction of ET. An
 

ET 'prediction model has been adopted in which ET is a linear
 

function of available soil moisture. A program was written to fit
 

coefficients for this model. Other ET prediction methods were
 

tested and did not achieve significantly better fit to the available
 

data.
 

With an adequate model to predict yields with given inputs, the
 

question remains as to what are the optimal crops to be planted and
 

the optimal irrigation decisions. Appendix C discusses optimiza­

tion techniques having particular relevance to this study. In order
 

to implement an optimization scheme for planning, other types of in­

formation, including economic information, regarding the particular
 

site are necessary. The actual data used are presented as the model
 

is developed in Chapters III and IV.
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Table B.1 
COMPARISON OF VARIOUS CLIMATIC VARIABLES 

AT FT. MORGAN, COLORADO, AND FT. COLLINS, COLORADO 

(Source: Climatological Data--Colorado,
 
U.S. Department of Commerce,
 
Environmental Data Service)
 

Ft. Morgan, Colorado Ft. Collins, Colorado
 
(83 years of record) (94 years of record)
 

Average Annual
 
Precipitation
 
(through 1974) 13.2" 
 14.94"
 

Spring Precipitation
 
(March, April,
 
May, 1974) 2.77" 2.71"
 

1973 5.85" 5.12" 

Long-term Average 4.37" 5.76" 

Growing Season
 
Precipitation
 
(May-Sept., 1974) 4.53" 
 5.87"
 

1973 10.93" 6.41" 

Long-term Average 9.12" 9.62" 

Frost-free Days

Mean (1969-1974) 155 
 147
 

Mean Monthly Tempera­
ture in Growing (68 years of record) (88 years of record)
 
Season(through 1974)
 

May 58.0 55.6
 

June 67.5 
 64.3
 

July 74.0 70.8
 

August 71.9 
 68.9 

September 62.2 
 60i0
 



Appendix C
 

METHODS OF SIMULATION AND OPTIMIZATION 

Introduction
 

This chapter briefly discusses some quantitative methods used in 

predicting behavior of physical systems and planning optimal decisions 

relating to those systems. The methods discussed involve computer
 

programs which in some sense "model" the physical system. The first
 

half of the chapter discusses simulation and mathematical programming
 

techniques applicable to deterministic models. The second half deals
 

with methods of handling random variables.
 

This study deals with irrigation management. The simplest prob­

lem of irrigation management is to predict yields for a given cropping
 

pattern and known water supply. A more general problem is to deter­

mine the cropping pattern and water allocation to obtain the maximum
 

return. The most general problem is to determine decisions when some
 

variables are considered random, that is, they are only known with a
 

probability distribution. This problem will be referred to as the ir­

rigation problem.
 

Simulation
 

Simulation is a method of predicting the physical response of a 

system for given inputs. For example, in this study a simulation model
 

is desired which adequately predicts soil moisture levels in the soil
 

profile over the growing season and hence evapotranspiration for given
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ater inp UtS.- Since eyapotranspiration .beLelaXto 1elds, the 

,del,can be saldto simulate,plant growth, 

Because of the co plexity of physical systems, assumptions must 

.e, made which limit the simulation to only a rough approximation, of the 

tctual process., In this study, assumptions were made regarding climatic
 

rariablea which would limit the validity of the model in any particu­

.ar,year,
 

The,simulatiUL model is basically a set of equations which attempt 

to reflect the physical process. These equations involve various para­

meters which can be manipulated to achieve some type of "best fit" to 

the observed data. Since these parameters are not known with great cer­

tainty, it is desirable that the model not be sensitive to changes in
 

the parameters. That is, the modeler desires that a certain percen­

tage change in a parameter would have less than that percentage change
 

in the predicted outcome. It is also desirable that the number of
 

parameters be small. A model that requires adjusting hundreds of
 

parameters when applied to a different situation cannot be expected
 

to be of widespread use.
 

Once a model is developed which contains a small number of insensi­

tive parameters, it can be of use to planners and others interested in
 

the "what if" question, i.e., what happens if a new policy is intro­

duced. For example, a model that simulates yield can be used by a
 

planner interested in limiting groundwater pumping. By limiting quan­

tity and/or timing of irrigation water from pumping, the model can be
 

rerun to predict the effect on yield. Simulation, then, can be used
 

to test the effect of new policies.
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slimit fimulation ode isthat while varying one,in­

put, all other inputs areI'held' constant. For example, for the yiel 

model with limitations on.groundwater pumping, the simulation; model 

assumes ;.that; "the farmer! will' allocate surface water in' the same" ner 

as,before.; ,. Methoda-are availAble' to, avoid this problem while still 
using :aysimulation approach byestimating operating rules '(see"Ander­

son and Maass, 1971). Optimization methods allow a more realistic 

approach to the question of "what if"we apply: a certain operating 

policy.- When one input is varied, the 'model re-allocates'all of the 

inputs' to achieve,optimal yields with: available resources. 

Optimization--The Mathematical Programming Probj.-


Whereas simulation models are useful for answering the "What if"
 

question, they do not directly answer the question of "what is the
 

best" operating policy. The general problems of water resource man­

agement, where planners are lookig for the best set of operating rules,
 

are optimization problems. For the problem of the study, the optimi­

zation problem is how to maximize returns from irrigated crops using
 

available resources. The variables of this problem are acreages
 

planted to various crops (xi) and quantities of water applied to the
 

crops in various time periods (qit).
 

A general mathematical programming tormuiat)on or tnms proo-em
 

(following Hall and Dracup, 1970) is
 

max R(x. a) (C.1)
 

ec
*x,to
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n:wh.;h R is the return function,
 

x is the vector of crop acreages
 

q is the vector of water applied to various crops in
 
various time periods
 

g is a vector of constraint functions
 

p is a vector of parameters, including resource avaiiability.
 

Equation C.1 is a very generalized statement of the problem, its
 

purpose being to indicate the components of the formulation: decision
 

variables, an objective function that is to maximized (itmay also be
 

written as an equivalent minimization) and constraints which serve to
 

place limits upon functions of the decision variables. The constraints
 

may be thought of as a simple simulation model.
 

Equation C.1 is written with a single objective of maximizing re­

turn. When several noncommensurate objectives exist, i.e., objectives
 

not measured in comparable units, the problem is said to be multi­

objective. The problem of maximizing return from an irrigated farm
 

while minimizing the probability of attaining an income below a cer­

tain catastrophe level is a multi-objective problem. Approaches to
 

dealing with the multi-objective problem will be discussed later in
 

the chapter.
 

Analytical solutions to Equation C.1 have solutions only when the
 

equations have some special form. However, often approximate solutions
 

can be found.
 

Linear Programming
 

When the single objective function and all constraints are linear
 

functions of the decision variables, the problem is called a linear
 

program. The simplex and revised simplex algorithms are available as
 

computer programs to solve this problem.
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One characteristic of applying'linear iproramming to a physical
 

system, which is best described by non-linear relations, is that the
 

problems tend to involve many variables very quickly.- !For example,
 

i.n the irrigation problem, without deriving production functions, dis­

crete production levels may be considered. If 5 crops are considered
 

with 10 means of producing each crop, then already the problem con­

tains 50 variables. Standard linear programming algorithms are not
 

particularly efficient at solving large problems. Methods have been
 

developed, in particular the Dantzig-Wolfe decomposition algorithm,
 

which take advantage of the special structure of many large problems
 

and allow efficient solution (see Lasdon, 1970).
 

An advantage of the linear programming formulation is that if a
 

solution to the problem exists, the global minimum can be found.
 

Another advantage is its flexibility, in that many problems which are 

not linear can be linearized over a region and solved using the al­

gorithm. Finally, computer codes to solve linear programs are readily 

available.
 

An often mentioned disadvantage to linear programming is that the
 

optimal solution always occurs at an extreme point. 1 For the irriga­

tion problem formulated with the objective of maximizing return, the 

result may indicate planting as much as possible of the highest valued
 

crop. Within the formulation of the problem, planting the highest 

valued crop is the solution. If this solution does not correspond to
 

reality, then the fault is in the formulation, not the solution 

,; extreme point is a feasible solution of the constraint equa­

tions which cannot be written as a convex combination of other feasible 
solutions.
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technique. In reality, the farmer may have otherobjectiVea~than max­

imizing return, such as minimizing risk. 

Non-linear Programming
 

Non-linear problems fall into the categories of constrained and
 

unconstrained problems. 
Minimizing (or maximizing) an unconstrained
 

continuous, differentiable function can be done through methods of
 

calculus. The Langrangian technique can be used in special cases with
 

up to several constraints. Maximizing a function which is unimodal
 

over a range, that is roughly, one which has only one peak, can be
 

accomplished via search techniques such as the Fibonacci search (see
 

Lasdon, 1970).
 

Constrained non-linear problems fall into categories of linear
 

and non-linear constraints. With linear constraints the objective
 

function can be linearized via various methods to transform the prob­

lem to a linear programming problem (see Geoffrion, 1969).
 

In the general case of non-linear objective function and non-lineal
 

constraints, questions of convexity arise. 
For a minimization problem
 

where constraints form a convex set and with convex objective func-
S3
 

tion,3 methods exist, e.g., gradient methods and linearization methods 

(see Himmelblau, 1972, and Geoffrion, 1969), which will converge to 

to the global minimum. Techniques applied to the more general case do 

not guarantee convergence to the global minimum. 

2A set in En is convex if for any two points in the set the line 
segment joining them lies in the set. 

A function is convex if the line segment drawn between anv two 
,points on the graph of the function never lies below the graph
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Dynamic Programmingtr, 

Whereas mathematical programming techniques i.are generally .eST 

tricted to continuous, differentiable functions, dynamic programming, 

an example of an enumeration technique, can deal with more 'gefal' 

functions.
 

The dynamix programming cecnnique is aaequate±y described in Bell­

man and Dreyfus (1962) and de Neufville and Stafford (1971). One gen­

eral initial value formulation (Labadie, class notes) involves mini­

mizina a separable objective function of the form
 

mim ui): + (C.2)f(x (C(x.+l)' 

x Ui i l 

subject to a Harkovian or dynamic relation
 

x i+ 1 gi(xi, ui) 

with x, given and 

x exi 
and uiU 1 i-l, . . . n 

and hi (ximi)_< 0 

hinking in terms of a single crop irrigation problem, i may be 

the index of the time period, xi may represent soil moisture levels for 

the particular crop (a state variable) allowed to take on finite dis­

crete values in set X and ui may represent the irrigation decision
 

variable, also allowed to take on finite discrete values in 
set Ui. 

rhe function hi may represent limiting the soil moisture level to 

Eield' capacity. In this formulation, yield would be an additive func­

tion of soil moisture and irrigation amounts (i.e., evapotranspiration) 

In each'time period. Terms involving charges for water could 'als'o be 
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incui'ed. ' This formulation may be -applied'to a-run'Of thi riveir s'y­

teii ,wh'reflows are kno'mn and/or to a system which inclU'des Istorage.
 

An advantage of dynamic programming is that differentiability and
 

cnvexity are not required. A disadvantage is that a separable objec­

tive function is required. Hall and Dracup (1970) present a method
 

for handiling a combination multiplicative and additive objective
 

function. This method is discussed in detail in Chapter II.
 

A general limitation of the dynamic programming approach is the 

number of state variables. The example problem discussed has one state 

variable, soil moisture. Evapotranspiration could be thought of as 

a function of soil moisture, irrigation, and some variable measuring
 

the previous condition of the plant. "Previous condition" would be
 

carried in the program as another state variable. As additional state
 

variables are introduced, computation time greatly increases. For
 

the single crop irrigation management problem, only several state var­

iables would be required. However, in multi-crop applications dimen­

sio"nality problems may be encountered.
 

Conclusions Regarding Simulation and Mathematical Programming 

Simulation and mathematical programming techniques are valuable 

tools for quantitative analysis of physical systems. Simulation can 

be used in some cases to answer the "what if" question. In more gen­
eral cases optimization can be used to answer the "what if"question, 

can also be used to answer the "what is the best" question.
and eit 


'Alimitation to the use of simulation and optimization techniques
 

arises when modeling physical systems. Often the operation of the
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phycal system is not .well,k own or sufficient-data are not avail-. 

able. In the irrigation problem, for example, the data I or predicting 
ET, my not be available., Simplifying assumtions involving parameters 

which must be estimated allow the modeler to approximate the actual
 

physical conditions.
 

A second limitation of these techniques, particularly.optimiza­

tion techniques, are the problems 
which arise with. human interaction 

with the physical system. Here, questions of economics are present.
 

,.The,simplest assumption is that humans are motivated by profit maxi­

mization., Questions of the individual versus society and long and
 

short term profit maximization serve to complicate the situation by
 

introducing multiple objectives. 
With the techniques discussed, judg­

.ment must be used to model the situation.
 

,,,,,A third limitation of the quantitative techniques previously dis­

.cussed is that they do not inherently consider random variables. For
 

the irrigation problem, a number of variables such as precipitation,
 

crop prices, etc., may be viewed as occurring in some random manner.
 

Methods of dealing with these random variables will be discussed in
 

the 'next section. 

Stochastic Inputs and Multiple Objectives
 

Introduction
 

* In this section methods will be discussed which are extensions,
 

in some sense, of the optimization and simulation techniques pre­

viously discussed. These "extensions" attempt to model physical sys­
teme,and physical-human systems by considering an additional degree of
 

complexity, complexity arising from the influence of random variables,
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that is,variables which are known only with a probability distribu­

tion. In physical-human systems the complexity may arise from random
 

variables or may be in the form of multiple objectives.
 

De Neufville and Stafford (1971) distinguish between situations
 

involving certainty, risk and uncertainty. A certain situation exists
 

where the outcome of a decision can be calculated in advance. For a
 

decision made under risk, the probability distribution of the outcome
 

is known. When decisions are made under uncertainty, the outcomes of
 

the decisions are not known. This last case will not be considered in
 

this study.
 

The relevant case to the irrigation problem is decisions made
 

under risk. Viewing rainfall as the only random variable, its proba­

bility distribution is known and hence the probability distribution
 

of the outcome of an irrigation decision can be calculated. Deter­

mining an optimal decision in this case is not a straightforward exer­

cise. The next section introduces the concepts of expected value and
 

variance and their roles as multiple objectives. Itwill be seen
 

that when a random variable is introduced to a single objective prob­

lem, a multiple objective problem results. All of the methods discus­

sed in the remainder of the chapter reduce the multi-objective problem
 

to one of a single objective.
 

Expected Value and Variance 

The expected value of the outcome of a decision variable x 'is 

expressed as E(Zj) where Z represents the return due to the j 

decision. Introducing discrete random variable y having distri­

bution p(y 1 ), the return can be written as 
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•\
: "Z / ftX/ (C-0-3)
 

heexpcte' return 6s ivenoas-, 
n 

ii j
 

but p(Zj) - p(y1) (C.5) 

E'Z.) -nE - ', L 

-One obvious strategy iSito choose, the.maiimum, expectedvalue, i. e. 

max B(Z' (C.7) 

Maximizing the expected value, however, is not always an appropriate
 

objective. Criticisms of this approach are that it neglects variance
 

and it does not consider the gambler's ruin problem in which a gambler
 

maximizing expected return virtually assures himself of ruin. 

Variance is defined as the expected value of the sum of the 

squares of the deviation of an outcome from the mean outcome or 

n 2 
Var(Z) Z (Z - E(Zj))2P(Zj) (C.8) 

n2 

Var(Z) -E (f(x, y) - E(Z4))p(yi) (C.9) 
i-l . 

It is possible that two decisions xj and xi result in near
 

equal expected returns, however differing variances. The "appropriate"
 

decision way be to choose the one with lower variance. This would
 

certainly be the choice, for example, of the small farmer who would be
 

forced out of business if his income in a particular year fell below
 

some "catastrophic level"', or did so over a series of years.
 

Hall and Dracup .(1970) give the example of. the gambler's ruin 

problem where the gambler knows with probability p where, 0.5-<p<1. 
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tqepoutcomeIof,.a two result wager. In order to maximdzehis expected 

value.over a, t~ias, the gamblers "best" policy 4stO bet all his 

nyoreyateach trial.. This procedure, results -in the highest expected 

value but the probability of attaining this result is pn which ap­

proaches 0 as n approaches infinity.Hall points out "the essential 

deficiency of the analysis is the failure to simultaneously take ac­

count of the noncommensurate objective of avoiding risk." 

When a random variable is introduced, it has been shown that 

complexity arises. When the probability distribution of the random 

variable is known, the expected value of a decision can be calculated. 

The choice of the optimal decision depends on the expected return and 

the variance. Determining a proper single objective function becomes 

a tradeoff between the relative weights of expected return and variance. 

Monte Carlo Techniques
 

A simulation approach to handling situations of risk is the Monte
 

Carlo technique.
 

For the irrigation problem, suppose 20 years of data could be
 

generated from records or using random numbers with a known probabil­

ity distribution. These data could include any number of random var­

iables including precipitation, solar radiation, maximum and minimum 

temperaturesi wind speed, etc.; whatever data the model uses to pre­

dict yields. The outcome of a particular decision can be evaluated, 

ite., the return can be calculated for each of the years being simu­

lated. Thus the basic Monte Carlo technique answers the "what if" 

question. Monte Carlo techniques can be combined with optimization 
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" 
nilthods t determine 6Pti lfcrp patterns, irrigation tmingsi "and/or 

' 
irrigationamounts providing'a'single'suitable-objective can bede­

teiiiined, otherwise multiple objective techniques .must be introduced.
 

Chance Constrained Linear Programming
 

A general formulation of the chance constrained problem original­

ly presented by Charnes and Cooper (1959) is given by Cocks (1968) and
 

can be applied to the irrigation problem.
 

max E(c'x) + *Var(Cc'x) (C.10) 

x 

subilect to Pr[Aacb] > e 

inwhich - risk aversion constant 

x - decision variable (acreage of crop J) 

A - matrix of technological constants (e.g., water use 
coefficients) 

c - linear return coefficients 

b - vector of available resources 

e - vector of probability levels. 

In this formulation, with variable rainfall, the b vector in­

ciide random variables. An interpretation of a probability con­

straint is that the probability of water use exceeding supply occurs
 

(1 e)xlOO percent of the time. That is, the constraint is violated
 

with some set probability level. As e approaches 1, violation of
 

the constraint is allowed less frequently and consequently the ex­

pected return is reduced.
 

Cocks (1968) criticizes this formulation, saying that "it says
 

nothing about what to do or expect when constraints are violated."
 

For the irrigation problem, when the constraints are violated the in­

terpretation is that the farmer must allocate more water than he has
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' 
available. Since this situation is clearly impossible, the 'chance 

colitrained approach seems more suitable for planning purposes thar 

for eal'time management. What is desired is a program which does 

in fact determine the effect on yields when water supplies are les
 

than optimal. 

Discrete Stochastic Programming
 

Cocks (1968) describes a "discrete active programming model."
 

In probabilistic programming, distinction is generally made between
 

active and passive approaches. The passive approach involves solving
 

a deterministic problem for each possible value of the random var­

iable, then choosing the appropriate maximizing solution.
 

The active approach of Cocks, in the simplest case, solves for
 

the maximum expected value by greatly increasing the number of varia­

bles and the number of constraints. A linear program with originally
 

m constraints and n variables becomes a problem of ma + kn + k
 

variables and equal number of constraints where k is the number of
 

discrete values taken by the random variable. The random variables
 

A matrix and
considered in this formulation are the elements of the 


the c' vector. If the A matrix is known deterministically, the
 

um + k variables. The author con­formulation would be reduced to 


siders the multiobjective problem by including a variance term in the
 

objective function.
 

The advantage of this "active" approach is that it solves the prob­

lem in one computer run. The author states that the method can be
 

used to solve multistage allocation problems where more data becomes
 

available as the season progresses.
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.Tbe~diadvantage, of~ the tod 4. the large programs that are, 

genera ted, A4 reasonable 50 x 50 determinip tic,,matrix becomela 

than r2500 x 2500 depending on the number ,of random variables and the 

number of discrete vlt'hr they take. 

Another disadvantage of this method is that in the formulation 

presented, the b vector is not allowed to vary. The b vector is 

generally regarded as resource availability, including resources such 

as water, labor, land, and precipitation. In a practical problem it 

is difficult to imagine a situation where the technological coefficients 

(elements of the A matrix) are random but the b vector is known with 

certainty. 

The discrete stochastic approach of Cocks, thtan, cannot be re­

garded as a practical means of problem solution. A passive approach
 

inwhich (1) the original matrix size is maintained and (2)any var­

iable may be regarded as random, may be better suited to solving ap­

plied problems. 

EV Frontier Method
 

Another method of dealing with random variables is the EV 

(expectation-variance) method arising from economic theory. An appli­

cation of this method to agricultural production is presented by Lin,
 

Dean and Moore (1974). 

In this method an E versus V graph is generated. In the ir­

rigation problem, for a particular cropping pattern decision, the ex­

pected return is plotted against the variance. Similar calculations 

are made for other cropping decisions and a curve is generated in 

which, in general, variance increases as expected income increases 

(see Figure C.1). 



A farmer is assumed to possess a utility function, that is,he 

is willing to trade variance: for income in some rational manner, 

with the objective of maximizing utility. Iso-utility curves are 

shown inFigure C.l with utility increasing as one moves!Ito the right 

from one curve to another. The*maximization occurs at the unique 

point where the utility indifference curve is tangent to the EV 

curve. 

This mecaoo or margina. anaJyss is attractive tfeoretica.y, but 

as in the previous case, computation of an actual problem isdiffi­

cult. For each cropping pattern, each random variable must be dis­

cretized and for each event, the return, expected return and variance 

must be calculated. Genrating the entire curve requires repeating 

the process many more times. Lin, et al., in their study measured 

means and variances "subjectively.'" 

The authors tested various types of utility measures with data
 

obtained from farmer interviews. The authors concluded that "none of
 

the models (Bernoullian utility, lexicographic utility, and profit
 

maximization) predicted actual behavior well, with a strong tendency
 

for all models to predict more risky behavior than was in fact ob­

served."
 

Lin, Dean, and Moore attempt to deal with the most geneal cose, 

including all sources of risk and uncertainty. This current study 

concentrates on a specific case inwhich the only random variable Le 

precipitation. Under this assumption and in the situation where the 

farmer has enoush irrigation water to avoid the gambler's ruin problem, 

mauimising expected value may best represent the farmer's behavior. 
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Cropping 
Pattern 

Utlity Indifference 
NbCurvA~ 

0 
4- / 

0* 

Expected Return (E) 

SFigure C.1
 

UTILITY MAXIMIZATION BY EV FRONTIER METHOI(After Lin, Dean and Moore, 1974) 
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The Surrogate Worth. Trade Off Method
 

,Whereas the..EV 
frontier method deals with two noncommensurate
 

objectives, the surrogate worth trade off method of Haimes and Hall
 

,(1974) deals with the general multiple-objective case.
 

-The authors' method first reduces the problem to a noninferior
 

-region. With decision variable x and n objective functions,
 

f j l, . . . n, which are to be minimized, a noninferior solu­

tion * is any solution such that "there does not exist another K
 

such that
 
...I < f( ) i-ul .. n, (C.11) 

strict inequality holding for at least one i." A mathematical pro­

gram is constructed with one function to be minimized and the remain­

ing functions as constraints with parameter Cj. Noninferior points 

are generated by parameterizing c and solving the resulting non­

linear programming problem. 

The lagrange multiplier Ali is interpreted as the amount of the 

change in the first objective function by a unit change in the Jth 

objective function, that is, the shadow proce of Lh jth objective
 

function. The surrogate worth function 
Wlj is defined as a function
 

of Ali and is found subjectively with the aid of a decision maker.
 

This person is asked, essentially, to determine the number of units
 

of the first objective that are equivalent to a unit change in the
 

th objective. Actually for two levels of All, the decision maker
 

is asked to value the trade, on a scale of -10 to +10 with one unit of
 

objective function J. An extrapolation is made to determine A 

i.e., the point where W * 0. 



225
 

The Ali is interpreted a t a Z .the 

functionfane equivalent in thei to it unit, change 

j objective function. 

The essence of this:approach: is':in'determining iA, 'since once 

this value 'is determined, the 'poblem cani, be re'duded to a :single ob­

jective function problem. The j th objective tfunction becomes co'a­

mentisirate with the first objective when multiplied by A 

Applied to'the irrigation problem which has objectives of,maxi­

mizing return and minimizing variance, the surrogate worth 'trade off
 

method reduces to finding the shadow price of a unit of variance, that
 

is,finding how much a farmer would be willing to increase his var­

lance for a unit increase in expected return. In terms of utility
 

theory as discussed previously, since A is constant, a linear util­
* 

ity function is assumed. It should also be noted that AIJ is equiva­

lent to 0 in the formulation of Cocks.
 

The Focus Loss Method
 

Boussard and Petit (1967) propose a model of farmer behavior which
 

assumes farmers "will maximize expected gain, provided that the pos­

sibility of ruin is so small that it can be neglected." Their method,
 

in essence, reduces the multiple-objective problem to a single objec­

tive by adding additional constraints to the problem. The approach is
 

active" in that the entire problem is solved in one computer run.
 

A difficulty with the approach is that various parameters are
 

introduced. These parameters are MINI, k and Pi HINI represents
 

the minimum permitted income, 1/k is the fraction of total loss per­

mitted from any one crop, and Pi is the focal loss for crop i.
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jFoca1-loss is rather,-roughly-,defined as,'.the level, of lossthat, a-de­

cision maker would be O'very, surprised! to reach in any eventuality". 

(Boussard and Petit, 1967). In their study the authors determined, 

ifocus loss parameters through consensus of extension workers, relating 

the focus loss to a .'decennial catastrophe." 

:The study of Boussard and Petit took into account yield andprice
 

uncertainty; however, they did not consider the causes of yield varia­

tionisuchas climatic and precipitation variables. The current study 

attempts to look more closely at some causes of yield variation. The 

concept of maximizing expected return while avoiding the possibility 

of ruin has been adopted in the current study. The active program­

ming approach, however, does not appear to be suited to this study. 

Rather a. passive approach for determining expected value has been 

adopted. 

Summary
 

This chapter has presented various techniques of solving deter­

ministic and nondeterministic mathematical programming problems. The
 

discussion has centered around applications to the irrigation deci­

sion problem and techniques were selected which relate directly to the
 

problem.
 

Certainly this is not a complete presentation of all applicable
 

techniques. Further discussion of the dynamic programming approach
 

including methods of handling stochastic inputs could have been pre­

sented. Also applications of Bayesian decision making (see Halter and
 

Dean, 1971), Markov chains, and decision tree analysis could have 
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ben presented he cncentration iasbeenthowever, ,on Methods which 

can ,,handlei'the multI"1 i 4,n* ,"'4nA nr,"A im.,1p-4r1 a nf nIv'0n h 

irrigation problem. 

tRegarding ,the introduction of random variables, itiAs hoped ,that 

some insight has been gained regarding the complexity introduced by.
 

donsidering the nondeterministic case. In this-study, by :.consider­

ins precipitation as a random'variable, a certain amount offdomplex­

ity~arises. By tadditionally consideting random variables ;such as, 

'solar,:radiation and prices, complexity would increase greatly.
 

- The multiple-objective problem is not great for the irrigation 

problem. Clearly, when risk is considered there are two objectives: 

maximizing expected return and minimizing variance. The most direct 

means of dealing with these two objectives is to form a single objec­

tive function consisting of an income term added to a constant coeffi­

cient times the variance term. The more general case in which the co­

efficient is a variable may be handled by the surrogate worth trade 

off method or by the EV frontier method. 



•Appendix D
 

COMPUTER PROGRAM FLOW CHARTS
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Program SM SIM
 

!Read: 

1. # of layers, # of growth stages, # of days in 

season, # of rainy days, # of m. days, # of 
SM observations 

2. # of days in each growth stage 
3. Initial SM levris by layer 
4. Initial values of b (Yaron coefficients)
 
5. Day and amount of rainfall 
6. Day and amount of irrigation for each t mt. 
7. Field capacities for each layer 

et
 

!3;ncremenall=
 

Incrmen + #of 

103 11lysTO
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10p,
 

Set tolerance
 
levels on
 

b coefficient
 

Call ODS-


Store
 
optimal value
 

of b coefficient
 

Increment
 
III
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Subroutine ODS . 

START2 

ompute 0 
evaluations 

alcuate
 
Fibonacci numbers]
 

Calculate 
XR 

F Call RESTNT (FR) I 

60Calculate 

XL=,FLF800 

Cal. RSnew (R 

side
 

Call. ne 
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isUYes 

VAALU = 

RRETURN
 

L 
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Subroutine RESTNT 

=START 

Calculate layer
 

and growthSetoa 

stage to be vrac
 
optimized
 



i 

2.34
 

~DAY .0
 

cofiins Yes Change 
chan
e oncoefficients] 

initial value,
 

previous day + 
drainage from
 
upper layer 

rain Y 

occur -0Calculate final
 

-t----- SM, Drainage to 


next layer
 

no
 

IRR ocr Y3 Calculate ET, final SM,
 

today drainage to next layer
 

no Calculate ET, final SM,
 

-- drainage to next layer=O 

4 



DAAntiY g 

YesS
 

tota valinnre 

Yes' WRITE:
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Program OPT TIM
 

ZRead: ....


1. Mult. Prod. funct. coefficients
 
2. Yaron coefficients b
 
3. Length of time periods

4. Initial SM, SMI
 
5. Economic coefficients
 
6. ETmax by time periods
 

Initialize variables
 
OCF - 1
 
OAIRR = 0
 
ODEL - 01L 

A
variable 


20
 

Initiali'ze
 

state variable SM 
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25 

Initialize optimal 
return OR 

Set RR -0 

Calculate ET 

during this 
time period 

Calculate return 
function R 

no 
'4 

•Is S H N 

yes R 
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Update OIRR
 
and ODEL 

Increment A 

SPrint optimal 

[Set MSM 

YsM 

500 return l 

Caic. SM 
at end of 
time period 

Recall and printD 

yesess 
SOP tRR 
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Program OPT DAY
 

T "Calculate 

30J
 

FRead. 

Input [ 

Set Day at
 

MIN 
SM at this 

day
 

Set SM and
 

SM index at 
mn
 

Set IRR at 
min and initialize
 
return function. F
 

Calculate ET,
 
next day's SM
 
and SM index 

N? 
Cnlculate Return 

funcLion AF
 

3OAIR
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Yes 

Yes 

S 

MAX? 

Is 

-MAand 

...... 

no 

Increment 
IRR 

Increment SM 

SM index 

Yes 

Wrt i optina 

returnma 

Set DAY = 1 

and initialize 
SM

E5 
Calculate new 
SM and recall 
optimal IRR 

SWrite optla' 
IIRR 

DAY Increment 

Yes...1 DA 

STOP 
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Program IRR SIM
 

Read: 
1.'Forecast rainfall ­

2. 	 Acreages 
3. 	Initial SM
 
4. Return function coefficients
 
-5. Yaron soil moisture coefficients
 
6. 	Days in each time period
 
7. 	Seasonal water available
 
8. 	Max. water to be delivered in
 

any time period
 

Set 	year 1
 

20
 

Set 	time period k - 1,
 

calculate SM,
initialize storage
 

5k 
SCall SET UP 

SUpdate sM I
 

I ~Calculate tr 
EUpdteaReur 

and 	Variance 

STOP
 


