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ABSTRACT

The study was designed to explore the potenbiai of
numerical optimizatioh.techniques for obtaining unique
optimum watershed model parameter§; Successful parameter
optimization woﬁld be Qaluable for correlations with water-
shed treatments or for regionalization for ungauged
watersheds.

A digital watershed model capable of simulating
surface runoff hydrographs froq Sﬁall desert watersheds was
deveioped from previous modeliné studies. Six parameters
were selected for optim}zation."'ﬁll other parameters were
eétimated from:previous studies or were measured on the
watershed. .

The model was calibrated w;th data from a 14 acre
watershed in the Tucson Basin. Independent data from the
same watershed and data from a similar watershed were used
to valida?e the calibrated parameter values. Calibration
was carried out by an optimlization strategy of response
surface identification, followed by extensive surface climb-
ing and concluding with a quadratic convergent fitting.

"Optimization results discovered several fitting
problems presented by the model but the final results for

the calibrated events appeared to be good. In comparison,
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the validation results were quite poor and indicated a large
degree of data deperidency in the optimization.

It appeared doubtful that the model calibration,
even with extensive data, would be able to obtain parameter
values capable of corrélation with watershed treatments.
With model 1mproVements, the apprgéch may provide parameters

adequate for regionaliéation for ungauged watersheds.



CHAPTER 1
INTRODUCTION

With increased pressure from society for more effec-
tive land and water management, resource managers are faced
with the difficult problem of evaluating thelr management
designs’éefore implementation. To' accomplish this modeling
is essential. A crucial component in the management of both
land and water resources 1s the watershed system. Numerous
watershed models exist. The vériety is the result of vary-
ing objectives, the type of data avallable and the modeler's
concept of the system. '

The priméry objJectives of watershed models are
generally one or some combination of the following:

l. ¢to increase understanding of the system

2. to make predictions for gauged sites

3. to make predictions for ungauged sites

i, to evaluate effects of watershed management.

In terms of the management decision makihg process, a wide
variety of predictions 1s useful. For flood ffequency
analysis, predictions of flood occurrences above a particu-
lar level may be needeﬁ. For rescfvoif operation, monthly

flow volume simulations may be usceful. For evaluating the



may be of interest. On the other hand, the treatment
;ffects on flood peaks and timing of runoff may also be
useful for watershed management evaluations.,

Event based watershed models simulate specifié
runoff hydrographs from recorded rainfall hyetographs or
from stochastic simulations of rainfall. Event models have
the advantpge that any.predictions necessary for management
decision making can be derived from event simulations. The
disadvantage is the increased cost of analysis and the need
for more refined data.

The steps in watefshed‘simulation, regardless of
the obJectives, follow the same.general format as explained
by Dooge (1968):

First)'it is necessary to choose a method of simula-
tion. This involves selecting the type of model, for example
electric analog, regression model or digital synthesis,

Second, it.is necessary to develop the form of the
model. This involves making hypotheses about watershed
behavior.

Third, 1t is necessary to optimlize the parameters
.according to some well designed criteria. Trigl and error
procedures are often used at this stage.

Finally, it is necessary to correlate the fitted

parameters wlth watershed characteristics or watershed



condition in order to use the model for simulations on un-
gauged sites 6r'fof simulations of treatments.

Considerable work has been done on the first two
steps. Some work has been done recently on parameter
optimization of stephthree. However, there have been few
attempts to correlate treatment qffects or watershed char-
acteristics with wateréhed model parametérs. A major
obstacle in doing so 1is obtaining unique optimum parameters
In step three.

The purpose of the study was.to determine the
potential of numerical optimiz§t16n for obtaining unique
optimﬁm parameters of an event ;imulation model of semiarid
watershed hydrology.

To carry out the study, an event simulation model
capable of simulating surface runoff hydrographs from small
desert watersheds and computationa}ly efficient enough for
numerical optimization was developed. The model incorpo-
rates measurable watcfshed characteristics such as shape
and topography and permits treatment simulations with
proper changes 1in the parameters of component representa-
tions. A numerical optimization strategy was devised to
calibrate the model and obtain the optimum parameters.

" The specific objectives were: . to analyze the

effectiveness of the optimization strategy in calibrating



the mode}; to validate the optimized parameters with in-
dependent data on the sapé watershéd; to cvaluate the
reglonal application of the esitimated parameter values with
indepeﬁdent data from a slmillar watershed; and to analyze
the capabilities and limitations of the model for surface

runoff simulation and optimization:



CHAPTER 2
LITERATURE REVIEW

A thorough but‘:by no means exhaustive review of
event based watershed simulation models and of model cali-
bration methods 1s presented in this section. Model
calibration 1s discussed only as applied to event basgd
watershed simulation models. Additional references which
were not discussed but which'have relevance are the texts on
the theory and application of 6ptimization techniques by
Wilde (1964) and by Beveridge and.Schechter (1970) and the
papers discussing the potential ¢f numerical optimization in

hydrology by Beard (1967) and.by Green (1970).

Watershed Simulation Models

Within the_category of event based watershed simula-
tion models are large numbers of models. Several classifi-
cations are possible. A falrly satisfactory classification
would be the distirction made by Amorocho and Hart (1964)
between systems models and models based upon physical hydrol-
ogy. The physically based models or component models are
an attempt to incorporate the basic operation of each

hydrologic component and their interaction into a complete

P



synthesis of the land phase of the hydrologic cycle. With
systems models the complete process synthesis apbroach is
discarded and the approach concentrates on applying a trans-
formation function which produces outflow from a given input.
Although 1t is often called a "black box" approach, systems
investigatiorms require at least.geﬁeral assumptions about

the nature of the system. In systems modeling there 1is
increasingly more reliance on knowledge of hydrologic phe-
nomena for formulation‘of relationships and for ratioﬁal
choice of parameters. As a result a considerable amount of
"grey area" exists between the;two classifications. However,
the distinction may be useful in clarifying the philosophy
involved in model development and in analyzing its utility

for watershed management simulations.

Systems Models

The simples* and most prolific systems models are
the linear systems models. Like tﬁe well known unit hydro-
graph methods, the basic assumptions of the approach are
superposition of response (linearity) and time invariance of
response. The methods presupbose a synthesls of rainfall
excess, or in systems terminology they require partial
synthesis.

The time distributiop of output for the linear
system can be expressed in analytical form by the convolution

integral:



_ t
Q(t) = L h(t - ) * 1(1)dT

where h(t) 1s the instantaneous unit hydrograph, IUH, or the
output from the system due to an instantancous impulse of
unit size, 1¢t) 1s the magnitude Qf the impulse or rainfall
excess, and t and T are fixed and variable time, respective-
ly (0'Donnell 1966).

The problem of finding the IUH has been a topic of
considerable revearch. The Nash mcdel or cascade of equal
linear reservoirs 1s often postulated as the general IUH
model (Nash 1957). The impulce recponse of the IUH in the

Nash model 1s the same .as the gamma densitly functlon:

h(t) = K%_ e-t/K(t/K)n-l
n

where Pn is the gamma function which for integer n equals
(n-1)!. The parameters n and K of the Naash model are esti-
mated from streamflow data. Once these parameters are
known, outflow can be determined by numerfeal integration of
the convolution cquation or, 1f n 1s an integer, by routing
rainfall exccun Lhroupgh n lincar reservolirn with time con-
stant k (Overton 1970).

Nash'o lumped model can be contrasted with Dooge's

time arca method. Dooge (195%9) pontulates that output from



an element of a watershed incurs a translation delay and
also passes through linear reservoirs. Assuming that all
elements have the same delay and the same chain of storages
to the outlet and that all storages have the same time con-
stant K, a general impulse response function can be derived
as in Nash's approach. . .

Researchers have also explored direct analysls
methods which derdve the IUH directly from the watershed
data and thereby eliminate the need for a gpeneral model
(0'bonnell 1966). However, these methods require waterashed
data and lack penerality for ungauged sites,

The Jimitations Inherent to all unit Lydrograph or
lineayr asyatems models are due Lo the assurmptions of Jupers
porition and Lime invariance and to the d4ffieculties in
estimaling paramclera for ungauped ﬂ!k#ﬂ. Hegearchers have
had some success In correlating gencral 1UH model purameters
with watershed echaracteriasties (Geay 1967, Nash 1996), This
approach, although 1t may have some practical wvalu-, 1s
orjticiced by Amorochio and Harpt (1964) as a method whieh
"oombines he pitfalls of regressien analysis with tte weak=
neascs of the llpeaprity assumptions,*

In view of the shortectings of the lipeaprity assumps
t!ona. alttempls have Leey fade Lo 308y 2c the waterthed 88 a
nonlinear system, Fapremoal amopg these is the work of

Amorocho (19G7), Amoreeho thecrizes that a funetional



polynomial or its equivalent can be utilized to predict
outflow from a watershed by a single operation and thus
eliminate the need for partial synthesis, or it can be used
for the reprecentation of one or more of the components of a
synthesis model, However, general nonlinear systems models
are more Aifficult to formulate because there are an infinity
of forms that nonlinear relations may take. Little progress
18 made unless the form of the relationship is specified
beforchand, |

In general, all the aysterms models are quite limited
in evaluating the effects of treatment on streamflow re-
sponae. Unlens the treatrent effects can be completely
accounted for in the partial synthenis or incorporated into
the model, he syatems models will result in inadequate

aimula ions,

Component Models

Conniderable effart has been aimed at complete
syntheals models since the inception of the Stanford Water=
shed Model (Crawford and Linsley 1962 and 1966), The
8tanford Watershed Model can be diatingulzshed from the
eystems nmodels {n that Lthe pmodeling 13 shifted rom an
empirical prepresentation of the system as a5 whule Lo A
pories of Individual components with each one an empirioal

reprenentation of a known hydrelegle process., The
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mathematical representations of hydrologlc processes are
expressed in gencral form applicable to all watersheds. To
apply the model it becomes necessary to determine the
parameter values for the specific watershed. A considerable
amount of emplricism pervades in the Stanford Watershed
Mbdcl's representation of the partial differential equations
governing water transport. However, it has contributed
immenaely to the incorporation of hydrologic concepts in
watershed simulations,

A more recent complete synthesls model 15 the
USDAHL-T70 model developed by Holtan and Lopez (1971). In
tho same apirit as the Stanford Watershed Model, a series of
empiricizm: provide Lhe mathematliceal continuun of the physi-
chl processes,  The model Incorporates the variability in
goile and other hydrolougle factors Lthyrcugh the ude of land
capability classea, Infiltration and rainfall excess are
computed for each land capability class with empirical
methodn developed by the Aprtcultural Research Service,
Utidizing hydropgraph recesztion analysis, flow 13 routed
Chrough several discerntble regimes of subizurface flow in
addition to overland flow, Hydrolople capability classen
are numbered 15 a down nlope urder so that computation can
aooounﬁ for runuff cuscades Lo puceepnsive capablility clannen,

More detalled deseriptions of component processes

have been avallalle ta moadolers, Thelr uege has been avoided
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because of the considerable increase in computation. Howe
ever, a model developed by Hupgins and Monke (1966) at
Purdue University attempts to incorporate some of these
process representations in modeling the surface runoff
responsc to rainfall on small apricultural watersheds. The
m’odel, hereafter referred to as the Purduc Model, glves a
?ompcho synthesis of surfuce runoff hydrographs. The model
ﬁacs a finfte grid technique for deconposing the waterched
into nsurfacce units in an attempt to describe the detalled
physicual processes occurring within the waterched, The
kinematic wave approximations of the equations of continulty
and momentum were ulilized to route overland flow from cach
element cequentially down slope. |

More recently, Harley, Perking and Fagleson (1970)
doveloped a component model of surface runoff. The model,
referrcd to as the MIT Catchment Model, was desipned to
simulate the cosential features of the hydrograph while
Increaniny computiationnl officiency relative to a fintte
grid method.,  Watershed peometry wos reprecented by simple
overland flow plunes and rectangular stream scegments,  Both
linear!ccd and kinematic approximations: to the cquations of
continulty and momentum were used in determining surface
runoff. 'he lincar routing wethod was used when the kino-

matic annumptions were violated.
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The Purdue Model and the MIT Catchment Model are
limited by the assumptions of the kinematic or linear rout-
ing methods, by the crrors resulting from computational
approximaticns of watershed conflguration and by the errors
in the finite differencing approximations used for computa-

thon (Kibler and Woolhiser 1970).

Model Calibration

Methods of watershed model calibration have largely
depended on the type of model. For systems models numerous
techniques have been explored. The method of moments has
been uscd to derive the n and K parameters of the Nash model
(Nash 1957). oOther approaches using Lransform methods,
orthogonal functlions or matrix Léchniquus have been employed
to derive the ordinates of the Unit Hydrograph or 1UH di-
rectly from the data. An excellent review of these methods
is given by Jackson and Aron (1971). For nonlinecar systems
models, quastlincarization, a method based on the Taylor
series expanston has potenttal for solving a large class of
nonlincar models (Labadie and Dracup 1969). Other nonlinear
models can only be solved by scarch techniques,

With the complete synthesis models such as the
Stanford Watershed Model, estimatlion of unknown model param-
eters arc often based on Lhe hydroloplst's knowledge of
approximate parameter valucs., ‘arameter values are then

adjusted until an appropriate it between observed and
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predicted hydrographs is obtained (Crawford and Linsley
1966). This approach, often called trial and erfor fitting,
is aided by a thorough understanding of the hydrologic cycle
and by familiarity with the model especlally with the sen-
sitivity of flows to parameter adjustment, Final parameter
selection is larpely subjective and several combinatlions of
paramcters may producc cqually good results. Subjectivity
in parameter estimatliop can cause havoc with attempts to
relate paramcter values with watershed charucteristicé or
with watershed change (James 1970).

Morc objective procedures of parameter adjustment
have been analysed for synthesis models. Dawdy and
O0'Donncll (1965) first explored "hill climbing" optimization
techniques to estimate parameters of a simplified component
model. The techniques employed minimize the sum of squares
of differences between synthesized streamflow and an ob-
served record. In their study a unique set of parameter
values was used to synthesize an observed record. Optimiza-
tion technlques were then upplicd with a different set of
paramcter values. Thus the speed and accuracy of approach=
ing the true parameter valuces could be compared for various
optimizatton techniques. The Rosenbrock technlque was found
to be reasonably successful, It was also discovered that
the greater the senoitivity of a model to a paramecter, the

cloocer and sooney the parameter was optimlzed.
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Liou and James (1970) developed a self calibrating
version of the Stanford Watershed Model. Criteria used for
selection of parameters for calibration weré that the |
paramcters be difficult to measure and that the model be
sensitlve to parameter changes. Traditional optimization
techniques were discarded in favor of a parameter adjustment
technique which would approximate the trial and error
adjustments based on hydrologic knowledge and on insight
provided by sensitivity analysis. Adjustments continued
untill no further improvemcnt in the sum of squares error of
observed and predicted hydrographs could be achicved.

More recently Chapman (1971) reported the results of
an optimization of a rainfall-runoff model for an arid zone
wéteruhcd. The model simulates vertlical water transport
processes and makes no attempt to route the rainfall ecxcess.
Paramcter values are restrictcd to ranges thought to have
physical significance. Several error function criteria were
analyzed. A strict sum of squares of differences between
total obuscerved storm runoff and total estimated storm runoff
was found to be welghted heavily by large storms.  In order
to give more welght to threshold runoff storms, logarithmic,
squarc root and cube root transformations were applied to
obascrved and predicted values before computing the sum of

squarcs crror. Jince final error function selcection i3 a
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value judgment, parameter sensitivity to error functions was
considered undesirable. The square root transformation gave
appropriate weights, but optimum values Qere only slightly
affected by the other transformations. This result gives
support to the use of the model.

Only one of the optimization techniques, the simplex
technique, achieved convergence. Direct search strategles
and the steepest descept technique were slow and often
failed to reach the true optimum.

Perhaps the most comprehensive analysis of parameter
optimization for watershed models has beén by Ibbltt and
"0'Donnell (1971). The objectives of their paper were to
show how the model bullder can ease the fitting probléms of
a'modcl and to show the designer of fitting techniques the
fange of problems that watershed modeis present.

The aralysis showed that besldes the standard
problems confronting optimization techniques, local optima,
saddle points and valleys, additional problems of plateaus
and "pot holes’ are characteristic of watershed models.
Plateaus arec usually the result of threshold parameters or
parametcrs used in calculation potentials such as potential
infiltration. "Pot holes" are multiple optimé éppcaring as
small perturbations in a confined region of the response

surface. The causes are difficult to explain fully, but are
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probably the result of any orie or any comblnation of the
following:

1. the model being an imperfect representation of
the system

2. the effect of random data errors

3. serial correlation inﬁphe data used to compute

the objective function;

Numerous suggeétions were given for overcoming the
problems presented by watershed models. Problems created by
local optima and pot holes can bg reduced by fitting the
‘model to longer records. Random search can also be used to
seek out the global optima. Soluéions to the local optima
problem will automatically solve "the saddle poing problem.
Threshold parameters or potentlal calculations should be
avolded when possible to prevent the plateau problem. How-
.ever, fitting with data sets which bring all the parameters
inté operation can minimize the plateau effect. Parameter
interaction.is a major cause of valleys in the response sur-
face. Some technlques are capable’of handling valleys, but
it is better to avoid their occurrence when possible. Alter-
ing model structure or carérul parameter selection may re-
duce the parameter interact.on problem. Using a wide range
of data values, improving the quality Sf the data and

employing certain objective functions can minimize the pot
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hole effect. Perfections.in the model will ultimately
Zgbrove the fitting problems and the unlqueness éf param-
eter values.

In summary, thgre are a wide varlety of event based
watershed simulation ﬁodels. All models share the problem
of determinling unknown parameter xélues to apply a model to
a speclific watershed. Generally, the more physically based
models have more parameters, require more data and have
greater potential for fegionalization than the more eﬁpirical
models. To obtain unique parameter estimates for reglon-
alization or for correlation wiph watershed condition, more

obJecfive methods of watershed model calibration need to be

studied.
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CHAPTER 3
METHODS

| ﬁata from Atterbury Experimental Watershed was used
to carry out this study. Based on specific criteria, the
most appropriate model was selected and modified to meet
the needs of the study} A complete optimization strategy .

involving several methods was used in calibrating the model.

Experimental Watersheds

Atterbury Experimental Watershed, operated by The
University of Arizona, is located about twelve miles east
of Tucson, Arizona. The sparsely vegetated, low relief
watershed 1s characteristic of desert wateréheds in the
Tucson Basin. Two, small instrumented watersheds éituated
near the upétream end of Atterbury Experiméntal Watershed
provided the data necessary for the study.

A single recording rain gauge is céntrally located
on each of the fourteen acre watersheds. Standard HL
flumes, as described on page 26 in the U. S. Department of
Agriculture's Agriculture Handbook No. 224 (1962), are used
to measure runoff from the watersheds. Separate windup
clocks drive the rainfall and runoff fecording devices.

18
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The watersheds, designated HL-1 and HL-2, were
surveyed to obtaln accurate areas and topographié represen-
tations’as shown 1n Figures 1 and 2, respectively.

The vegetation on the watersheds is much denser
along the channel thah.on the slopes. Vegetation consists
mostly of creoéqte bush (Larrea'tgidentata) and desert
mesquite (Prosopsis Juiiflora) with some cactli and scattered
herbaceous‘vegetation.\

The unconsolidated materiai forming the landscape is
recently deposlted (5eologic time) aiiuvial material. The
soils have thin loam and sandyx;bém surfaces and only moder-
ate 1ﬁfiltration rates. The channels are relatively broad
and flat and silt filled. Several clay lenses are scattered
iﬁ the upper reéches of HL-1.

Only runoff producing events were selected for
optimization so that the fitting procedure would hexercise"
all of the parameters. Events preceded by dry épells were
most desired for use in this study. When it was necessary
to use events where antecedent'precipitation occurred within
a week before the event, soil moisture conditions were
estimated with an exponential soil moisture retention model
developed by Saxton and Lenz (1967) and calibrated with data
from thé Santa Rita test site of the IBP Desert Biome.



Figure 1.

Topographic Map of Watershed HL-l.

Contour Interval = 1 ft.
'l in. = 192 ft.-
Area = 13.8 acres
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Figure 2.
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Contour Interval = 1 ft.
l in. = 192 rt.
AREA » 14,0 ncreos

Topographie Map of Watershed liL-2,
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Basis for Model Selection

Selection of an appropriate model was based on the
following criteria:

1. The model should be applicable to small desert
watersheds.

2. The model should be cgpable of representing
watershed characteristics and watershed conditions.

3. The model dhould be computationally efficlent to

be optimized in a reasonable amount of computing time,

Of the watershed models currently availatle, the
Purdue Model appeared to te Lhé mostl applieable for this
study. The model sinmulates overland flow from smnll water-
pheds making 1t 1deully suited for small desert watersheds
where overland flow dominstes,  The model fnherently ac-
counts for Lhe effeets of shape and peneral suprface Ltopoge
raphy on runoff hydrogreapha,  Spacial variations in soila
and rainfall can alzo be anccounted for in the model,

Spece mont of the complex processes and Interactions
are reprezented In the model, the paramelers are closely rew
luted to specdfie watoprshed conditions. This fealure makes
attempts at corprelating paraseters with watorshed conditiona
or reglonulicing parameter valuen aecn vepry promising, Suge
ouns of such attompts would be very valunble fop simulating

treatment effeets or for simulatiens on unganged waleprsheds.,
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Pigure 3 shows the finite grid representation of
watershed HL-2 that was used in the Purdue Modcl. Slope and
dircction of flow arc specified for ecach element. The por-
tion of water flowing from each element to adjacent elements
depends upon the direction of stecpest slope, Outflow from
each clement {s estimated as a function of storage on the
element using the Chevy-HManning equation and the kinematic
flow assumptions. Infiltration capacity is described as a
function of so0il molsture by the Holtan equation. Infiltra-
tion relations are allowed to vary among elements, For
these watersheds Infiltration stratifications for alope and
channel elements appeared Lo bé varranted,

Unfortuniately the computing time required to optimize
the Purduc Model ca applied to HL-2 would be excepsive, A
olx parameter optimtzation of the model would require more
than ten hours of computing time on the CDC 6“00. To over-
come thins disadvantape, an attempl was made to modify the
model for usne in this study while at the same time preaerv=-
ing the phyalenl basis and component relationships of the

model .,

Model Development

The model dovelopod for use in this otudy was based
entirely on concepts and idean prenented in previous model=-

inp atudien., To {neroase computationnl efficiency, the
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finite grid representation used by the Pdrdue Model was re-'
placed by a system of rectangular slope and channel elements
similar to the waterched geometry representation used in
the MIT Catchment Model (Harley, Perkins and Eagleson 1970).
Component process modeling with the exception of overland
flow from slope eloments is patterned after the Purdue model.
The empirical overland flow method of the Stanford Watershed
Model (Crawford and Linsley 1966) was used to route flow
from the slope elcmehts. The model 1is not proposed as a
gencral model of surface runoff from desert watersheds. How=-

ever, it may provide the basis'for such a model.

Watershed Geometry

The criteria for choosing the arrangement and size
of the clements is not firmly.established. However, the
elements should be as large as possible but sui'ficiently
small so that slope, vegetation, length of overland flow,
rainfall, lateral Inflow and infiltration rates are rela-
tively uniform within the boundaries of an element,

The basic element arrangements of watersheds HL-1
and HL-2 are shown in Flgurcs 4 and 5, respectively. It
should be noted that the overland flow elements are repre-
sented as belng perpendicular to the stream sepments. The
method for choosing the length, DL, and the width, DX, of an

element when flow 1o not perpendicular to the stream segment
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is éo determine the length of overland flow, DL, from the h
topographic map and then adjust the width, DX, so that the
element arca 1s equal to the prototype area and the flow
is perpendicular to the stream segment as shown in Figure 6.
It does not matter if the width of a slope element does not
equal the length of a corresponding strecam scgment because
all lateral inflows to a stream segment are lumped for de-
termining outflow. Sidpe elements with the same length of
flow, slope, soils aﬁd lateral Inflow were comblned for com-
putational purposes. As a result, the watershed geometry
representations of HL-1 and HL72 can both be handled by three
slope elements and three channei elements as numbered 1n

Figures Y and 5.

Component Relationships

The component processes characterized by the water-
shed model include interception, infiltration, depression
storage and surface runoff. Interflow was not considered
because it 1s not a common characteristic of small desert
watersheds.

Interception. Interception is modeled strictly in

terms of interception storage. Evaporation losses are not
considercd. Interception storage refers to the volume of
water held on the plant surfaces. It is usually satisfilea

during the carly stages of the more intense storms. In the
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modél, the rate of interception prior to satisfaction of
interception storage is computed as the fraction of the
total area covered by horizontal projected leaf surfaces
times the rainfall rate.

Calculations rgquire estimates of potential inter-
ception storage volume and the prspent of total area covered
by foliage. Up until botential interception 1s satisfied,
intercepted rainfall rate is determined as follows:

Rate* = Rate - Per x Rate |
where Rate¥ is the intercepted rainfall rate

Rate ;s the measufed r%infall rate

Per is the percent of total area covered by foliage.

Reasonable estimates of Per and potential interception
storage volume, Pit, are made; 'Eprors due to oversimplifi-
cation of the interception model would be more significant
bhan small errors in parameter estimation. Fortunately, the
nagnitude of interception losses 1is relatively small on
lesert watersheds. Thus errors due to oversimplification

)f the interception model and to inaccuracies in parameter
ljpecification are not considered critical in the overall
nodel. |

Infiltration. Water that is not intercepted becomes

ivailable for infiltration upon reéching the ground surface.

’he infiltration relation used in this study 1s the form
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of the Holtan equatlon used by Huggins and Monke 1in the
Purdue Model. The equation, which estimates infiltration

capaclty as a function of soll molsture, has the form:
£ =f, + A[S - F)/Porel”

where f 1s the inflltration capaéity, in/hr

fc-is the flnal or steady state infiltration rate,
in/hr | -

S is the storage potential of the soil, in.

Pore 1s the total pore space, in.

F is the accumulated ingiltratioﬁ, in.

P is a parameter related to the rate of decrease in
infiltration capacity with increases in soill moisture

| A is the maximum potential'increase in infiltration

capaclty above the steady state value, fc.

An infiltration control depth can.Be visualized as a depth
required for the h&draulic gradient to approach unity or as
the @epth to an impeding strata. This control depth i1s
utilized in estimating the total pore space of the soil.

Depression Storage. Once the demands of interception

and inflltration have decreased to a level below the rain-
fall rate, depression §torage or at least a portlon of it
would normally be satisfied before water became available

for surface runoff. This component is incorporated as part
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of the functlonal relationship between the volumé of water
in storage on an element and the rate of outflow from the
element. A threshold concept of dep?ession storage or re-
tention stopage 1s used. Only surface detention storage,
the portion of storage beyond this threshold, is available
for surface runoff. '

Surface Runoff; The time distribution of surface

runoff from an element jls determined by combining the
storage-outflow relation with the following finite differ-

ence form of the continuity equation:
. ' ‘
I, +I, -Q, + (2 x Sl)/A? =Q, + (2 x Sz)/At

where. I equals the inflow rate or rainfall excess
Q equals the outflow rate
S equals the volume of water in storage
Suﬂscripts 1 and 2 refer to the values at the

beginning and end, respectively, of timé increment At.

Assuming zer6 initial conditlons and a known storage-outflow
relation, the equation can be solved numerically.
Determination of the storage-outflow relation vary
for slope and channel elements. However, both assume a
fhreshold value of surface dgpression storage and the exis-

tence of turbulent flow conditions.
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The Stanford Watershed Model's overland flow tech-

niques were used to determine surface runoff as a function
of storage for slépe elements., The,Chez&-Manning equation
was used to determine the relationship among surface deten-
tion storage at equilibrium (equilibrium occurs when, for a
constant inflow, the rate of change.of storage is zero), the
supply rate to bverland flow, Manning's n and the length and
slope of the fldw plane. The following relationship was
derived:
0i6 x 1

|

A}

where De is surface detention at equilibrium in ft3/ft

D, = 0.00818 x 1 0.6 , 1.4,50.3

1 is the supply rate in in/hr
S is the slope in ft/ft
L i1s the length of overland flow in feet.

. For surface runoff to occur,vwater must accumulate
on the surfgce to some finite depth. The Chezy-Manning
equation was again used to determine the rate of discharge

as a.function of surface detention depth as follows:
Q= 1.486/n x y5/3 x 81/2

where y 1s the surface détention depth in ft
S 1s the slope in ft/ft
n is Manning's roughness coefficient

Q is discharge in ft°/ft-
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To calculate the discharge from an element it is
necessary to calculate the depth, y, at the lower edge of
the flow plane. In the Stanford Watershed Model, y is
empirically related to surfgce detention volume, D, by the

following equation:
y = (D/L)[1.0 + 076(D/De)3]

During recession flow when De is leés than D, the ratio
D/De is assumed to bé one. The relation appears to be valid
for uniform slopes with uniformly distributed inputs.

Oqtflgw from adJaéent ilope elements and upslope
channel elements are computed aé inflow to channel elements.
The rate of discharge from the.Qannel elements 1s also
based on the Chezy-Manning equation. The empirical overland
fiow methods of the Stanford Watérshgd Model could not be
used because of the non-zero upslope boﬁndary conditions.
Instead, downslope surface detention depth; y, was assumed
to be equal to the surface detention storage, D, divided by
the area of an element as was done in the Purdue Model. The
validity of'thié simplification decreases with longer ele-
ments. The approach was assumed to be valid for 300 to 400
ft. long channel elements.

Comparisons of the modified model with the Purdue
Model with the same parameter values show close agreement

for large events but greater differences for the smaller
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events. - Howéver, the real test of the model is not how well
it matches the Purdue Model but how well it fits the actual
watershed and how well the optimized parameters adapt to

regionalization or correlation with watershed treatments.

Parameter Selection

The primary criteria for Eélecting parameters to be
optimized are that the parameters be difficult to measure
and that the model be sehsitive to changes in the paramreters.

Sensitivity analysis of Purdue Model paramcters per-
formed by Huggins and Monke (1966) suggests that, of the
non-measurable parameters, infiltration paramcters, Mannling's
roughness coefficient and surface retention volume had the
most influence on predicted hydrégraphs. Interception stor-
age and other parameters had only minor influence. A sen-
sitivity analysis of the modified model applied to HL-2
showed similar relationships.

Another factor to be considered in parameter selec-
tion is paramcter interaction. Parameter interaction may
cause valleys iﬁ the response surface which slow the opti-
mization process and widen the paramcter range for possible
pot hole occurrence. Ibbitt (1970) discovercd that maximum
potential infiltration rate was linecarly rclated to the
exponential decay constant in the Hortan infiltration equa=-

tion. Analysis of various inflltration paramcters in the



36
form of the Holtan equation used in this model revealed .
similar relationships.

The analysis, explained in detail in the next sec-
tion on model calibration, employed a random grid technique
to reveal the objectlion function response surface for varia-
tions In any two parametcers, Thrgg storms were used in ob-
taining obJective function values for unique data (data
gencrated from the storms by the model with a unique set of
parameter valuces) and for actual data. Unlque data response
surface showed that Pore and P are linearly related as shown
in Pigure 7-a. Thus 1t 15 possible to arrive at various
combinations of paramcters along the vallecy which produce
nearly optimal response. )

To speced up the optimization and reduce possible
biuu duc to pot holes, 1t appeared desirable to fix one of
the parameters as one would In trial and error calibration
and optimive the other. Since 1t seemed possible to obtaln
réauonnble catimates of Pore for the two soll stratifica-
tions, it waus fixed and the parameter P was chosen as the
onc to be optimized,

The vame two-parameter responsc surface with real
data, shown in I'lgure 7-b, further substantiates the linear
rclntidnnhip between the two paramceters. The indication of

relatively small total porec spacce on the watershed agrees
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with intuitive estimates. However, there 1s evidence that
total pore space is greater in the channels than on the
slopes so two estimates were made. |

Comparisons of the P parameter with the A coeffi-
cient in the infiltration equation indicate a quadratic
relation as shown in Figures 8-a and 8-b. Since it is
possible to obtaln realistic estimates of maximum potential
infiltration, 1t appeared practical to fix the A parameter
and optimize P.

The final selection of parameters for optimization
was a retention storage parameger, Manning's roughness co-
efficient and, for each of the ﬁwo soll stratifications,
an infiltration decay parameter and a final infiltration
rhte.

Success at obtaining realistié parameter values
would depend on the ability of the model to represent the
.real system, the closeness of the constants of flxed param-
eters to their actual values, the quality of the data and
the success of the optimization technique at reaching a
global optimum. Shortcomings on these points would result
in biased cstimates of parameter values and would 1limit the
success in regionalizing parameters and in correlating

parameters with watershed treatment.
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Model Calibration

Model calibration was accomplished using a variety
of-;;timization techniques available in an optimization
package developed by Huelsman (1968). A complete optimiza-
tion strategy beginning with response surface identification
followed by extensive surface climbing and concluding with

’ quadratic fitting was followed in calibrating the model.

Criteria Problem

Optimization methods require the selection of an
error function or objective function to measure the goodness
of fit of the model with an observed record. The cholce of
’the objective function depends on the intended use for which
the fitting 1is undertaken. Since this model is a.hydrograph
model, it seems appropriate to fit the entire hydrograph.
The "F" criterion used by Ibbitt and O'Donnell (1971) does
80 by summing the squares of differences between correspond-
ing 6rdinates of observed and predicted hydrographs. How-
ever, clock synchronization ersors limit the usefullness of
this criterion. For one of the events, records show that
runoff started four minutes before rainfall began. This
obvious synchronization error and any others could sei .ously
bias the final parameter values. Additional bias may result
from the F criterion if the distribution of residual errors

is not normal.
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To avoid bias due to synchronization errors a

weighted peak and volume criterion could be selected. The
eriterion is compatible with most uses since pcak and volume
of flow events are of primary concern in water management.
Maximum likelihood estimates would be extremely difficult to
determine for a welighted peak—volgme eriteria. The "U3"
eriterion, a weighted peak-volume criterion, was formulated
by Lichty, Dawdy and Bergman (1968) to produce parameter

values without large bias. The criterlon was given as:

U3 = 0.5 I(1ln simulated volume - 1ln observed volume)? +

£(1n simulated peak'- 1n observed peak)?

However, there 1is a chqnce of obgaining very small or even
zéro simulated peaks or volumes which would bias estimates
when using the log transformatlon. Chapman (1971) dis-
covered that the squarc root transforhation produCed similar
contributions to the error function for various storm magni-
tudes as the logarithmic transformation. In addition, the
square root transformation would not produce large blas at
very small outputs.

Final selecction of an objective function constitutes
a value Jjudgment. Comparispns of error distributions of
peak aﬁd volume for various criteria and paramcter values ‘

were analyzed to aid in the sclection of an appropriately
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welghted criterion. The following objective function was
selected to give.approximately equal welghts to volume and
peak and to allow greater contribution from the larger peaks
while allowing smaller storms more contrilbution in the

volume portion of the criterion:

OF = 1.5I]|(observed volume)% -~ (predicted volume)i| +

I{observed peak - predicted peak]? .

Optimization Strategy

The optimization strategy 1s based upon the hypoth-
eses that response surface ideﬁtification and previlous
hydrologic work can be used to obfain starting values near
enough to the true optimum to allow hill climbing techniques
to approach the global optimum and that the response surface
exhibits quadratic behavior near the optimum. A random
search technique 1is used to gain confidence in the above
hypotheses or to allow adjustments to overcome possible
violations..

The initiél phase of the optimization strategy in-
volved response surface examination. The response surface
1s the mapping of the objective function for a range of
parameter values. Analysis in this phase was useful in
selecting parameters for optimlzation; in identify'ing promi-

nent features of the rcspohsé surface and in choosing
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starting values. A random grid technique was used to reveal
the response surface for any two parameters. Figures T7T-a,
7-b, 8-a and 8-b 1llustrate the response surface for pairs
of infiltration parameters as delineated by contour lines
of equal criterion values. Response surface identification
can be time consuming. With the griginal eight parameters
in the model, twenty-seven response surface comparilsons
would have been necessary to examine all combinations of
pairs. To conserve computer time, the infiltration péram;
eters for the two soill types were lumped for comparisons
with other parameters and only;three events were used in
identifying the response surface. The events of 7/25/68,
8/07/69 and 8/13/69 were selected for thls purpose.

Two separate response surface comparisons were made:
one with unique data or data gencfated by a unique set of
paramecter values, and the other with actual data. The
objective function for the unique data was a least squares
comparison of hydrograph ordinates of unique hydrographs
with predicted hydrographs. The objective function for
actual data was the welghted peak-volume criteria. Thus a
comparison of criterion values between the two response
surfaces 1s not appropriate.

The sccond phase of optimization consisted of

extensive surface movement toward the optimum. S1x runoff
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events from watershed HL-2 were selected'for this phase of
optimization. Comparisons of the fitting with ihdependent
data were made periodically to test the validity of the
optimization. Good starting values help avoid local optima
and can increase the speed of optimization. To overcome
possible inadequacies in the chosgﬁ starting values, a ran-
dom search technique cépable of large steps was used
initially to locate improvements in the objective functlon
over that of the starting value. if all improvements‘were
found within ¢ 30 percent of every starting value, a deter-
ministic pattern search would grbceed from the best point.
Otherwise the search would proceed from the most successful
point outside the range and from the initial starting values.

| The pattern search continued until one unsuccessful
iteration with reduced step size had been completed. In the
case where more than one search was conducted, phase three
began from the best point when the final parameter values
were close and from both points when discrepancies still
existed. Points with unrealistic parameter values were
eliminated. -

In phase three, the parameters were assumed to be

near enough to a local or global optimum to be fit by a
quadratﬁc cnonvergent method in just a few iterations. Six

iterations of the IFletcher-Powell method were necessary for
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quadratic convergence. 'To confirm the final parameter
values, a random search technique with reduced step sizes
ﬁ;;.employed about the apparent optimum. The random search
pefmits the optimization to Jump out of small pot holes near
the true optimum.

In the event that more than one optima was located
and the parameter valués were realistie, the point with the

lowest criterion value wac selected as the true optimum. In

addition, all parameter sets were validated with independént

data.



CHAPTER U
RESULTS AND DISCUSSION

The results and analysis are presented for the model
calibratiod, for validation of the, optimized parameters in

the model and for the model itself.

" Calibration Results

Following the-strategy outlined in the previous
‘section, optimization began withfresponse surface id;ntifi-
cation.' These results were hefpfgl in deciding to eliminate
total pore space, Pore and the A coefficient as parameters
to be optimized. Certain‘featdfés of the response surface
.became evident such as a negative linear relation between
the two stéady state infiltration rates and a quadratic rela-
'tion between the steady state infiltration rate and the
coefficient{ Thesé interactions could slow the optimization
-and produce conditions which may result in blased final
parameter values.

The analysis in phase one was used to obtain the
starting values for the random search in phase two. In
addition, Pore values were.fixed at 110 in. for slope ele-

ments and 2.0 in. for the channel elements. The A

46
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coefficlents were estimated: to be 3.7 in/hr for slope
elements and 4.0 in/hr for the channel elements.

The random search dlscovered lmproved points outside
the vacinity of the starting point.® Tnerefore'the deter-
ministic pattern search proéeeded from two péihté—-thé
starting'point And the most Ilmproyed point. Table 1 shows
the initial and final ﬁarameter véiues and the corresponding
objective function vglues fér poth searches. The final
parameter values seem to suggest the pﬁt hole occurrence
observed by Ibbitt (1970):

Phase three fittinggwaq‘éftempted from both of the
final points determiﬁed by the pattern search. The Fletcher-
Powell method reached the thirty-minute time limit before
cémpleting the six. iterations required for quadratic con-
.vergence. Littlé improvement occurred. The failure of the
Fletcher-Powell method was evidentl& due to the fiat‘va1leys
encountered and the irregularity of the response surface.
This would tend to discount the hypothesis of quadratic be-
havior near the optimum.

| The randdm search with scaled step slzes to allow
the search to explore valleys waé started from the most
improved point. Slight improvement occurred. The final
parameters of the entire strategy are given in Table 2.
Sensitivity studies about this point show high sensitivity

to Manning's 6befficieﬁt, moderaté sensitivity to the steady
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Parameter Values of the Pattern Search

48

Starting Point Search Improved Point Search

, Initial * Final Initial Final
arameters Values Values Values Values
lanning's ' w
oeffelent 0.035 0.035 0.04 0.037
" (slope) 5.0 16.475 9.35 18.335
. (slope) 0.3 0.938 0.449 10.926

(channel) 6.0 13.8 10.0 15.014
etention '
epth 0.01 0,004 0.0 0.001
. (channel) 0.4 0.31 0.7 0.42
bJjectlve '
unction 0.914 0.290 0.532 0.285

alue




Table 2
Final Parameters of the Optimization

Strategy
Parameter Value
Manning's Coefficient_, 0.0355
P (slope) 19.3963
£ (slope) 0.9464
P (channel) 14.4620
Retention stopage. 0.0059
£, (channel) L 0.3240

Objective Function

“Value . - 0.2827
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ate Infiltration rate on the slope elements and low sen-
tivity to the other parameter values. Comparisons of the
served and predicted peaks and volumes fof‘the final param;
er values are displayed in Table 3. The comparisons are
ose but the valldation results are necessary to determine
e adequacy of the optimized parameter values.

The results ofvthe calibration indicate a highly
regular response sgrface'with extensive flat valleys. The
mbination of random and pattern searéhes was most sdcceés-
1 in calibrating the model.. However, the behavior of the
sponse surface and the occurrence of pot holes limits the
ccess of any technique for finding the unique optimum

rameter values. .

Validation'Results

To validate the parameter values obtained during
timization, the model was run with independent data from
e same watershed and with data from a different watershed
ing parameter values from every other successful iteration.
e results as displayed in Figure 9 show the progression
the calibration and the response of the corresponding
lidations during the optimization. Some improvement in
e validation samples appear to occur'during tﬁe initial
ages of optimization. However, the results diverge or

cillate as the fitting progresses. It is evident that
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Peak and Volume Comparisons for Flnal Cal'ib‘r'atio.n.

(in/hr) inn
Date Observed . Predlcted . Observed Pre.d_i_c‘t_ed
" 8/18/67 1.24 1.200 - 0.483 0.403
8/07/69 0.33 0.495 0.108 0.168
8/13/69 0.1665 - 0.1918 0.0537 0.054
7/08/70 0.2763 0.2305 0.0942 0.082
- 8/14/70 0.0035 -0.6101. . 0.0023 0.002
7/14/71 ‘1.4 1.4435 0.6862 0.684
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more than six events would be required for adequate calibra-
tion-of the model. The prospects of obtalning unique’
parameters even with a much larger calibration sample are
remote.

Comparisons of.the observed and predicted peaks and
volumes of the validation samples“psing the final parameter
values a?e given 1in Tables U and 5. Varlations appear for
all events. The major portion of the error cannot be
attributed to one evént. However, runoff from the long
moderate 1ntens1ty storm of 9/03/70 in Table 4 was always
underpredicted with the péramegers used in Figure 9. The
duration and intehsity of this étorm makes it particularly
sensitive to the steady state infiltration rate. This would
ihdicate that the steady state infiltration rates may have
been too high.

Analysis of the Model

Analysis of the final parameter values 1lndlcate that’
surface retention storage is very small and could possibly
be eliminéted from the model. However, if management
activities are to be considered then retention storage
should not be eliminated because of the possible effect
treatments might have on this comﬁonent. The final values
of Manning's coefficient and the sfeady state infiltration

rate of the channel elements were about the same as might
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Peak and Volume Comparisons Using Final Pafameter
Values for Independent Data from Watershed HL-2

s s
Date Observed Predicteg: Observed  Predicted

7/17/67 0.788 0.3909 0.446 0.182
7/28/68 0.036 0.0607 0.0175 0.019
7/21/70 1.02 0.7564 0.427 0.33
7/31/70 0.1909 0.0612, 0.0628 0.021
8/01/70 0.3503 0.0568 0.1178 0.026

0.037 0.0134 0.001

9/12/70

0.0038
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Peak and Volume Comparisons Using Final Parameter
Values for Independent Data from Watershed HL-1

9/03/70

0.001

PEAK VOLUME
(in/hr) (in.)

Date Observed  Predicted. Observed Predicted
7/08/68 0.0608 0.0181 0.0148 0.003
8/05/69 0.004 ° 0.0018 0.001 0.000
8/07/69 0.519 0.5413 0.192 . 0.171

. 7/08/70 0.182 'o.o}u . 0.0707 0.027
7/31/70 10.532 . 0.1927 , 0.1607 0.064
0.1426 0.147 0.000
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be expected. However, the P coefficlents and the steady
state infiltration rate on thé slope elements were much
higher than expected. It 1s worthwhile to note that where
the validation sample from watershed HL-2 showed the best
results in Figure 9, the parameter values could be considered
as appropriate intuitive estimates. Perhaps intuitive es-
timatlon aided by hydrograph analysis would be more effec-
tive than optimization for this type of component model. 1In
any event, the computation time needed for optimization
would make the intuitive estimation worthy of consideration.

The computational requirement is an important aspect
of the model for optimization. Although the model is rela-
tively efficient requiring one or two seconds for evaluating
each event, the optimization time 1is very demanding. The
deterministic and random searches of phase two required over
one hour of computing time on the CDC 6400. The Fletcher-
Powell method was not completed and 1t still required over
one hour of‘computing time. The final random search ran for
about thirty minutes. The obvious neced for more data for
effective calibration would make optimization of the model
very expensive.

.The simulated and observed hydrographs for the large
high intensity storm of 7/14/71 are shown in Figure 10. The

peak and volume comparisons are cxcellent and the hydrograph
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»imﬁlation is representative. The fit for all of the large

1igh'1ntensity'storms was good even for those in the valida-
1on'sample. Simulation of these storms would be less
ensitive to the infiltration component while the routing
specté would be more gritical. Although the channel

6uting method was suspect, 1t would appear that the infil-
ration component of tﬁe model requires the most improvement

specially for optimization purposes.



CHAPTER 5
CONCLUSIONS AND RECOMMENDATIONS

The ultimate aim of this study was to explore the
potential of numerical optimization for obfaining unique
optimum pafameter values of a watershed model. The occur-
_rence of pot héles and the variability in parameter values
due to pot hole occurrence along extensive valleys makes
estimation of true Optimumvparamgter values extremely diffi-
cult. It also indicates that model modification is needed
if the model is to be calibrated éffectively. Modifigations
should reduce parameter correlatfbns and eliminate threshold
values or infiitfation potential concepts.,

The data dependency of the optimized parameters
further complicates the problem. It seems likely that.model
modification could eliminate elongated valleys and pot holes
and even improve accurgcy.v This would greatly reduce the
data.dependency effect. With sufficient data, it may be
possible to optimize for regibnal values; However, a model's
lack of equivalence to the physical system may prevent an
optimization from distingulshing treatment effects on the
optimized parameter vaiues from vafiations caused by data.
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-Becauée.of.the‘high cost of optimizing the more
complex‘physicaliy based models and because of the problem
péééa by the response surface, it is_believed that multi-
variable optimization of these models is not economical at
this time. Research in developing physically based models
where all but,one.or two parametezg'must be measured or
specified might prove ﬁoffhwhile especially where simulation
of treatments 1s of concern.

It'may also be possible to develop more empirical
models with sﬁoqtber responée surfapes which may be optimized
effectively for regiona}_appliggtion. The capability of .
these models to represernt the s&stem would affect the data
dependéncy of the parameter optimlization. An adequate method
'of handling infiltration would be of primary concern. The
‘thesis by ;bbitt (1970) and the Stanfbrd Watershed Model
(Crawford and Linsley 1966) would provide a good starting

point for such a study.



APPENDIX
COMPUTER PROGRAM

The program, written in Fortran IV, was developed
from tﬁe Purdue Model program of Huggins and Monke (1966).
All data input is accomplished in the main program, MODEL.
The essential features of the model are developed in $ub-‘
~routine ANLYZ. ANLYZ can either be called directly from the
main program or be called.by'ény techn;gues ip the optimiza-
tion package by Huelsmén (1968). For the latter, the
optimization technlque would be célled from the main program.
Newton's method of finding . the -zero-of -a function was
utilized to sslve the‘continuity equation for each element.

Functions RAIN and FILT wérg taken directly from the
Purdue Model fo determine interception and infiltration,
respectively. The purpose of subfoutine REVISE is to set
initial conditions and convert.functions into convenient
form for computation.,'Subroufine DRY, which was also ex-
tracted from the Purdue Model, waé‘uéed to reduce the com-
putational éffort when overland flow is not occurring on the
watershed. .The other subroutines (RDOPT, PROPT,.OPT2, OPT3,
OPT4 and OPT9) are explained in thé paber by Huelsman (1968).
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http:called.by

are defined

A(I)
ADIR
AREA(JK)
AR(I,JK)

ASM(I,J,JK)

B(I)

CA(I)

- COEF(I)

CONV(JK)

Cu(I1)

CU1(1)

DIR

DT
DT1

DTM
DX(I,JK)
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Listing of Programming Symbols

Programming symbols necessary to follow the program

in the following list.

Infiltration coefficient for the I-th element.
Average surface retention depth in inches.
Area of watershed Ji.in acres.

Area in sq. ft. of element I on watershed JK.

Antecendent soil moisture on element I, for
storm J and on watershed JK.

coefficient for runoff function for the I-th
element.

!
Maximum potential increase in infiltration
capacity above the steady state value--in/hr.
Used in computing the A coefficient.

Coefficient used in determining depth at
equilibrium on element I.

Constant to convert outflow from watershed JK
from ft3%/sec to in/hr.

Constant to convert rates on element I from
in/hr to ft?/sec.

Constant for converting from inches per ele-
ment area to cubilc feet.

Twice the surface retention volume divided by
DT in ft3/sec.

Time increment used in the analysis in sec.

Time increment used in a previous simulation
in sec.

Time inerement used in the analysis in min.

Width of element I .on watershed JK in feet.



DY(I,JK)
F1(I,JK)

F2(I,JK)

F3(I,JK)

FC(I)
FLIN

FLINS(I)

GWC(I)

IDATE(KK, JK)

ISTART

NEXP

NSET
NOBS(JK)

OBPK(KK,JK)

OBVOL(KK,JK)

P(I)
PER

63
Length of.element I on watershed JK in feet.

Portion of outflow from element 1 on water-
shed JK flowing into element I.

'Portion of outflow from element 2 on water-

shed JK flowing into element: I.

Portion of outflow from element 3 on water-
shed JK flowing into element I.

Steady-state infiltration capaclty rate of
I-th element in ft3/sec.

Net rate at which water 1s flowing into an
element in ft3/sec.,

The sum of the inflow, outflow and the rate

of change of storage for the I- th element at
the end of each iteration in ft3/sec.

Gravitational water capacity of the I-th
element in ft?3 )

Date of storm KK on watershed JXK.

Number controlling printout of output.

"1l gives no printout.

2 gives all printout including hydrograph.
3 gives peak and volume estimates.

Drainage exponent used in infiltration
calculations.

Number of data sets.
Number of observations for watershed JK.

Observed peak for storm KK on watershed JK in
in/hr.

Observed volume for storm KK on watershed JK
in inches.

Inf.1tration coefficient for the I-th element.

Ground surface covered by foliage in percent
of total area.



PIT
PIV(I)

PR
PREC

PRPK(XK,JK)
PRVOL (KK, JK)

Ql
Q2
QI(I)

Q(I)

RATE
RC(I,KK,JK)
RIT

RN
SITE(JK)
S(I)

SS(1)

SSTOR

o4

Potentlal interception storage volume in
inches.

Moisture deficiency (relative to saturation)
for the I-th element in £t?

Word controlling printout of input data.

‘Total amount of rainfall of current storm in

inches.

Predicted peak for-storm KK on watershed JK
in inches per hour.

Predicted volume -for storm KK on watershed JK
in inches.

Watershed outflow rate in/hr.
Rate of discherge~from an element in ft3/sec.

Discharge rate from I-th slope element of I-1
channel element in. ft3/sec.

Discharge rate from the I-th element in
£t3/sec.

Rate at which water 1is, being supplied to an

element by rainfall in ft3/sec.

The rainfall intensity corresponding to the
I-th time interval for storm KK on watershed
Rate of interception in ft3/sec.

Manning's roughnhess coefficient.

Name of watershed JK.

. Twice the element storage volume divided by

the time increment in ft 3/sec.

The change in value of S(I) during an
1teration. -

Twice the volume of water in storage divided
by the time increment in ft3¥/sec.
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SUPP. = Rate at which water is being supplied to
satisfy infiltration capacity in £t? /scc.

T = Time in min.

TC(iIKK,JK) = The time at which a change in rainfall
intensity occurred for storm KK on watershed
JK in min. : : -

YOL = The total volume of runoff predicted by

simulation in inches.

Listing of Program

PROGRAM ‘MONEL (INPUT «OQUTPUT»TAPES=INPUT + TAPEG6=0UTPUT)

DIKENSION TITLE(10)11UM(20)

COMUON Z0PT/X(20) +XL (2G) +%U(20) +KX(20) s XP(20) «H(20) +R(20) +41(20) 4G
120) sPARAM(10¢7) o NGPT(10¢10) sHiMNHIYERRCITERWERMIN TTHUAXCALFA(8)
- CoOMKON /DAT/ZHEXP +SUFP«DT+PAR(G) ¢ TC(6G1Re3)sRC(60+5¢3) s PERPIHT NOT
JIPORC(O) sCLG) +FCAPIG) 4 £ASH(21613) s AR(643)1SLOP(6913) s LREA(3)«CU(643
2)sCUMIO6¢3) e TUATE (A4 3)V 2 ISTARTWRKRAIN(G43) COEF(G) +SITE(3) +DX(643)
3iDY(643)2CONVI3) 4TI (613)4F2(0643)4F3(693)

COMMON /CROR/OUPE (8423) «OBVOL(A3) «PRPK(R93) s PRVOL {8 3) + JKHNOBSI])
DATA NOUS(1; +11005(2) s NGBS (317064640067

DAYA PR] /4HPRIN/

READ(S+20)TITLE

HRITE(G21)T]TLE

READ(S5422)NSET

DO 80 L=1sNSET

N=NOBS (L)

DO 30 I=1+N

READ (S+060) IDATC(I.L).PR.SXTE(L).(ASM(LT I'L)OLI ‘02’

READ(S4069) OBVOL(IOL)OOBPK(IOL)

. -

K =1
1 READ (5 'Sﬁ)JlTC(KoloL)QRC(KQIOL’
K=Ke]

IF (J) 241,42
e 1IF (K.GT. 60) GO TO 8S
K=K~1 '
KRAIN(I+L) =K :
‘;réPRIcEO.PR)HRlTC(6053)IDATE(I0L)'SITE(L)o(TC(JOI.L)0RC(J010L)0J=
X} -
30 CONTINUE
READ(S+49) (DX{TsL)oI= 116)
READ(S449) (AR(TeL) o 1=]96)
AREA(L)I=(ARCLL) ¢ AR (2L )0AR(30L)‘AR(40L)’AR(50L)‘hR(ﬁoL)’/&356Oo
READ(S5¢49) (SLOP(I4L)e1=110)
DO 40 I=14+6



40
80

20
2l
22
45
49
53

56
S8
59

66
69
70
68

85
95

66

READ(S+4S)FL(TeL) oF2(IoL)vF3I(IsL)

CULlLsL)=AR(]I.L)/43560,

CUllIsL)=An(TsL)/12,

OY(IsL)=AR(IL)I/DX(IsL)

CONTINUE

CORVILI=CU(14L) oCUL24L)+CU(IsL) +CU(LsL) ¢CU(SeL) *CU(6+L)

CONTINUE

READ(SsSIPERIPINTsDOToNDT+NEXPyPORE (13 yPORE (4)9CA(1) +CAC4) FCAP(])
JoFCAP (4) .

PORE(2)=POPE(l) $ PORE(3)=PORF (1) § PORE(S)=PORE(4) $ POR[ (6)=PORE
1(4) $ CA(2)=CA(1) & CA(3)=CA(1) $ CA(S)I=CALL) $ CA(G)=CA(L) $ FCAP
2(2)=FCAP(]1) $ FCAP(3)=FCAP(1) $ FCAP(S5)=FCAP(4) $ FCLP(6)=FCAP (4)

NEXP=3 -

1F (NDT.GT,201} GO YO 70

N=0

CALL RDOPTY
JK=1

ISTART=3

CALL OPT3

{START=2

CALL PROPT

G0 70 95

FORMAT (10A8)

FORUAT(///7¢SX+10A8)

FORMAY (IS)

FORMAT(3(SX4FS5.3))

FORHMAT (6(2)+FB44))

FORBAT(IH1 4304+ 19HRAINFALL HYDROGRAPIN/32X19IISTORM OF AB4SX«9HVATER
YSHED AG / 1HOG 20X 1IHYINE = HING “TX 23HRAINFALL RATE = IN./HR. /
2(20X FGsls 1067%sFG2)) .

FORMAT (S2HIDATA INPUY CXCEENS RAKGE OF DIMENSION SPECIFICATION )

FORMAT (12¢FGs0+F10.,0) .

FOQHAT(QRX-FO.ZQ29XOF3.01/l7x‘|3:0'38X']3'/20X012'36XQF6.0010X'F6.
J00/120XeFG,0010X0F06.00/1028071F06.010X9FG,0)

FORMAT (10x A8y 6X Aby OXsAGs10X4FSe4ysSX+FSe)

FORMAT(10X42F1042) .

HRITE (G068}

FORMAT (4GIHIRAINFALL DATA EXCEEDS DIMENSION SPECIFICAYION )

stop

VRITE (6+008)

ST0P

END

SUBROUTINE ANLYZ

DIHENSTION 0(6’001(7)'5(6)'SS(6"A(6)QPIV(6)OP(6)'FC(G)'G”C(6).B(6)
l'DlR(G)oFLINS(G)oT(lOOO)oOl(lOOO)-PlT(b)

COMMON /OPT/X(RO)cXL(EU)qXU!EO)'KX(BO)Oxpfeo)qH(RO)o"(ZO)vH(PO)'G(
120) +PARAM )00 7) o NOPT (10+010) sNaRHeYIRRITERVERM M, TYMAXWALFA(B)
CoMIsON /DAT/HCXP.SUPP(DT.PAR(O)'TC(OOcﬂcJ)'RC(60|ﬂc3)c"ER091NTqNDT
LsPORE(O) s CALG) A FCAP(6) VASMI2e603) v ARG 3) sSLOP (G693 ARCA(I3Y 2 CU(G D
2).CU)(6.3).IUATC(“QJ)o]START.KNAIN(Un3loCOEr(6) ' SITE(3) 4DX(643)
DY (643) s CONVIINF 1603V eF2(643)473(003)

COMNON ZEROR/Z0UPK (803) s OUVOL (A4 3) 1PREK(B43) o PRVOL (0+3) o« JKWHOQS (3)
ND1:200

RPR=p

LSY=NOHS (JK)
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00 39 I=146

39 PAR(I)=X(])

41

42

00 41 1=}+3

B(1)=).686/PAR(1)ONX (T +JK)OSORT (SLOP (1 +JK))
COEF(I)=.0008f0°(PAR(l)/CU(IoJK))°’.6'(DY(IodK)"[.G)/SLOP(InJK)°°
1.3

P(1)=PAR(2)

FC(1)=CU(I)ePAR(3)

CONT INVE

D0 42 1=h46 .
B(1)=).486/PAR(1)ODX(19JK)/Z(2.70T®DX(1+JK)IODY (I9JK))}®O),666T7°SORT(
ISLOP (I +JK))

PLI)=PAR(H)

FC(I1)=CU(I)9PAR(6)

CONT INUE

DO 99 KK=1,LST

IF(JURENI.ANDKK.GT+4) NDT=999

. aQr(11=0,

9

CALL RCVISC(BYOIRIKPR1QI1A9PIVsPoFCoGRCIFLINS1QeSeSS+PIT1KK9LST)
PK=0.,00000001

ITR =}
voL=0,
PREC=0.

DIN = DI/60.

T(1) = TC(}+KKeJK) )

IF (ISTART,E0.2) WRITE(699)IDATC (KIKyJK) v (PAR(T) ¢ 1=1406)

FORMAY (1HO 30X 19H RUNOFF HYDROGRAPH / 32X 9HSTORM OF AR / 1HO

1 +10XeoPARAMETER SUET PAR()) =24F 74095 %Xe?PAR(2) =04FT444SXe?PLR

C(3) 20 FT,4n/1287cPARCAL) =03 T4 sSXKe®PAR(S) =99 T,495%¢*PAR(E) =0
3s67.40) o Co

10

15

16
)7

18

19

IF(1STARTEC.2)VRITE (6+19)T (1) 40141}
FORMAT (110 31X 17HRUNOFF HYDROGPAPH /7 1HO 20X 11HTIME = MINe 9X 1

19HDISCHARGE = INe/HRe / 20) FCels 18X FG6.3)

00 60 L = 24107

TW) = 7L-1)

D0 40 JU=)KPR

T(L) = T(L) ¢ OTH

IF (T(LY = TCOITRWKKeJK)) 13411011

IF (JYR = KRAIN(KKsJKY) 12:674167

1TR = JTR o 1 . .
PREC=PRCCRC{ITRIKKsJKI®(TCUITRe KKy JK)=TC(ITR=1+KK4JK))/60,
00 0 K=1,3

SSTOR = S(p) ¢ SS(K)
RATE=CU (e yKICRCITTReKK « JK)
FLINSRATN(PATEPIT (12) o« PER)

SUPP = ,59¢STOR « FLINM

FUIN = FLIH = FILT(A(K) oPIVA) 9P (M) s FCLI4) «GUC(M))
IFI(FLIN1IS415016

DE=+0000009001

60 TO 17

DE=COCH (M)olLINv®e,6

FHS = FLINS(M) ¢I'LIN

1F CFHS.GTDIR(M)) GO TO 22

S(H4) = FHS

SS(4)y = 0.

FLINS(M) = FLIN ¢ IHS

IF (0(1).€0.0,) GO TO S0

0D = ~001)

Q) = 0.

60 YO 44



ee.
24

26
28

48
50

23

21
25

20
el
40

3]
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EX= FHS"1.E~4
- IF_(SSTOR.GT.DIR(M)) GO TO 28

SSTOR = FHS

GO TO 28

SSTOR = SSTOR = FS/(1s ¢ 1,66667%02/D)
D = SSTOR - DIR(M)

0=0/2.0T/DX (MyJK)

Y = D/DY(HeJK)®(1,0+.,6%(D/DE)©e3)
02=B(H)eYea],66667 _

FS = 02 ¢+ SSTOR = FHS

IF (FSoLTe~EX+ORFS+GT.EX) GO TO 26
D=02~0 (1)

Q(M4) = Q2

SS(M) = SSTOR = S(M)

S(M) =SSTOR

FLINS(M) = FLIN ¢« SSTOR = Q2

01 (M) =07 (M) <D

CONT INUE

QI(4)=0,0

DO 2] M=4,46

SSTOR=S (M) «SS (14)
RATE=CU (HvJK) *RC(ITR KKy JK)
RR=RAIN(RATE «F LY (1) s PER)

FLINSOT () «RRQI (1) 9F 1 (HaJK) Q1 (2) 8F2 (My JK) +QT (3) #F3 (M1 JK)
SUPP =' ,595STOR + FLIN v

FLIN = FLIN - FILT (A (M) sPTV 1) sP (M) 1 FC (M) » GHC (H) )
FHS = FLINS(M) +FLIN

IF (FHS.GT.DIR(M)) GO TO 23

S(M) = FHS

SS(H) = 0,

FLINS(M) = FLIN + FHS

IF (Q(M).CA,0.) GO TO 21

D = ~0(M)

Q) = 0.

GO TO 20

EX= FHS®1.E~6

IF (SSTOR.GT.DIR(M)) GO TO 2§

SSTOR = FHS
GO TO 25
SSTOR = SSTOR = FS/(1le + 1.66667°02/D)

D = SSTOR = DIR(M)

02=B(K) #Dt]l,66667

FS = Q2 ¢ SSTOR = FHS

IF (FSeLTe-EXeORLFSGTLEX) GO TO 27
D=02~0(H)

Q(M) = @2

SS(K) = SSTOR -~ S(H)

S(H) =5STOR

FLINS(MK) = FLIN ¢ SSTOR - 02
OT{14¢1)=QI (Me)}eD

CONTINUE

CONTINUE

Q1 (L)=01(7)/7CONV{JIK)

VoL = VoL « 0l(L)

IF (01 (L) eLT.c0005.ANDTTR4GT.2) CALL DRY (¢ PIV9SsQ9sAPFCIGHCIQL
JoITROFLINS «PRECPITT(L) ¢ JKsKK) :

JFCQL (L) =PR)S9D+3143)

PK=Q1(L)

TP=T(L)=T(1)
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50 IF (ISTART.E0.2)WRITE(6+65) T(L)»Q1(L)
65 FORMAT (20X F9a.1l¢ 18X FT744)
60 CONTINUE
WRITE(6479)
79 FORMAT (5X+00UTFLOW EXCEEDS DIMENSION spacxrxcnr:oun)
67 IF(0l(L~1),GT..001) GO TO 13
VoL = (VOL - .S5¢Ql(L~- l))“DT“FLOAT(KPR)/J600.
MAXIT=1THAX=1
IF(ISTART.GE.2) WRITE(6+70) IDATE (KKeJK) 9 (PAR(I)9I=146)sPRECYVOLIPK .
70 FORMAT (1HO«32X+9HSTORM OF A8 / SXeePARAMETER SET PAR(1)=24FT7.4
LaG X1 9PARI2 129 9F 744 1SKePAR(3) =P 3F 7.4 95XePPAR(L) =0 4F T HsSX92PAR(S) =
2% 4FT7e41SXcaPAR(6)=%sFTo49/+5Xs9RUNCFF VOLUME FROM 2+FS.2921H THCHE
1S OF RAINFALL = F6.3% 4H IN. 14X99PEAK FLOW =®9F74G08% IN,/HR.®)
PRVOL (KK JK) =VOL
PRPHK (KK s JK) =PK
Y9 CONTINUE
ISTART=3
RETURN
END

FUNCTION FILT(AsPIVeP+FCyGHC)
COMMON /DAY/ KEXP+SUPP,DT
IF (PIV) 4545045
S FILT = ACPIVe*P ¢ FC .
IF (FILT.GT.SUPP) FILT = SUPP
IF (PIV.LT.GNC) GO TO 25
PIV = PIV = FILTDT
. RETURN , L .
zs PIV = PIV = (FILT = FC&%(1le = PIV/GHC)UHNEXP) DT
RETURN
45 IFCISTART(EQ.2) WRITE(6+46) PIV
46 FORMAT (5214 WATER CONTENT OF SOIL EXCEEDS TOTAL POROSITYe PIV = 1P
1 €15.7)
PIV = 0.
50 1IF (FC.GT.SLPPY GO TO 65
CFILT = FC
RETURYN ‘
65 FILT = Supp ,
PIV = (FC ~ FILT)®DT..
IF (PIV.GT,GHC) Ptv = GHC
RETURN
END

FUNCTION RAIN(PATF¢PIT9PFR)
DETERHINATION OF NET RAINFALL RATE -o¢ CONSTANT INTERCEPTION RATE
1IF (PIT) 40¢50¢10
10 RIT = PER®RATE
IF (RIT - PIT) 15415420
15 RAIN = RATE - RIT
PIT = PIT ~ RIT

RETURN
20 RAIN = RATE = PIT
PIT = 0.

RETURN
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40
41
|

50.

70

IFC(ISTART.EQ.2) WRITE(Ge41l) PIT :
FORMAT (60H INTERCEPTION VOLUME EXCEEDS MAXIMUM POTENTIAL VOLUME,
PIT = 1PEIS.T)

PIT = 0,

RAIN = RATE

RETURN

END

SUBROUT INE REVISEprDiRvKPRvOI1AoPIVtPQFCoGHCoFLINSthS-SS’PIT'KKo

ILST)

41

DIMENSTON 0(6) «0I(7)4S(6)4SS(6)9A(G)sPIVI6) 1P (6) +FC(6) +GHC(6) +B(6)
JsDIR(GI+FLINS(6) s PIT(6) -

COMMON /0PT/X(20) XL (20) 1 %U(20) sKX (20) 4XP(20) +H(20) yR(20) +4/(20) 1 (
120) sPARAM (10971 «NOPT(10+10) sNyMHy YERR s ITERWERMIHy JTHAX s ALF £ (8)
COMMON /DAY /HEXP ¢ SUPP«DT+PAR(6) s TC(609893) 1RCIO09Re3) s PER P IIT ¢ HDT
J4PORE(6) 1CA(G) sFCAP (6) 1ASM(21613) 1 AR(613) 1SLOP(6+3) « AREA(3) +CU (613
2)9CUL(693) s IDATC(B13) s ISTART+KRAIN(B3)1COEF(6)  »SITE(3) +DX (643)
3/DY(643)1COLV(3) :

COMMON. /EROR/OGPK (813) sOBVOL (843) +PRPK (813) 1PRVOL (843) + JK +HOBS (3)

Li=1

Do 6l.lilc6
1IF(1.06T.3)L1=2
DTl = DT

DT = 0O,
0¢1)=0.0

S¢1) = O
Ss(f) = 0,
eI(1) = o0,

TPOR = CUL (I4JK)*PORE(T)
PIV(I) = (1e~ASM(LIvKKsJX))eTPOR
A(T) = CU(TvJK)SCACT)/TFOR®SP(])
GHC(I)=() . -FCAP(]))eTPCR
PIT(I)SPINTRCUL (T JK) /DT
SUPP=RC(2/KK1JK) ¥ (1 o=PER) #CU (] 9 JK)
DIR(L)=PAR(S)/56.2AR(T+JK) ZDT1
FLINS(I) = SUPP = FILT(A(I)y PIVII)YP(I)sFC(I) +GHC(I))
DT = DT1

QI(7)=0.0 :

IFCISTARTMNE.2) GO TO 94
WRITE(GsS50VIDATE (KK ¢ JK)

50 FORHMAT (1H] 13X S2HMATHEMATICAL SIMULATION OF SMALL WATERSHED HYDR

10LOGY/18X ISHPREDICTION OF RUNOFF FROM STORM OF AB///71X )

94 RETURN

END
SUBROUTINE DRY (.PIVQS!Q:AtPoFCoGWCoQI|ITROFLlNSgPREC’PIT;TcJKoKK
)

DIMENSION Q€G)+QI(7)95(06)155(6) 1A(6) yPIV(6) 1sP(6)1FCI6) yGUC(6) sPIT(
16) 'L INS (6) :

COMMON ZDAT/NEXPySUPP+DTIPAR(G) s TC(60s813) ¢RC(G01843) s PER«PINT W NDT
JoPORE (6} 2 CALG) sFCAP(6) e ASH(29603) sARTG3) s SLOP (6131 s AREA(I) +CU (G 3
2)1CUL (613 o TDATC(B13) v ISTART SKRAIN(893) 9 COEF (6)  +SITC(3) 40X (693)

NRAIN=KR&IN(KKOJK)

00 10 1 = 146

00 = ,0005eCU(T,yJUK)

If (Q(1).6T.00) Gu TO a0
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16

as

38
40

50
55
60

70
80

70

7

CONTINUE

0TS = OT

L=l

60 TO (14+13)s L

-JTR = ITR ¢ 1 '
PREC=PREC*RC(ITRIKKsJK)®(TC(ITR+KKsJKI=TC(ITR=11KKyJK) ) /060,
Le=1

T T +5,

07 = 300.

IF (ToLTTCCITRWKKeJK}IGO TO 16
DT=(TC(ITR«KKsJK)=T¢5,)960.

T 3 TC(ITRKKsJIK)

L=2

RATIO = DTS/DT/2.

DO 35 1 = 146

RATE=CU (14 UK)2RCIITR+ KKy JK)
R=RAIN(KATEWPIT(I) +PER)

FLINS(}) = PIV(I)

QIc1) = Q1)

IF (S(1).LT.0.) S(I) = 0o

SUPP = S(I)Y®*RATIO « R

O(I) = FILTC(ACI) «PIV(I)P(I)sFC(I)oGWC(I)) - R
S(I) = S(I) =~ Q(I)/RATIO

. 1F (QCI)eLTY.0.) GO TO 38

CONTINUE

1=0

IF(T=-TC(NRAINIKKsJK)) 11440440
T =T - DT/60.

0D 60 J = 16

IF (J.GT.I) GO TO S0

PIVIJ) = FLINS(J)

S(J) = S(J) « Q(JI/RATIO
FLINS(J) = S(J) ~ QI (J)

60 TO0 55

FLINS(J) = S(J)} = Q(J)

QtJ) = 0.

Q1{J) = 0.

Q1(7)=0.

DY = 0TS o
IFCISTARTAFQ.2) WRITE(6470)
FORMAT (25X 28HSIMULATION 8Y SUBROUTINE DRY )
RETURN

_END

SUSROUT INE ERR
COMMON Z0PT/1(20) s XL (20) 4 XU(20) +KX(20) 4 XP(20) 414(20) 1R(20) ¢ 1 (20} 1G(
120) sPARAM(1097) sHOPT(10+)0) sHeNHIYERRe JTERWERMINY ITHAX s ALFA(B)
COMMON /EROR/ZOBPK (8+3) +0BVOL (B33) ¢ PRPIK(By3) 1 PRVOL (8¢ 3) s JK9eNOBS(3)
LST=NORS (UK)
YERR=0.0
00 70 I=)4LST
FHIS0OPK (I +JR)=PRPK(I ¢ JK) -
FNZ2=SORT(ORVOL(T+JK) ) =SQRT(PRVOL (14JK))
IFLITCR.EN, TTHAX) MRITE(G3SIFNIWFNZ

FORHAT (® RESINUAL ERNPOR PEAK=#4FB,49% VOLUME=®¢FQ.4)
YEER=YERReFNLI¢u24] J59AUS (FN?)

CONTINUE

RETURN

END
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