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ABSTRACT OF DISSERTATION

NUMERTICAL MODEL OF FLOW IN A STREAM-ACQUIFER SYSTEM

A three-dimensional, finite difference model was developed for
simulating wteady and unsteady, saturated and wnsaturated flow in a
stream-aquifer system.  The basis of the model is the finite difference
form of Richard's cquation for unsaturated and saturated subsurface
flow. Effccts of streamflow on oroundwiter movenent arc treated by
applying the appropriate boundary ~onditions to Richard's equation.
Contributions of proundwater to river flow arc quantificd by including
secpage rates in the computation of river discharge. The three-
dimensional model was developed for usc in this study to interact with
two-dimensional model sceyments, which were intevfaced with the three-
dimensional model on its upstredn and downstrean ends.

The model producced results which match obscrved data for the
study arca, which consisted of a 40 mile reach of the Arkansas Valley
of Southcastern Colorado. Computed estimates of river discharge at
cach ond of the study arca and water table elevations throughout the
region agreed reasonably well with observed data.  An analvsis of the
sensitivity of results produced by the model to variation in the
values of several input parameters was included as part of the study.

Catherine L. Kraevger Rovey
Civil Engincering Department
Colorado State University

Fort Collins, Colorado S0523
Fall, 1974
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CHAPTER 1

INTRODUCTION

The rapid cxpansion of population, industry, and agriculture in
arid regions of the world has brousht about a substantial increasce in
usage of vroundwiter resources to supplement surface water supplics,
Groundwater and surface water are not scparate and independent units,
as is often assumed, but are closely interrelated.  Withdrawal of
groundwater from the alluvial deposits near a river produces a time-
delayed decrease in river flow, The water table, in turn, responds to
fluctuations in streamflow. The interdependence of surface water and
groundwater iy not limited to the case of a natural stream and the
surroundiny alluvial aquifer. Intceractions with vroundwater are also
evident in the flow phenomena of canals, drainage ditches, recharpe
pits, lakes, and reservoirs.

Because of its protfound c¢frect on the behavior of surface water,
groundwater development should be undertaken only after careful
planning which includes an analysis of the preobable influcnce of the
development on the surrounding area.  This analysis should be based on
a thorouch nnderstanding of groum lwater movement, surface water flow,
and the relationships between them.  Carcefully planned groundwater
development can result in more crvicient and beneficial utilization of
available water resources. Poorly planned groundwater developrent can
be detrimental to the cavironment, to users of surface water, and to
the overall cfficiency of water resource utilization.

The purposc of this study is to develop a tool for analyzing the

movement of groundwater, the tlow of surface water, and the interaction



between them, which can be used by water regulatory agencies to consure
maximum benefits from proposcd and existing groundwater resource
developments.  This tool is a groundwater-suriace water flow simulation
model. Altheugh this model can be adapted for simulating flows in a
variety of ¢roundwater-surface water systems, this discussion is
concerned primarily with the usc of the model for Jdescribing flow in a
natural strean and the surrounding alluvial aquifer

The cquations describing the movement of water in a stream-aquifer
system arc fairly simple.  However, these equations are difficult to
solve using known classical, analytic techniques for most field situa-
tions becouse of complex boundary conditions. For this rceason
numerical techniques, with their capability for handling mest types of
boundary conditions, have become important as tools for analysis of
water management problems.  Results obtained using numerical models can
be used to make decisions for scttling water rights disputes, manasing
water resources in the manner most beneficial to water users and the
environment, and perhaps most important, to predict the oifects of
proposcd water resource developrment projects prior to their constraction,

Because of their conceptual and operational simplicity, two-
dimensional, horizontal models are often used in the analysis of {low
problems in stream-aquifer systems.  These models may be cither of the
finite difference or the {inite ciement type.  The applicability of
these models is dependent on the validity of the following assumptions
in any given ficld situation:

(1) If hydraulically connccted to the groundwater aquifer, the

stream extends to the underlying bedrock, and acts as a

boundary of known head.



(2) If not hydraulically connected to the eroundwater aquifer,
the strean does not extend down to the unconfined aquifer,
and acts as a boundary of known rechnrge.

(3) Flow is horizontal and uniform everywhere in a vertical
section.

(4) The slopc of the water table is mild, so that the velocity
may be assumed proportional to the tangent of the angle of
slope of the water table instead of the sine.

Assumptions (3) and (1) are the Dupuit-Forchheimer assumptions.

Unfortunately, {ieid conditions often exict for which some or all

of the above assumptions are not valid. For such conditions,
conventional, two-dimensional models are inappropriate. A type of
stream-aqui for systen frequently found in the Western United States
consists of a wide, shallow river traversine deep alluvial deposits,
The river fails to extend to bedrock in most locations and its depth
of penetration into the unconfined aquiicr varices from place to ploce.
At a given cross soction of the viver, a portion of the chonnel may H
hydraulically connected with the unconfined aquifer while the rest s
not. Rapid fluctuations of heuad, cither in the river or in the
aquifer, may induce gradients steep cnonsh to invalidate the Dupuit-
Forchheimer assumptions. Stecp gradients may also result {rom heavy
pumping or irregularitics in the aquifer conficuration. Soepage o
a strean carrving silt-laden water may result in the formation of a
thin silt laver on the channel bed and banks. The effect of this silt
layer is to partially seal the channel Lonndary and Timit the rate ol
scepage which can pass from the river to the aquifer. Groundwater

withdrawal can produce a situation whoere the water table clevation



drops below the elevation of the channel bed, and the hydraulic
connection between the stream and the unconfined aquifer may be broken.

For the situation described above, none of the four assumptions
necessary for the usc of a simple, two-dimensional model is valid. Tt
is evident that o need exists for a numerical model which can vorrectly
simulute this tvpe of stream-aquifer system.  This nodel should have
the capability of simulating three-dimensional flow in the uncontined
aquifer and accounting for the influence of a thin silt layer on the
rate of scepage from the river,

The objcctives of this study are twofold: (1) bevelop a numerical
model for simulating three-dimensiconal, saturated and unsaturated.
steady and unsteady flow in a stream-aquiler system in which the
strecam is partially penctrating and may or may not Lo nydraulically
conncected to the aquifer.  The stream may act as a boundary of
known head or known discharge, depending on the influence of a silt
layer on the seepage rate across the river boundavy.  (2) Verify the
model.  This is to be accomplished 1 two stages:

(a) The model will be applicd to scveral hypothcetical stream-

aqui fer systems.  Results of runs made using synthetic data
from these svstems will be analyzed qualitatively to deteruine
whether the model is operating correctly and producing
rcasonable results,

(b) The model will be applicd to an actual stream-aquifer system
located in Southecastern Colorado. Runs will be made using
field measurcments taken from the study arca as input data.
Results of these runs will inclnde a predicted water tuable

elevation mup for the arca at the end of the time period being
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considered, and predicted values of streamflow at the upstrcam

and downstream ends of the area at intervals throughout the

study period. These results will be compared to field

measurcments of water table elevation and river discharge to

determine the accuracy of the model in matching observed data.

It is desirable that this model have the capability of being
interfaced with morce simplificd models for the purpose of conserving
computer time and storuge. Ry intertfacing this model with a simpler,
two-dimensional model a detailed three-dimensional analysis of a short
reach of a stream-aquifer system can be ineluded as part nf a less
detailed analvsis of a much longer reach of the systew, or cven the
entire river basin. The finite diftference scheme has been chosen tor
use in this study. The combined rodel consists of a three-dinmensionsl
model scgment interfaced on cither end with a two-dinensional mode!l
segment.
The theory on which this model is based is developed in Chapter 1.

A description of the computer simulator is prescented in Chapter DI,
The study arca uscd in the final phase of model verification is
described in Chapter 1V, which also includes a discussion ol the
source and availability of data for cach parameter used in the model,
and assumptions made on various parmacters in preparation as input to
the model. Results of model runs and discussion of these results are
contained in Chapter V, which also includes an analysis of the
sensitivity of the model to variation of parameters. Conclusion and
reconmendations for further study and recommended uses of the model

arc presented in Chapter VI.



CHAPTER 11

THEORETICAL DEVELOPMENT

The equations nccessary for the development of the mathematical
model of flow in a stream-aquifer system include: (1) equations for
discharge and stage in a natural stream, (2) a groundwater flow
equation, und (35) a sct of cyuations describing flow for various
conditions that may occur at the interface between the stream and
aquifer. The Manninyg formula i< widely accepted as a reliable and
convenicnt means of velating stage to Jdischarge for uniform flow in
a natural stream. lor & large-scale approximation model of the type
used in this study, estimates of river stage ohtained by Manning's
formula applicd to short reaches of the river in the study arca are
considered to be sufficiently accurate for cvaluating the interaction
between the river and the aquifer.  The form of Manning's cquation
used in the computer simulator is written for a wide channel and

solved for stage, d, and is given by

d = [—-—Q-'-‘-T/-: 3% (2-1)
1.49%ws -
where
Q = discharge
n = Manning's roughness cocfficient

w = channel width
¢ = energy pradient, npproximutcd by bed slope
The paramcters on the right hand side of equation 2-1 »re input to

the modcl as data.



The remainder of this chapter consists of a detailed development
of the groundwater flow cquations used in the computer simulator and
the flow cquations for various conditions at the stream-aquifer

interface.

Derivation of the Three-Dimensional Groundwater Flow Eguition

In order to corrcctly simulate the fluctuations ot the water table
in a fixed, three-dimensional grid system, it is necessary that the
threc-dinensional segment of the finite difference nodel developed in
this study have the capability of describing transicat flow in both the
saturated and unsaturated zones ot an uncontincd aquifer. For this
reason it is necessary to develop an cquation for usce in this model
which desceribes the behavior of the two immiscible fluid phoses, water
and air, that are present in the unsaturated rone, as well as the
single-phase flow of vater in the saturated zone.  The nonlincar,
partial differential cquation for transient, saturated- nsaturated,
three-dinensional flow throngh porous media s obtained by conbindsn:
the continuity principle, a force cquation describing fluid motion in
porous wedia, and cquations characterizing saturation and hyvdraulic
conductivity as functions of prossurc.

The force equation describing flow through porous media is Darey's
law. For {low situations in which veloecities arce relatively small, and
acceleration of the Flow is neeligible, barcy's lTaw yields an adequate
represcentation of flow throuch porous media.  These conditions of low
velocities and negligible accelerations are prevalent in the flow
situations with which this study is concerned, and Darey's law is

considered appropriate tor describing them.



A derivation of an equation for multi-phase flow in porous media
from Darcy's law and the continuity principle has been presented in
detail by Roddell and Sunada (1970). This cquation was written in
differential form for a volume clement similar to the once shown in

Figure 2-1.

I
I
! JAY:
I

z |
L U N N

//
y /// AX
X z v
RV
Figure 2-1 Differential Volume Element for Three-Dimensional

Flow LFquation
Assuming the principal divections of permeability coincide with

the coordinate directions the flow cquation for the volume clement Qs
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where the tervms on the left hand side of the cquation represent the
divergcace of mass flux across the taces of the control volume; the

first term on the right hand side represents the change of mass storage



within the control volume with respect to time; and the second term on
the right hand side is a mass source or sink term. The symbols used in
equation 2-2 arc defined as follows:
kx'ky’kz arc absolute permeabhilities of the medium in the
x, y, z directions, respectively,
kr is the permeability relative to the fluid,
p is the mass density of the fluid,
p is the dynamic viscosity of the fluid,
P is the fluid pressure,
g is the acceleration of gravity,
h is the clevation of the control volume with respect to an
arbitrary datum porpendicular to the direction of gravity,
¢ is the porosity of the medium,
S is the fluid saturation,
Pp is the density of the tluid passed in the source or sink,
Q is tue volume flow rate of the source or sink which is
positive in the case of a sink and negative for a

source.

To accurately describe many cases of multi-phasc flow, a relation-
ship similar to cquation 2-2 is required for cach Tluid phase.
Breitenbach, ot al. (1968) have developed such equations for the
three phase system of oil, gas, and water. lowever, in the casce of the
two phase, air-water sys=tuoms heine considered in this study, an
assumption can be made which jreatly simpliries the mathematical
description of the flow phenomenon.  This assunption is that the
resistance to air flow throush the porous medium is negligible, and

thercfore the pressure of the air throughout the system is nearly
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constant and can be assumed atmospheric., This assumption is gencerally
valid for flow in unconfined aquifer systems becausc velocities are
very small, and for this reason it is considered permissible in this
development to ncglect the flow of air in the system. As a result,
the only flow cquation to be considered in the treatment of the
unsaturated zone is bquation 2-2 for the water phase. Tt will be
demonstrated later in this section that cquation 2-2 is applicable to
flow in the saturated zone as well.

Equation 2-2 way be simplificd by assuwning the density of the
water, o, is constant and unifors throughout the system, and assuming
the porosity, &, is not a function of time. The density of water
varics with pressure according to the following relationship:

de = Bpdl , (2-3)
where £ is the reciprocal of the bulk modulus of clasticity of water,
and is approximatcely 3.3X]H~6 in:/lh. The maximum pressure variations
within the systems being considered in this study arce not expected

B
to excced 130 Ih/in®. Substitutien of these valuces into cquuation -5
results in a maximum cxpected variation in density of less than
0.05 percent of . The assumption of constant density was therefore
considered valid.

Porosity is a function of the compressibility of the aquifer,

and is related to the hydraulic pressure by the equation

o = o [ 1 o+ ¢, (PP, (2-4)

o) I’ ¢)

where

¢o is the porosity at some arbitrary reference pressure,
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PO is the reference pressure,
CF is the aquifer compressibility.
. . _ -6 . 2
In mest cases, €. is of the order of magnitude of 10 = in"/1b, and
thus variations in porosity arc of the same order of magnitude as
density variations. Therefore, the assumption that & 1§ constant at a
given location is considered valid.
The assumption of constant density, along with the consideration

of only the water phase, allows the pressures and elevation heads

for all points in the system to bhe expressed in terms of the total

head, H, which is defined as:
H = P/lpg + h (2-5)

Using this reclationship, the following substitution may be made into

the partial derivatives of pressure and clevation with respect to &

in the left hand side of equation 2-2
ol ar 2h "
LN = g v () - __;-(
PE 5y (57 + 08 00 (2-6)

with similar substitutions in the partial derivatives of pressure

and clevation with respect to vy aml =, To implement the use of the
three-dimensional proundwater flow cquation in the finite difference
model, the assumption is made that the material inside the control
volume shown in Figure 2-1 is homogencous. Using this assumption, the
porosity term may be placed outside the time derivative in the right
hand side of cquation 2-2. A constant density term may also be

eliminated from cach side of the equation.  The result s
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The permecability relative to the fluid, kr’ and the saturation, S,
are constants for hydraulic pressures greater than or equal to zero
gage pressurc, and functions of pressure where pressures arc negative.

These relationships may be expressed as:

ko= k. (p), p <0,
T Y (2-8)

kI‘ =z 1.0, p_>_0,

S = S(p)’ p<0’
(2-9)

S = 1.0, p>0.

For a given, fixed point in spacce the parumeters p, g, and h, relating
total head to pressurc are constuants. Given the elevation of this
point, h, the relative permeability, kr’ and the saturation, S, may be
expressed directly as functions of total head, or as constants, within

the followiny ranges of H  valucs.

kr = kr(”) ) H < h

(2-10)
k z 1.0, H>h
T Z
S = s@n , H<h

(2-11)
s = 1.0, H > h

The hydraulic conductivity, K, is defined by combining terms from
the left hand side of cquation 2-7, for flow in each of the three
coordinate directions. fHydraulic conductivitices for flow in the x, vy,

and = dircctions respectively, are:



Kk k
K = —Log, (2-12)
X H
k k
K = LLog, (2-13)
Y H
k k
K = 2T 4. (2-14)
Z H

Having expressed kr as a function of total head for some fixed point

in space, KK, Ky, and K_ at that point may also be related to H.

For Kx this relationship 1is

N, = K_k_, H<h
(2-15)

K. = K , H>h,
X X0 -

where Kxo is the hydraulic conductivity in the x direction under

-

fully saturatcd conditiens. Similar relationships exist for hvdruulic
condactivities in the vy and = directions. Substitution of the
hydraulic conductivities dcfined in equations 2-12, 2-13, und 2-11

into couation 2-7 result in

3 oH )
— {0 —— AVAzZ]AX
X [kx ox - baxow

P
-5-; [ k) 'a';; HXAZ ‘l’\) +

3 ., oH :
'a—z" [}\ 3*:‘ A.\'/\)’JA\:

U,

= ¢J 5"{ (_SL‘.XA}'AZ + Q . (2—1(’)

The right hand side of equation 2-16 may be simplified by
assuming that the dimensions of the volume element, 4X, Ly, and Lz
do not vary with time. This assumption is valid for the development
of this cquiation for usc in the finite difference model because
volume clements, or grids are sized arbitrarily and remain constant

throughout time during any single usc of the model. The result is
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that only the saturation, S remains inside the time derivative in
the first term on the right hand side of equation 2-106. Applying
the chain rule for partial derivatives, the following substitution
can be made to exrress S for a {ixed point having known clevation
as a function of H instead of t:

3s ds il Do
3t a5t . (2-17)

The derivative of S with respect to H is shown as a total
derivative rather than a partial derivative because S can be cxpressc
as a function of H alone. Substitution of equation 2-17 into

equation 2-16 results in:

5%-[K‘ gg-AyA:]Ax +

3 ., oH
_— \ — AXAZ A

3y [}\y 3y X Yy o+
) K 35 Lxhyisz

9z z 9z

avas 45 3l 2-18,

= GAXAYAZ AT T Q, (2-18)

which is the genceral form of the three-dimensional flow equation on

which the development of the three-dimensional scunent of the {inite

difference nmodel is based. Eguation 2-18 is nenlinear because S

and K‘, Kv and K_  are nonlincuar runctions ol H. Tor saturuated

flow conditions within a given grid dS/dHl is equal to zcro, and
K, K, and K are asstened constint values Koo, K, and K,

x' oy z X0’ yo z0
respectively, in which case equation 2-18 is lincar. Although the

differential lengths  ax, Ay, and Az are constants which could

have been eliminated from cquation 2-18, they have been 1ctained for
7



comparison with the finite difference form of cquation 2-18 developed

for use in the computer model in Chapter TII.

Development of the Two-fimensional Groundwater Flow Equation

The development of the two-dimensional sexnent of the finite
differcnce model is based on 2 groundwater flow cquation which has
been simplificd by neelecting flow in the vertical direction and
assuming (1) flow velocity is proportional to the stope of the
water table, and (2) flow is horizontal and uniform cveryvwhere in u
vertical scction.  Thesce assumptions are the bupuit-Forchheimer
assumptions as stated by Corey (1969), Tt is evident that these
assumption: arc contradictory in physical reality because any slope
of the water table in the unconfinced aquifer indicates o vertical
component of velocity., However, in cascs whoere the water table
slope 1s mild and water table fluctuutions are small conpared to
the saturated thickness of the aquifeor, errors introduced by using the
Dupuit-Forchheimer assumptions are generally necitoible,

The use of the two-dimensional flow cquation requires that
streams traversing the arca be cither hvdraulically connected with
the underlying aquifer at all points on the boundary of a piven
cross scction, or not hvdraulically connected with the aguifer at
any point on the cross scction.  Streams constdered to be hvdraulically
connected with the aquifer are pencrally treated as boundaries of
known or constant head.  Flow into the aguifer from a rcach of stream
considered not to be hvdranlically connected with the aquifer is
treated as oa osource ternm, and the river itselfl is not considered a-

part of the aquiter for purposces of writing the groundwater flow
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equation. The river traversing the area being treated by the two-
dimensional flow equation in this study is considercd to act as a
known-hecad boundary.

The development of the two-dimensional flow equation is based
on the continuity principle ard Darcy's law, as is the three-
dimensional {low cquation. The important difference between the
development of these two equations lies in the manner in which vertical
movements of the water table and volume fluxes in the vertical
direction are treated mathematically.

The location and dimensions of the volume elements for which
the three-dimensional flow equation is written arc arbitrarily set,
as shown in Figure 2-1, and arc independent of the location of
the water table or the bedrock surrace. Volume flux in the vertical
direction is described by the third term in the left hand side or
cquation 2-18. Tt is necessary to conzider changes in saturation
which may occur in cach three-dimensional grid becausc the location of
the water table can change with respect to the fixed elevation of
these grids.

By contrast, only the horizontal dinensions of the volume clanents
trcated by the two-dimensional flow equation can be set arbitrarily.
The upper and lower boundary eclevations of these prids arc determined
by the location of the water table and the bedrock surfuce, respectively,
as illustrated in Ficure 2-2. Because the upper grid boundary is
located at the water table at all times, saturated {low condition:.
always exist within the prid.  Volume flux in the vertical direction i
accounted for by a source or sink term. The cffects of saturation

and movement of the water table on the volume of storage in the ¢rid
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Figure 2-2  Differential Volume Eicment for Two-Dimensional
Flow Equation

are accounted for by the specific vield, Sv, which 1s defined as the
volume of water rcleased from or taken into storage by un aquiter pur
unit surface arca due to o unit chanve in water tuble clevation.
Specific vield is considered to he constant at any oiven l(frul Ton

The nonlincar, partial difterential equation Jeceribing saturared,
two-dimensional, transient {low through porous media may he expressed

in differential form as:

3
Sg(Kx %% mAv)Ax + 3§(Ky 2% mANXYAY
3l
- Ay 2L , (2-19
Sy AxAY T + Q ( )

in which m is the saturated thickness, defined by the relationship:

m = H-hb , (2-20)

where hh is the clevation of the bedrock surface. Other symbols

used in cquation 2-19 have been defined previously,  Because flow is

assumed saturated, K‘ and Ky take on the constant values tor

saturated hydraulic conductivity, K and K,
X0 Yo
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The development of a finite difference form of the two-dimensional
flow cquation is based on equation 2-19. Differentials ax and 4y
have bueen vetained in the cquation tor comparison with the finite
differcnce cauation developed in Chapter TIT for use in the simulation

model.

Equations Describing Flow Across the River Boundary

The primary purpose of this study is to develop a model capable
of duplicating an actual, physical process with reasonable accurascy.
For this rcason, an understanding of the various condition. under
which Tlow may occur across the boundary between @ natural stream and
the adjacent aquifer is of paramount importance. This study is limited
to the treatment of three conditions beliceved to be most prevalent
in the stream-aquifer svstem under consideration in this study. Thesc
arc discussed in this scction.  These conditions are:r (1) scepave
from the aquifer into the stream and (2) seepage {rom the stream
into the aquifer, both tuking place with the stream and aquifer
hydraulicaliy connected and with the seepage rate controlled by the
pressure gradient across the boundary between the stream and aquifer,
and (3) scepape from the stream into the aquifer in which hydraulic
connection between the two has bheen broken.  Seepage rate in this
case is determined by the depth of water in the stream alone, and is
not dependent on the water table clevation in the aquifer so long as
the hydraulic connection remains broken,

Equations for unsteady flow for cach of these conditions should
provide accurate representation ol actual {low conditions. tHowever,
unsteady flow across the river boundary is caused primarily by

fluctuations in the depth of water in the river, and these {luctuations
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ordinarily occur over durations of time that are very short compared
to the time increments used in the finite didference model.  Because
of the usual short Juration of these flucruations, and the tendency
over an increnment of model time for the cffects of many positive and
negative fluctuistions to cancel, it is assumed that seepage rate at a
given location on the boundary between the stroan and aquifer can be
represented by an average value during cuch nodel time increment
without introducing appreciable crror. For this reason scepage rates
across the stream-usquifer boundary are computed at each time incresent
using steady state flow ecquation and an cstimated mean river depth.
The condition of secpace from the aguifer into the stream is
illustrated in Figure 2-3. Flow is considered tron point A, sonc
distance parallel to the divection of Tiew from the river boundary,
to the river. The relationship for scepave velocity into the river

from point A can be expressed by Darcy's law as:

Al ) i
AL )
v I\l.o Al (2-21)

where

KLo is the hydraulic conductivity for saturated conditions in
the dircction of flow between point A and the river.

AH  is the difference in total nead between point A
and the river.

AL is the distance from point A to the river boundarvy in the

dircction of flow.

Forms of cquation 2-21 written for flow in the x, v, and z dircctions

are uscd to describe the boundary condition of scepage into the river
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Figure 2-3  Seepage trom Aquifer into River

from the aquifer in the three-dimensional portion of the finite
difference model.

The conditions of flow from stream to aquifer, with or without
hydraulic conncction, are both affected by the presence of a silt
layer on the banks and bed of the river. This silt layer is foraed
by the deposition of particles of finc scdiment on the strcam bunks
and bed. The silt laver ecencrally has a much lower hydravtic
conductivity thun the surrounding aquifer material, and can drapatically
restrict the rate of scepage from the river,

A detailed discussion of the behavior of silt lavers in natural
channels has been presented by Matlock (1965), who conducted hoth
field ebservations of natural streams and experiments in a laboratory
flumne to determine the effects of silt on infiltration rates.,
Following arc some of Matlock's obscrvations which have heen considered
in the developnent of the cquations describing scepuase from a stream
to the adjacent shullow aquifer through a silt laver:

(1) Laboratory cxperiments showed that the silt layer forms and

remains stable under a broad range of conditions commonly

found in natnral streams,



(2) Bedform movement does not generally disturb the silt layer
becausc it is formed below the level of the bedforms.

(3) A break in the silt layer caused by some local disturbance
results in an increascd scepage rate, but only for a very
short period of time in most instances. The high local
secpaye rate brings about the rapid accumulation of fine
sediment in the break, and the silt laver re-forms almost
immediately.

(4) A silt layer only once or two millimeters thick may reduce
the secepage rate to as little as one one-hundredth of the
scepage rate prior to the formation of the silt layer.

The inference of these observarions is that, in gencral, sceepage
from a stream carrving silt-laden water is restricted by a silt laver
on the bed and banks of the channel.  This inference was substantiated
by its usc in a finite element model of a stream-aquifer systen by
Hurr (1972). In an arca where scepage from the river was taking place
both with und without a hydraulic connection bhetween the viver amd
aqui fer, the response of the wator table was sinulated with vood
accuracy using Huryr's model.

The condition of scepage from the river with the streawn and
aquifer hydvaulically connected is illustrated in Figure 2-4. Tlow
is considcred from the rviver through the =ilt layer to point B in the
aquifer. The cross-sectional avca of flow between the river and
point B is assumed to be constant.  This assumption holds true in the
application of the finite difference model, and its use here simplifices
the developuent of the equation for seepuage velocity. Because steady

state conditions are assuwed to exist, socpage velocity may be
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Figurc 2-4  Seepage {rom River to Aquifer with Hydraulic
Connection

expressed by Darcy's law in terms of the hydraulic gradient and
conductivity, cither in the silt layer or in the aquifer, us

AH All
S 2

where
AHS is the head loss through the silt layer,

AL is the head loss between the silt Jayer and point B,

B
KS is the hydraulic conductivity of the silt layer,
KB is the hydraulic cenductivity of the aquifer material
between the river and point B,
ty is the thickness of the silt layer,

Al is the distance parallel to the direction of flow from

the river to point B.

For use in the finite difference model, an cquation for v in terms of
the total head loss between the river and point B is necessary.  For
this purposc, cquations 2-22 ave rearranged and written as

VLS

I = (2-23)

’
S
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By summing equutions 2-23 and 2-241, an exprecssion is obtained which

defines total head loss, AHT and relates it to seepage velocity, v,

= | = /4 __é. L\.E -
AHT AJS + AHB \ Ks X (2-25)
Rearranging cquation 2-25 and solving for v results in
KPKq
v = L (2-26)

STr

Equation 2-26, written for flow in the x, y, and z directions, is
used in the finite difference model to describe the boundary condition
of scepage from the river when hydraulically connected with the
adjacent aquifer.

The condition of secepage from the river, with no hydraulic

conncction to the adjacent aquifer is illustrated in Figure 2-5.
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Figure 2-5  Scepage from River to Aquifer without llydraulic
Connection
This condition cxists vhere a silt layer is present in the river
bed and banks to retard the seocpage rate from the stream.  The
maximum possible steady state scepave velocity which can pass through

the silt laver is determined by the hvdravlic corductivity of the silt
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layer, the positive pressure head at the upper surfacce of the silt
layer, and an additional amount of negative pressurc head which can

be sustaincd at the lower surface of the silt layer with saturatced
flow conditions still prevailirg., This negative pressurce head is

the bubbliny, or air entry pressurce head of the material comporing the
silt laycr. This bubbling pressure head defines the lowest value of
pressure head that can exist in the system for steady, saturated flow.
Reducing the pressure head at the lower surface of the silt layer below
this value would not increase the {low rate of water through the silt
layer, but instead would initiate air flow. The expression for the
maximum scepave velocity from the stream downward through the silt
layer is obtained by writing Darcy's law for flow under steady state
conditions through the silt layer. This ecxpression is

d+t - hnb
Voax = K O —" )
: : s

(2-27)

where
d is the depth of flow in the river,
t is the silt layer thickness,
hpb is the bubbling pressure head of the silt layer,
Ks is the hvdraulic conductivity of the silt layer.
According to the sign convention used in this development, the valuc
of h 1€ negative.
pb )
vhen the water table near the river recedes to such an extent that
the difference in total head between the river and the underlying aqgui-
fer excecds the maximum possible head loss as defined by cquation 2-27,

the hvdraulic connection between the river and the aquifer ceases

to cxist. Further drawdown f the water table doces not affect the
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seepage velocity from the strcam, which remains constant at Viax
long as the depth of streamflow does not change.

Flow downward through the pervious mateorial below the silt layer
takes place under unsaturated conditions. Pressure and saturation at
any point in this unsaturated zonc depend on the physical properties
of the aquifer raterial at that point. Pressure returns to atmospheric
and saturation approaches 1.0 as flow rcaciies the water table.  The
pressure distribution for flew rrom the river to the water table in the
underlving aguifer throush a silt layer is shown in Figure 2-6 for

steady flow and homogencous aquifer material,
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Figure 2-6  Pressurc Lead Distribution for Sccepape from River to
Underiving water Table

Equation 2-27 is used in the simalation model to deseribe seepage
through the streambed to the underlying aguiter when the stream and

aquifer are not hydraulically conneoted.



An equation similar to equation 2-27, but with no gradient of
elevation hecad, describes lateral secpage out through the stream banks.
In order to determine an average scepace velocity through the bank, a
hydrostatic pressure head distribution is assumed to exist in the river,
as shown in Fivure 2-7. The pressure head in the adjacent scction of
the aquifer is assumed to be uniform, as it is in the finite Jifference
representation of this flow situation used in the simulation wmodel.

The maximum discharge through a unit width of this stream bank for a

given depth of streamflow is

. cl , 5
K K.d(d/2 - hpb)

S _ e - )
ax = T j (h—hpb) dh = T . (2-28)
S 0 S

The average sccpage velocity for this maximum discharge 1is

‘ Kd{d/2 - h )
‘ _ s pb e
Vave t, : (2-29;

In the finite difference represcentation of this flow situation,
scepage tate out through the stream bank is assuned to be uniform

and equal to Vove at all points between the water surface in the
river and the streambed.  The scepage velocity above the water surface
is zero. [lquation 2-29 is used in the simulation model to describe
seepage outward through the bank at a given cross section of the river

when no hydraulic connection exists between the stream aud aquifer at

that point.
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Figure 2-7  Pressurc Head Bistribution for Unsaturated Scepagc
through the River Bank



CHAPTER II1I

DEVELOPMENT OF THE SIMULATION MODEL

The basis of the model for simulating flow in a strecam-aquifer
system is the finite difference form of the groundwater flow equation,
presented in Chapter Il for both two-dimensional and three-dimensional
flow. The application of the model consists of representing the study
arca by a grid system and writing the flow equation for cach erid.
The interactions between the river and aquifer are accomodated by
imposing various boundary conditions on the grids through which the
river flows. The naturc of these boundary conditions was discussed
in Chapter T1. Inflows and outf{lows throngh the upper surface of the
model includ: precipitation, cvapotranspiration, irrigation, and
pumping. Values of net surface flux for all two-dimensional grids
and thosc three-dimensional arids adjacent to the upper surface are
obtained by summing values of the various surface inflows and outfiows
in cach grid. The values thus obtuined arce input to the model as
production te av in the flow cquation for cach erid.  The perimetoer
grids of the model may be treated as boundarics of known or constant
head, known, constant, or zero discharge, or known or constant
hydraulic gradient. Because data were readily available for values
of head throuchout the region considered in this study, the perinmceter
grids were treated as boundaries of known or coenstant head.  Computa-
tions of discharge and stage in the river are external to the portion
of the mode] dealing with the groundwater flow ecquations. Discharge
is computed for cach river grid by applying the continuity principle,

including consideration of the contributions of seepage and canal
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diversions. The stage in ecach grid is then coxputed using the Manning
formula. The remainder of this chapter consists of a description oY
each of the major components of the computer model developed in this
study and an account of the operation of the computer progran through
one time cycle. HBrief descriptions of cach of the model subroutines

and a listing of the computer progras appear in Appendix AL

Develonment of Finite Diftference Monde! Yor Groundwater Movernoent

Finite difrerence technigues are based on the substitution of
ratios of discrete changes in the values of appropriate variables over
small space and time intervals in place of derivotives. To facilitate
the use of a finite difference technique, the study arca 1s divided
into a system of grids. The sizing and placement of the grids depends
on the physiography of the recion and the detaill desived. Large weids
arc uscd where the physiocoraphy is {fairly uniforn and detarl 13 not too
important. Smaller grids are required to obtain rore detatled intoer-
mation, or to accurately deseribe flow in regions having irreguilar
bedrock contours. steep water table gradients, discontinuities in the
subsurface gcology, or other irregulariticos in the physiography that
might influence the local flow pattern. bach grid in the three-
dimensional model zeament is assizned a value of hvdraulic conductioity,
a ¢rid center clevation, and an initial head. Sirilarly, cach prid in
both two-dirmensional mode! scgvonts’is assigned a value of hyvdruulic
conductivity, 2 bedrock clevation, and an inttial water table elevation.
These parancter values are chtained by averaging data values for cuch
individual parancter over the space within every grid.  The flow
equation for cach arid is written in terms of the parameter values of

that grid and of the adjacent arids, the distance intervals between the
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adjacent grid centers, and an arbitrary time interval. An implicit
centered-in-space, finite difference scheme is used in this model to
approximate the timc and spacc derivatives in the groundwater flow
equations.

An important limitation of the finite difference technique used
in this model is its restricted applicability to linecar cquations only.
Groundwater flow cquations 2-18 and 2-19 are both nonlinecar. The
hydraulic conductivity, K, which appears in vector notation in the
terms on the left hand side of cquation 2-18 is a function of head,
H, as is the saturation, S, which appears in a derivative with respect
to H on the right hand side of cquation 2-18. The saturated thickness,
m, which is included as a cocfficient in the left hand side terms of
equation 2-19, is also a function of M. Tt appears that the finite
difference scheme presented for use in this study is not appropriate
for describing the flow situations described in cquations 2-18 and 2-19.
However, these cquations can be lincarized by nolding the values of
the functions of H constant during cach time increment, so that 1
is the only unknown in cach equation. At the begiming of cach time
increment new values of K oand dS/dIE are computed for cach three-
dimensional grid as functions of head at the present time level.
Similarly, new m valucs are computed as functions ot head at the
present time level in cach two-dimensional grid. Errors resulting from
the usc of thesc approximations are negligible if carc is taken to
select a sufficiently small time increment so that the variation of H
values throuchout the model is sumall from one time level to the next.
A suitable size of time increment for usc in simulating flow in a

given strcam-aquifer systen is determined by making trial runs of the
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model on data from that system with several different time increments.
The largest time increment for which stable results arc obtained, and
for which chanves in head from one time step to the next are below

some arbitrary tolerunce limit, 1is selected for use in making production
runs. The tolerance limit used in this study was onc foot. Analysis of
trial runs of the model on field data usecd in this study resulted in

the selection of a time increment of 30 days.

Three-Nimensional Flow HModel

Development of the Finite Di Fference Bauation. A typical grid used
in the three-dimensional portion of the groundwater model is shown in

Figurc 3-1, with the Jocations of the centers of the six adjacent orids

indicated. The terms on the left hand side of cquution 2-18 represent
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Figurc 3-1 Typical Finite Difference Grid tfor Three-himensional
Ilow

flow across the six grid faces. The flow across a given face can te

expressed in terms of the Jdimensions of the two adjoining arids and



(3]
o

the flow paramcters at the grid centers. Two adjacent grids are
shown in Figurce 3-2, with flow in the x direction across the
connectine face being considered. According to Darcy's law, discharge

from grid i into grid i+1 may be expressed as

”i - Hj+1
= K A o 3-1
QO X0 0 0.5(Ax. +4N, ) ( )
1 1+1 .
where
Kxo is the hydraulic conductivity at the grid interface for
flow in the x direction,
AO is the cross-scctional arca perpendicular to the

direction of {low,
Hi is the head at the center of grid i,
”i+1 is the head at the center of grid i+l,

O’S(Axi+Axi+ ) is the distance between the grid centers.
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Figure 3-2  Flow between Adjacent Grids of the Three-Dimensional

Model

The finite difference approximation of steady flow during cach

time increment between adjacent grid centers is uscd to obtain an
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expression for QO in terms of adjacent grid dimensions and grid
center parameters. Discharge between the center of grid i and the
interface, and between the interiace and the center of grid i+1 are
both cqual to QO, and may be cxpressed according to Darcy's law in

terms of the respective grid parameters and dimension as:

H. - H
1 o}
= 0 = Y e P!
Qi-o o kiAi ij/B ’ (3-2)
HO - ”i+1
O%-ie1 = % 7 Mt E 7T (3-3)

The cross-sectional arecas at all points between 1 and i+l are

uniform and may be cxpressed in terms of grid dimensions as
A = A, = A, = Ay-Az , {3-4)
where Ay and Az are the grid dimensions perpendicular to the

dircction of flow. Substituting cquation 3-1 into cquations 3-2 and

3-3 and rearranging resulis in

Q LX,
- = .0 )] 3.5
H; - H, Zoyaz K (3-5)
Q OX.
Q i+1
- S 3-(
Ho ”1+1 2ayb6z K (3-6)

Equations 3-5 ond 3-6 are added together to climinate HO. The

resulting expression, after combining terms, is

_ o} 1t T U T -
”i B Hj+1 T 2aviz (‘“”"'—ﬁiﬁali"‘m—"J ' (3-7)

Solving equation 53-7 for QO yvields the following expression for {low

acr ss the erid interface shown in Figure 3-2.
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2KiKi+1 AVAz
Qo T BAx. K. _+ix. K,(”i B Hi+1) : (3-8)
1 1+1] i+]1 1

Comparison of cquations 3-1 and 3-8 indicates the following substitution

has been made:

K K. K.

Ax . +AX. Ax.K. +Ax. K.
1 1+1 i+l 1+1 1

which shows that Kxo’ the x  component of the hydraulic conductivity

P

at the interface, has been replaced by a combination of Ki and Ki+l
at the adjacent grid centers.  In the finite difference form of
cquation 2-18, K,’ Ky, and Kz arc represented as combinations of the
discrete, orid center K values in the appropriate directions.
Expressions similar to cquation 3-8, written for cach of the six
faces of cvery interior grid, constitute the finite difference form of
the left hand side of equation 2-18 used n the computer medel.  Tor
grids located on the bottom laver of the erid network, flow across the
lower surface is assumed to be equal to zero. [Flow across the upper
face of cach surface grid of the network is assumes to be equal to the
surface flux, which is computed separately from the matrix of ground-
water flow cquations.

The right hand side of cquation 2-18 contains a time derivative
of H, which is approximated by the finite difference fornm:

t+At t

Ml H - 1l
R vl (3-10)

where
superscripts t and t+At indicate time levels before and

after an incremental time change, respectively,
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At 1is the time increment,

H is the head in a given grid.

At each time level the derivative of saturation with respect to
head and the hvdraulic conductivity used in equation 2-18 for cvery
grid in the three-dimensional nodel segment are assigned values that
remain constant Juring the operation of the model through one time
increment. These values are computed at the beginning of cach time
increment as functions of head in every three-dimensional grid. The
approximations used in the medel for obtaining values of K and dS/dH

in a given grid arc:

K ~n ksatkr , (3-11)

ds AS

—Z o, == 312

dit TN (5-12)
where

K is the hvdraulic condnctivity in the prid under

sat ‘ :

saturated conditions,
E} is the average relative pcrmcubility in the prid,
AS is the averave change in saturation over soice smnill
increment of head in the prid,
AH is the increment of head.

For grids entircely below the water table, kr is equal to onc
and AS is equal to zero. In order to obtain values of Er and  AS
for grids located partially or entirely above the water table, rola-
tionships for kr and S as functions of pressure head, hp, are

necded.  The plots of kr and S versus hp obtained for use in

this study arc described in Chapter V. To compute Kr and  AS  for



a given grid, the vertical dimension of the grid is first divided into
small, equal increments. An approximate value of the pressure head
in each increment is then obtained by aubtracting the elevation at
that point from the head in the grid. It the pressure head thus
obtained is nonnegative, the values kr:l'() and  AS=0  arc assigned
to the increment dircctly. Lf the pressure head is negative, vilues
of kr and a$ corresponding to the pressure head in the increment
are obtained from the plots of kr and S versus hp' Values of
kr and AS arc thus obtained for every vertical increment of the grid.
The average of all kr values in the grid is the value of 'E: uscd
in equation 3-10 to obtain a value of K at the grid center. The
average of the incremental AS values in the grid is the value of
2S5 used in cquation 3-11 to obtain an approximate value of ds/di
at the grid center.

The finite difference cquation for three-dimensional {low is
obtained by substituting cquation 3-10 into the right hand side of
equation 2-18, writing expressions in the form of cquation 3-8 for
the left hand side of cquation 2-18, and assigning K and dS/dH
constant values obtained by the procedure desceribed in preceding
paragraphs. The coudtion thus obtuined is rearrvanced so that all
unknown values of head, H, at time level t+At, appear on the left
hand side of the cquation, with the known value of I, at time level
t, on the right hand side. The result, written for a typical grid

as shown in Figure 3-1 is
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t+At t+At
AHi-l,j,k + BHi+1,j,k + CH
t+it t+ht
B e T Mg T
t
= Q- O 5k
where
2K. . oL LAY LAz
A = ) .'_I_L_J_f_}ikl_'_lt.k, \ Ak
A K. . Ax kL
xi—l j,J,l\+ \1 i-1,),k
’. . }\ . /. 'Af.:
B = _3\3:.1;_.1.’_,‘5.4,1._-..'.a’-'» TR
Ax. N P )
x1+l}J,J,L i i+1,1,k
A N PSP PR
Ay k . + AV
j-171,1,k i, -1,k
D = _Efjgl4])jh1 il g
T Ay, b o T
yJ+] 1,7,k 1,1+ 1,K
. -
E = 2ki_,[,k:}r bt Y t~Lﬁ
Azl'\’l}j.,_iyf L'lv'aLul
Fo= ZKi_,w.Bj}Ti{ i, \\L\iﬂ_.
Y T U AN
k+1 1,1,k i La kel
AN AY L Lo (dS/dED L
G = iﬂil_?J k(d /d})}inh

A

Coefficients A, B, C, b, E, F, and G

computed at the beginning of cach time increment.

(A+B+C+D+E+F+G)I,

(3-13)

(3-10)

(3-17)

(3-18)

(3-19)

(3-20)

arce held constant at values

The average valhue

of the source or sink term, Q, over the time increment, is the value

~

at which Q is held constant during the operation of the model

through the time step.

ép!licﬂtion of the Three-Dinensional Modeld.

grid system is placed so as Lo cncompiss

aquifer system where flow of water is

likely to occeur.

The three-dimensional
all points in the streas

+ the study

area uscd in the verification of this model, the grid system encloses
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the river and both the saturated and unsaturated subsurface flow

zones. Because the climate of the study area is semiarid and most
precipitation either percolates directly into the ground or evaporates
where it falls, overland {low duc to rainfall excess is assumed
negligible and is not considercd in the model. Flow in canals is not
considered to enter the syvstem until it is applied as irrigation water,
a portion of which is assumed to lcave the system as cvapotranspiration,
while the remainder percolates into the subsurface flow system.

A typical cross scection of the viver valley in the study arca is
shown in Figure 3-3. with the three-dimensionnl orid system superimposcd.
The grid system has been distorted slightly for che purpesc of locating
the river in the uppermost grid of onc column in cach cross section,
while keeping the water table below the surface of the model.  Fxeept
at the side boundaries where the ground surface risces a considerable
distance above the water table, the upper surface of the model is at
or near the ground surface.  The waximum anyle of tilt produced by
distorting the model for this purposc is less than one degrec, and
errors due to this small grid distortion arc considered neplicible,

The river is treated in the three-dinmenstonal model by assiening
it a grid in each cross scction through which it passes. The grid is
sized and located so as te approximate the true channel geometry of
the river, as illustrated in Figure 3-4. Width of the grid is sct
approximately equal to the average river widtih.,  ‘The Tower boundary
elevation o the river grid is approximately cqual to the bed clevation,
Because the channel of the river in the study arca is generally wide
and shallow, the rvectangular approximation of the river c¢ross section

in the model 1s considered to be reasonable.
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Figure 3-4 Cross Scction of River Grid in the Three-Dimensional
Model Scgment
Grids lving below the bedrock surface in the three-dimensional

model arc assigned hydraulic conductivity values of zero, and arc
inactive in the computation of heads at each time step. Grids lying
entirely above the bedrocl surtface arc assigned conductivity valuces
obtained from duta.  The conductivity values assizned to grids lyving
partially below and partially above the bedrock surface are reduced to
compensate {or the impermcable portion of the grid below bedrock, and
the entire grid is then treated as part of the permeable alluvium

above the lcevel of bedrock.

Two-Dinensional Flow Modoed

Developrent of the Finite Difference Fauation.  The development of
the Tinite difiference equation for two-dimensional flow of growsiwater
is very similar to the development of the cquation for three-dizaonsiona
flow, presented in a previous scection of this chiapter. A typical grid
used in the two-dimensional portion of the groundwater model is shown
with its {four adiccent erids in Fivure 3-5.  The terms on the left
hand side ot equation 2-19 represent flow across the four lateral prid
faces, and can be expressed in terms of dimensions of the center grid

and the four adjuacent grids, and the respective grid center paramcters,
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F.gurc 3-5 Typical Finite Differcence Grid for Two-Dimensional
Flow

Two adjacent grids of the two-dimensional model are shown in Figure 35-6.

Flow in the x direction across the adjoining interface is considered.

i 5 l
()1 l
Z+ /////////////;?
' i+
¢
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Figure 3-6  Flow between Adjacent Grids of the Two-Dimensionul
Model
Discharge across the interface from grid i to grid i+1 may be cxpressed
by Darcy's law in the form of cyuation 3-1, as was discharge hetween
adjacent grids of the three-dimensional model. Assuming steady flow

during each time increment, cquations 3-2 and 3-3 are uscd to represent



flow in grids i and i+l of Figure 3-6, respectively. The cross-
sectional arcas of grids i and i+l are not equal, as was the case in
the three-dimensional model grids, but are variables whose value at a
given location for a particular time ave defined by
A = may , (3-21)
where
m is the average saturated thickness of the grid, and is a
variable,
Ay is the fixed lateral grid dimension perpendicular to the
dirvection of flow.
Equation 3-21 is substituted into cquations 3-2 and 3-3 to obtain the

cxpression for flow in cach grid. The result is:

H., -
= = . _._.].._, _0 T2
Qi-o Qo himiAy b, 2 (5-22)
”O - ”i+l
Q0-i+1 B Qo N l\i+1mi4l“'V ~KKETI77F_ ' (3-23)

Fquations 3-22 and 3-23 are rearranged and added together for the

purposc of climinating H_, resulting in
0

Qo ijiAx + Ki+1mi+lAXi
“i - ”i+1 = Z_’G]‘ [ ~—*—~;--:"““‘""‘T‘—v—' “l . (3‘24)

Solving equation 3-24 for Q0 vields the following expression for

flow across a grid interface of the two-dimensional model:

2KiK.‘lmimi|]Ay

£ U, ...l; . . L. . - A TP
Qo K.m, AN, toK. . Ax.(”i ”itl) ) (8-25)
1l ] 1+l T
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A comparison of cquation 3-25 to 3-1 indicates the following
substitution has been made of scalar quantities for hydraulic conduc-

tivity in the x direction at the intertuace:

A K.K. .m.m, _AY
X0 0O 11+1 1+ .
. = . . 1 . . (.)‘2())
Ax.+AX. k.. &X. + K. ,m, JAX.
1 1+1 i1 T1+] 1+171+1 771
The saturated thickness, m, is a function of head, H, defined as:
m = H-h . (3-27)

where hb is the bedrock clevation in the grid. However, in order to
lincarize equation 3-24 so that it can be solved nsing finite diftfercnce
techniques, m is held constant during cach time increment. A value

of m is obtaincd at the beginning of cach time step for cvery orid

in the two-dimensional model, as explained in a previous scetion of

this chapter. Saturated thickness is therefore considerad a constant,
and the onlyv unknown quantitites in ecquation 5-24 arce Hi and Hj+]_

The tine derivative of H  which appears on the right hand side
of equation 2-19 1s approximated by the finite ditfference torm given
in equation 3-10, which is also used in the finite diff~rence form
of the three-dizmensional flow cquation.

The finite differcence cquation for two-dinensional eroundwater
movement is obtained by substituting expressions in the form of
equation 3-25 for cach of the four lateral grid faces into the left
hand side of eguation 2-19, amd by substituting cquation 3-10 into
the right hand side of cquation 2-19. The resulting equation is then
rearranged so that 211 unknown valucs of H, at tinme level t+it,

appear on the letft hand side of the equation, with the known I value,
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at time level t, on the right hard side. The result, written for

thc central grid shown in Figure 3-5 is

A 4
AREPAT L gAY L ottt At
i-1,] 1+1,] 1,i-1 i,i+1
CoAasBeCr e Y o g st L (3-28)
i, i,
where
A = : (3-29)
B = , (3-30)
¢ = , (3-31)
D = , (3-32)
y <
= Y 3-3
G AT (3-33)

Coefficients A, B, C, D, and G are held constant at values
computced at the beginning of ecach time increment. @ is held constant
at its average vatue during the operation of the model through the

time Loacrenent.

Application of the Two-Dirensional Model. The two-dimensional

model is designed to consider only those flows in the stream-aquifer
system that take place under saturated conditions. Grid placement in the
two-dimensicnal model presents no problem because the upper and lower
grid boundarics are defined by water table and bedrock elevations,
respectively.  The two-dimensional model utilizes the Dupait-

Forchheimer assunptions, of wuniform conditions cverywhere in a vertical

section and horizontal {lows throushout the model.  The river docs not



occupy an entire grid, but is incorporated in a grid which includes
the surrounding and underlying aquifer. In the model developed in tﬁis
study the head in the river 1s assigned to tne entire prid on the
basce that (1) the stream and aquiter are alwavs hvdraulically
connected; amd (2) responsce to fluctuations of cither the river or
aquifer in the other component is fairly rapid, so that the head in
the surrounding aquifer is always approximately cqual to the head in
the river, for a given grid. A typical cross section of the study
arca usced in the verification of the computer madel is shown in
Figurce 3-7 with the two-dimensional, finite difference vrid system
supcrimposcd.

Faces hoetween Two-Dimensional

Mathematical Treatment of the Inter

and Threce-Dimensional Model Seen

The three-dimensional soyment of the grounduater mndel developod in

this study may be used alone or in conjunction with two-dimensiontl
model scgments positioned alony any nupbher of its sides.  In this study,
the three-dimensional model scgment was placed between two two-dimen-
sional model scements.  The positioning of the model on the study arca
is discussed further and illustrated in Chapter IV,

A cross scetion of the intertice between i wo-dimensional grid
and a columm of three-dimensional grids is shown in Fipure 3-8.  The
flow cquation for grid i,j is obtained by writing equation 3-28, with
a modification of the term describing tlow across the face adjacent to
the three-dimensional prid cotwm. in this purticalar case, the term

t+A1 . . . oy . .
B”i,j+1 is replaced with a sct ob terms deseribing flow into cach

individual erid of column t+1.i.  This set of terms is obtained by

writing the coefficient B as usual, according to cquiation 3-350, as
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Figure 3-8 Cross Scction of an Interface between Two-Dimensional

and Three-Dimensional Model Grids

if an ordinary two-dimensional orid existed in place

three-dimensionas grids.  The val
grids in column i, )+l according t

total saturated thickness in colu

flow cocfficient in the

Amk

m

B B

k

where
Amk

m

The valuc of m
by subtracting the top clevation
from the head in the top grid. 1

obtained by

into equation I 78, resulting in
t4AL A 14 AL
A e T
i,1-1 ke hi,j+l,K
n

S(Ar Y BK+C+D¢E)H§T?t

k=1

¢
i

2
2

uc o !

o the {raction

mn 1,1+, The

of the uppermo

‘he {low cquati

of the column of

is then divided amony the

in cach erid of the

cxpression for the

kth grid of column 1,)+! P

is the saturated thickness in grid K of columm i,j+!

is the total saturated thichness in column i+1,].

in the three-dimensional grid column is obtained

st impermeable prid

on for grid i,j is

substituting cquation 3-31 for cach grid in column 141,
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where n is thc number of grids in column i+1,j. For the particular
case illustrated in Figure 3-8, cocfficients Bk for grids i+1,j,!

and i+1,i,4 are tero, prid i+1,j,1 beeause it lies below the bedrock
curface and is considered impermeable, and grid i+1,j,4 because it lies
entirely above the water table and therefore contains no portion of

the saturated thickness in column i+1,j3.

The flow cquation in a given erid of the three-dimensional model
sepment adjacent to a two-dimensional prid 1s obtained by writing
equation 3-13 just as if another column of three-dimensional grids
existed in place of the two-dimensional grid. TIn order to do this, the
two-Jimensional grid must be divided into a set of subgrids whose
vertical dimensions match those of the adjacent three-dinensional
column. The boundaries of this sct of suborids may, and usually Jo,
extend above and below the poundarics of the two-dimensional orid
itself. For subgrids lying below the two-dimensional grid boundury,
which is the bedrock surface, the hydraulic conductivity is assiyned
a value of zero. Tor subgrids Jocated partially above and pavtially
below the bedrock level, the conductivity value assigned is that o!f the
two-dimens ional grid reduced in proprotion to the amount of subgrid
space occupicd by impermeable material. To obtain hydraulic conduc-
tivity valucs for subgrids lying purtially or totally above the
two-dimensional grid boundary, the relative permeability of the
subgrid is obtained, as it is for crids in the three-dimensional model
scgment. The pressure head datum for this calculution 1s the water
table in the two-dimensional grid. The hydraulic conductivity iu then
obtained using cquation 3-11, with the relative permeability of the

subgrid and the conductivity of the two-dimensional grid. No change



of paramcters is necessary for subgrids lying entirely inside the
boundarics of the two-dimensional grid. Using the subgrids of grid i

in Figure 3-8, cquation 3-13 is written for cach of the grids in

column i+],j with no changes in the form of the cquation.

Mcthgg_gf Solugjypmj}qulgg(h}pﬂipaglg‘Nkmﬁﬁ

At the end of cach model time increment, the flow ecquation is
written in its appropriate form for cvery model erid for which the head
at the next time step is unknown. Boundary conditions are required in
all exterior grids of the model in order to obtain a solution. The
boundary conditions uscd in this model are: (1) known heads in all
perimeter grids, (2) known flow into the top of all surface grids of the
three-dimensional model segment, and (3) no f1ow across the lower

surface of the bottom grids of the three-dimensional model segment. At

a few locations along the perimeter of the wmodel, where data indicutes
a steady increasc in the water table elevation over the study period
valucs of head in the perimeter grids are periodically increased by a
small amount. The remainder of the heads in perimeter prids remain
constant. JBoundary conditions at the river are not essential to the
solution of the flow cquations, but arc necessary for the correct repre-
centation of the actual flow situation. In the two-dimensional seoments
of this model the river is treated as a boundary of known head, while
the portion of the river in the three-dimensional sepment may act cither
as a1 boundary of kuown head or of knewn discharge.  The {low cauations
are entered into a matrix and solved simultancously for new valuces of
head in cach grid. Subroutine PSOLVE employs the Gause Liimination

technique of matrix solution. BSORVE was adapted for use in digital
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groundwater models at CSU from the BANDSOLVE algorithm developed by

Thurnau (1943).

Develorment of Bauntions for River Discharce and Stage

A valuce of the head in cach river grid of the model is needed at
every time increment to compute boundary conditions used in the solution
of the groundwater flow cquations. The head values are obtained hy
adding the river stage to the river bed clevation in cach grid. The
river stage is computed by the Manning formula, for which a vialue of
di. charge in cach grid is needed. Calculution of the discharge in
cach grid is based on the continuity principle and the assumption that
spatial variation in river flow at a given time is due to seepage to

and from the adjacent aquifer, canal diversions and tributary inflows.

Continuity Equation for River Discharue

Discharge calculations are hevun at a grid superimposed over o
rcach of river where a gagine station is lecated, and the flow at cach
time increment is known. Three river gaging stations are located in
the study urea used in the verification of this medel, two of which are
located at opposite ends of the region, with the third located near the
center of the study aren.,  Caleulations of discharee are initiated at the
center gaging station and moved upstrewn and downstream from that grid.
The reasons for starting at the center and moving both dircections,
rather than beginning at one end and prosressing throuph the entire
length of the medel is to assure that values of discharge in the three-
dimensional model scoment ave reasonably close to the correct values,
and to shorten the distance over which a piven error can be propasated,
Discharge in a given arid is computed as a function of the known

discharge in the adjacent grid, and the scepace vates and canal
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diversions between the centers of the two grids. River grids are
numbered consecutively from upstream to downstream. Moving upstrean
from the center gaging station, and assuming known discharge in the

L+1th grid, the discharge in the Lth grid is computed asg

+ 0.5(R + R (3-36)

Q = Qi Pun L)

where
Q 1is river discharge in cubic feet per second,
D is the sum of the discharres diverted to canals in
cubic fect per sceond,
R is the net seepage from the river in cach grid in

cubic feet per second,

Moving downstream from the gaging station and assuming known discharge

in the L-1th grid, the discharge in the Lth grid is computed as

Q. = Q_q - DL 05 +R) (3-37)

Canal diversions between two adjacent grid centers are assigned to

the downstrecam grid for convenience. The scepage in cach three-
dimensional river grid is obtained by summing the components of scocpage
through cach bhank and the bed of the river. These components are ob -
tained by multiplying the scepage velocity throuch cach face of the river
grid by the area of that tace. Scepage in the two-dimensional river
grids includes only the components of flow through the river banks.

These scepage components are computed during the previous model time
increment for all faces of cach river erid which are adjacent to the

aqui fer grids. Calentations of Q by equations 3-36 or 3-37 are re-
peated until a value of Q 1is obtained in cvery river prid of the model.

Fammtad valnee of discharve in the end srids of the model are then
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compared to valucs measured at the two gaging stations located at the
upper and iower ends of the study area, as a test of the accuracy of

results obtained using the model.

Computation of River Stage hy the Manning Fornula

The computation of depth of flow in cach river grid of the model is
based on the assumptions (1) that flow in each grid is steady and uniforn
and (2) that the channel is generally wide, shallow and has an approxi-
mately retangular scction throughout the study arca. Flow is assumed
uniform in cach section because channel peometry throughout the arcu
docs not vary sienificantly from place to place, and, except at the
diversion points of canals the changes in discharge with respect to
distance alony the channel are small. In uddition; sufficient infor-
mation is not available for calculating depths of nonuniform flow.

Flow is considered steady because the model time increment is much
larger than the duration of most river fluctuations and the passage

of these fluctuations through the study arca. ‘The e¢ffects of numerous
positive and negative fluctuations in river discharge cver a model time
increment tend to cancel, thus minimizing the errors incurrecd by
assuming steady flow.

The Manning formula, written for a wide channel and solved for
stage, d, is given by cquation 2-1. Values of channcl width, w, bed
slope, s, and Manning's n  are input to the model as data for ecach
river grid.  The value of «discharge, Q, is obtained by cquation 3-36
or 3-37. A valuce ol d is obtained for cach river prid at cach time
increment, using cquation 2-1. This value is then added to the averape
river bed clevation of the grid, which has been read in as data,

resulting in a value of head which is used to compute the appropriate
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boundary condition for usc in the solution of the groundwater flow

equations.

Boundary Conditions at the Strean-Aguifer Interface

Equations for the scepage velocity across the stream-aquifer inter-
face were discusecd in Chapter [1 for the three prevailing flow config-
urations. The finite difference forms of these equations are used in
the three-dimensional model scpment to obtuin houndary conditions for
groundwater flow cquations. A typical three-dimensional model prid is

‘e

illustrated in Figure 3-9, with a river prid located adjacent to its

upper face. The finite difference equaticn for scepage from the aquifer
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Figure 3-9  Aquifer Grid Adjacent to River Grid

into the river is obtaincd for grid i,j,k by multiplying the cxpression
for secpagce velocity given in cquation 2-21 by the arci of the interfac:
between grids i,i,k abd i,i,k+1. The result is
i3,k e U - H, . . 3-38
)J) A—" /2 ( 1""k+1 ],_],k) ( )

where Azk/2 is the distance from the center of grid i,j,k to the
river boundary. The cocflicient in the right hand side of equation 3-38

is used as the coefficient F  in the proundwater flow equation 3-13,



with “i,j,k+1 as a known head boundary condition. The equation for
secpage into the river from a laterally adjacent aquifer grid is
identical in form to cquation 3-35, with ygrid dimensions and subscripts
changed accordingly. The coefficient of this equation is used in
equation 5-13 as the coetficient A, B, C, or D, depending on the
location of the aquifer grid with respect to the river,

The equation for seepage trom the river into the aquiter with the
stream and aquifer hydraulically connected is obtained for grid i,],k
by multiplying the area of the interface by the expression for scepape
velocity given in equation 2-26.  Assuming scepage takes place from
the river boundary, through the silt layer to the center of grid i,j,k,

the result 1is

(5-39)

(}11:.]:!'\41 ) Hj)jsl\) ’

The coefficicent in the right hand side of cquation 3-39 is used as the
coefficient F in equation 3-13, with ”i,i,k+]’ as a known head
boundary condition. The equation for secepage into the aquifer from a
laterally adjacent river grid with the stream and aquifer hydraulically
connected is identical in form to cquation 3-39, with grid dimensions
and subscripts changed accordinoly,

The equation for seepage from the river to the aquifer with no
hydraulic connection between the river and aquifer is obtuined by
moltiplying the arca of the interfuce between grids 1§,k and  i,j,k+1
by the expression for the scepage velocity viven in equation 2-27.
Assuming scepave takes place from the river boundary, through the silt

layer to the center of grid i,j,k, the result is
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+ tS) . (3-40)

Because all the values on the right hand side of equation 3-40 are

known prior to the solution of the groundwater flow cquations, the value
of Q can be obtained directly and input as the production term on the
right hand side of equation 5-13.  Because Hi,j,k docs not appear in
equation 3-10, the cocfficient F in equation 7-13 is set cqual to
zero. This constitutes a kuown discharge boundary condition. The
equation for scepage from the river to a laterally adjacent aquifer

grid with no hydraulic connection between the river and aquifer is
obtained by multiplying the interface arca between the grids by the
expression for the scepage velocity given in cquation 2-29.  for

adjacent grids in the x-dircction the result is

Ay .oz
S I TPV
Q = ks T (d/2 h

pb) . (5-41)

At every time i-crement, for each grid interfac~ between the river
and the aquifer, a decision must be made as to which among cquations
3-38, 3-39, and 3-40 is appropriate for describing the type of scuepage
taking place. This decision is based on the difference between the
head in the river and the head in the aquifes,  The decision process
executed in the model to deternine the appropriate equation for flow
across the stream-aquifer interface is diagrammed in Figure 3-10 for

the grid shown in Figure 3-9.
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Compute Q by
Equation 32— 28
Known Head
Boundary Caondition

Compute Q by Compute Q by
Equation 2-40 Equotion 2-39
Known Discharge Known head
Boundary Condition Boundary Cendition

Figure 3-10 Diagram of Decision Process for Sclecting the
Appropriate Bonpdary Condition at the Stream-
Aquifer Intertuce

Boundary Conditions at the Model Surface

At the beginning of each time increment a value of the net inflow
throuch the top of cach arid adjacent to the ground surface is computed
and input as a known discharge boundary cendition to the groundwater
flow equation for that grid. Contributions to the net surtace inflow
to ecach grid include pre. pitation, cvapotranspiration, irrigation, and
pumping. The method of caleulatine a value for cach of these contribu-
tions is discussed in this sccotion.

Precipitation.  Monihly precipitation data ure availabao for one
centrally locuted station in the study area.  The assumption is made

that the amount of precipitation over the entire region is uniformly
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distributed, and is equal to the value measured at the gaging station.

The input to a given grid, in cubic feet per day is

QR = ?EEAXAY , (3-42)

where
P is the measured precipitation in inches per month,
assumed in this study to be 30 days,
Ax and Ay are the dimensions of the grid surface,
360 is the factor for converting units f{rom inches per

month to fcet per day.

EXELEB]IUEUlLEQELQH' The Modificd Blaney-Criddle Method is used to
obtain estimited values of monthly cvapotrunspiration, which ave applivl
uni fornly over the entire study arca.  Becausc (hese computations are
made external to the model and input as data, they are discussed In
detail in Chapter IV rather than in this scection.  The out flow in
cubic feet per day from the surface of a given orid due to cvapotrans-

piration 1is

QE T Axdy (3-43)

where
E is the monthiy cvapotranspivation in fect,
30 is the factor for converting units from fect per month
to {cet per day.
Irrigation. 'The computation of an estimated value of the inflow
to ecach grid duc to irrigation is based on the assunption of unifurm
distribution of water within the reeion served by cach canal in the

study arca. A detailed deseription of the delineation of the
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distribution rcgions of the canals is presented in Chapter IV. Each
surface grid of the model is located in no more than one canal
distribution region. Grids not included in any canal distribution
region arc assumed to receive no surface inflow from irrivation.  The
inflow duc to irrigation in cubic feet per day for o g1ixi Iving
inside a canal distribution region is obtained hy the equiation
AxAy

A Pn n'’
n

(3-44)

= [+
QI 1452

where

AxAy is the grid surface arca,

Pn is the percentage of the canal distribution region lying
inside the study arca,

An is the arca of the portion of canal distribution region
inside the study arca,

Dn is the monthly canal diversion in acre feet.

1452 is the factor for converting units from acre fect per

month to cubic fect per day.

Pumping. A large percentage of the eroundwater withdrawn from
the alluvial aquifer in the study area is e¢ventually returned to the
ground in the same vicinity where it was pumped.  With the time lag
between pumping and the return of the pumped water to the aquifer
assumed to be less than the thirty day model time increment, and with
evapotranspiration losses considered separatcly, the contribution of

pumping to surfuace inflow and outflow in any grid is expressed as

Q = Q,-Q = 0, (5-45)
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where
Qw is the amount of water withdrawn from a particular grid
in cubic feet per day,
Qr is the amount of purped water rcturned to the aquifer in

that grid in cublc feet per day, assumed to be cqual to Q“
v

At onc location in the study area, large quantitics of water are
pumped for usc as cooling water in a power plant. The power plant
wells are distributed over the areca of two grid columns in the three-
dimensional modcel scument. Power plant waste water 1s discharged into
a canal and is carried out of the areca and distributed for irrigation
along with the water diverted from the river. Very little of the water
punped in this lecation is returned te the aquifer in the same vicinity,
and the surface flux due to pumping, QP’ is not zero, as computed in
equation 3-11, but instcad 13 considerad cqual to Qw’ the withdrawal.
The water returned to the ground, Qr' is treated in the model by adding
it to the amount of water diverted from the river into the canal, and
applying the total amount to the canal distribution repion, as described
in the previous section of this chapter. The water withdrawn from the
power plant wells is not taken just from the surfuace grids of the two
columns artected, but is withdrawn from all the grids in the columns,

according to the amount of saturated thickness in cach grid,

Equation for Surface Flux. The equation for the surface flux into
a given grid of the model, for both the two-dimensional and three-
dimensional scewents, is obtained by summinyg the contributions of

precipitation, evapotranspiration, irrigation und puaping.  For all

grids except those containing the power nlant wells, the cyuation for
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surface inflow to a grid is
QS = QR - QE + QI . (3'46)

Becausc the pumping contribution, QP' is equal to zero for these ¢rids,
it is not included in equation 3-16.  For the surface grids of the two

grid columns containing the power plant wells the surface inflow is
= - + = .._‘7
R T S (3-47)

where
QP is computed in a separate part of the program according

to the saturated thickness in the grid at ecach time step.

For the lower grids of these two columns, a vialue of QP is similarly
obtained. The values of QS for ecach surface grid and QP for cach
grid affcected by the power plant wells are input to the appropriate

flow cquation for cach grid as production terms.

gworution of the Comnuter Model

The operation of the computer program for simulating {low in a
stream-aquifer system consists of setting up initial conditions at come
specified time then running the model throuch a predetermined number of
time increments until a solution is reached at the desired later tine.
The solution consists of a map of water table elevations for the tuwo-
dimensional model segments, a map of heads in the three-dimensional scg-
ment, and a tabulation of the discharpe in cach river grid. Interme-
diate solutions may be printed ocut at the end of every time increment if
desirved.  The propram operation throuch o sincle time increment consists
of rcading or computing the appropriate boundary conditions, sctt ng up

the matrix of groundwater flow cquations, then solving these cquations
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for new values of head in each grid. A simplified flowchart of the

program is shown in Figure 3-11.






CHAPTER IV

DATA USED FOR VERIFICATION OF MODEL

The study arca selected for simulation by the computer model 13
located in the Arkansas Valley of Southcastern Colorado and Western
Kansas. The boundaries of the model encompass d four mile wide strip
of land extending from John Martin Dam in Bent County, across the width
of Prowers County, to Coolidge, Kansas as shown in [igure J-1. Most of
the arca is occupicd by irrigated farmland where suaar beets, alfalfa,
corn, and sorghums are the principle crops grown. The only industry in
the arca using a significant amount of water is the thermal power plant
owned and operated by the c¢ity of Lamar, which kas a population ot about
7500  The cntire arca lies within the Great Plains phvaiosraphic pro-
vince and the climate is scemiarid. The wmean annual precipitation is
about 11 inches. Most of the water used in this revion is presently
derived from surface {lows in the Arkansas Uver and groundwater from
the unconfined alluvial aquifer which underlies the river valley
through the length of the study arca.

The Arkansas River traverses the study arca lengthwise and is the
principal source ol water supply for the region. Flows into the up-
stream end of the avea are controlicd by releases from John Martin Do
The average quantity of water released annually is about 235,000 acre-
feet. The averare annuaal discharge in the river at Coolidpe is rouchly
150,000 acre-fect.  The diversion points of nine major irrivation canals
lie within the study mrea. The total of the averave vearly diversions of
each of these canals is about 160,000 acre-feet,  Of severil tributaries

flowing into the Arkansas River within the boundaries of the study arca,
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only Big Sandy Creck consistently contributes significant quantities
of flow to the river. An cstimated 14,500 acre-feet enters the
Arkansas River annually at the mouth of Big Sandy Creck, located ahout
seven miles cast of Lamar. Additional gains and losses in river {low
due to secpaye hetweon the river and the under!yving alluvial aguiter
may be substantial. Results of an investivation by Voegeli and
Hershey (1965 indicate that losses in river flow duc to sccpage
generally exceed gains in this region.

The valley-fill aquifer underlying the study arca rest in a
U-shaped trough cut in relatively impermeable limestone and shale. The
estimated storave capavity of the aquifer is over 1,000,000 acre-feot.,
This aquifer is recharged by underflow from adjacent arcas, scepage from
canals, the river, and other streams, precipitation, and spreading of
irrigation water. Contributions to discharee from the aquifer inclhude
underflow to adjacent arcas, evapotranspirvation, scepipe into canals,
streamns, and the river, and pumping. Of the 160,000 acre-feet of
water per year diverted frem the river for irrication, an cstimated
100,000 acre-feet are Jdistributed to land lvins within the study arca
boundarics. The average annual evapotranspivation loss in the study
arca is estimated to be abeut 2.5 feet. It is estimated that 50,000 to
55,000 acre-feet of water eonters the area cach vear as groundwatcer under-
flow. Total aroundwater withdrawal in the arca ts roughly 35,000 to
45,000 acre-feet per year, of which approximately 75 percent is uscd for
irrigation. Combincd uses of oroundwater for public supply and Jomestic
and livestock consumption accoeunt for about 5,000 were-fect per year,
and withdrawals for cooline water at the Lamar power plant constitute an

additional 7,300 acre-feet annually. During the cight year period
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considered in this study, the annual increase in aquifer storage wis
estimated to be between 5,000 and 10,000 acre-feet, as indicated by the
mass balance diacram for the study arca shown In Ficure 4-2. Values of
hydraulic conductivity throughout the aquifer tend to be rather high,
causing the aquifer to respond rapidly to the cffects of these various
inflows and out flows.

Investication by Voegeli and Hershey (1965) and by thurr and Moore
(1972) indicate that the Arhansas River docs not extend down to bedrock
at most locations along its coursce throngh the study arvea. A tvpical
geologic section of the Arkansas Valley, shown in Figure 4-3 itlustrates
this type of configuration. This section is onc of scveral mapped by
Voecgeli and Hershey (1965) and is located about two milus west of Lamar.
Throughout much of the study arca, water table clevations indicated that
the river and aquifer remain hydraulically connected most of the tine.
The notable exception exists at Lamar, where the withdrawal of lurue
quantities of cooling water for the Lamar municipal power plant has
produced a iarpge drawdcan conre which extends benecath the viver bad
nearby. “he locaticn of the Lumar power plant wells 1s indicated in
Figurc 4-4.  \ deiciled study of the interaction between the river
and the alluvial agquifer in the Lamar arca was conducted by Moore
and Jenkins (1966).  Their measurcuents indicated that continuous
pumping at an average rate of about ien cubic feet per sceond has main-
tained water tabhle celevations ncar the river at levels ranging {row two
to cleven feet pelow the level of the streambed over a two mile reach
in the vicinity of the Lamar power plant wells.  Further obhservations
revealed that. althoueh the river was losing water in this two mile

reach, the rate of leahage was much less than the flow rate toward the
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wells indicated hy steep water table gradients near the river.
Furthermore, fluctuations in the water table appeared to have no
measurecable effect on the leakage rate. Moore and Jenkins suggested
that these obscrvations indicated a silt layer was present in the
streambed which controlled the leakage rate, and that no hydraulic con-
nection cxisted between the viver and aquifer in the two mile reach
affected by the Lamar power plant wells,

The boundaries of the model have been located so as to roughly
coincide with physical boundaries of the study arca for the purposc of
eliminatiny, as much as possible, the problem of dealing with unbnown
boundary conditions in the operation of the model. The side boundaries
encompass most of the alluvial aquifer adjacent to the river. The end
boundarics of the modal have been located at river gaging stations
near John Martin Dam and Coolidece which are operated by the U.S.
Geological Survey. A third U.S.G.S. paging station is located at
Lamar, a short distance from the power plant well field.  The location
of this guuing station proved extremely advantageous for the purposces
of this study. The three-dimensional portion of the model was applied
to the Lamar arca in ovder to simulate the unusnal behavior of the
system under the influence of the high pumping rates at the power
plant wells.  River flow data at this location provided known houndary
conditions that were essential in calibrating this portion of the model.

The remainder of this chapter is devoted 1o a discussion of the
data taken irom the Arkansas Valley study area and adapted for usc
with the computer model.  The availability and sources of data, adapta-
tions made for use with this model, and estimated data are discussed

for cach input parancter.
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Groundwater Flow Parameters

Water Table Elevations. Maps of water table contours constructed

by Vocgeli and lHershey (1965) from measurements taken in Prowers
County, Colorado in 1957-58 werce uscd as initial conditions in the
computer model. Water table clevation data for the portion of the
study arca lying in Bent County was not available for that time.
However, a comparison of water table contours in Prowers County necar
the Bent County linc in 1957-58 with contours in 1971 indicated little
change, suggeesting that water table clevations upstream of this
location in Bent County could be assumed not to have chunged sipnif-
icantly between 1967 and 1971, This assumption is further supportued
by the physiography of the region.  The alluvial aguifer in Bent
County is less than a mile wide at most locations and flux into and
out of the aquifer is minimal except at the river. The water table

at the upstream cnd ot the region is controlled by seepage from

John Martin Dam, and is considercd to be fairly stable from vear to
year. Bascd on the assumption that water table clevations in the

Bent County portion of the study avea do not change appreciably on an
annual basis, it was considered permissible to use measurenents taben
in 1971 as initial data for model runs beginning in 19550 Measurcments
of water table clevations in Hent County in 1971 were obtained and
mapped by Hurr and Moore (1972). water table contour maps for Prowers
County in 1966 and 1971 werc constructed by Hurr and Moore (197.1). The
1966 map is uscd for comparison with water table contours produced by
the computer model after runs of several years ot model tine.  Maps of
water table contours in the vicinity of Lamar were constructed by

Moore and Jenkins (1966) for October 1964, and by Hurr (1971) for
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March 1966. These maps werc valuable in the verification of the
three-dimensional portion of the model. To obtain the initial water
table elevation for each grid, a transparent diagram of the grid
system was superimposed on the water table contour map. An average
value over the arca of cach grid ;un then obtained by visual
inspection. Becausce three-dimensional pressurc distributions in the
saturated -one were not available as data, pressure heads in the three-
dimensional zone were assumed to be equal to the average water table
elevation over the projected areca of cach vertical column or grids.
The initial water table elevation maps for the three-dimensional
segment, the upstrecm two-dimensional scgment, and the downstream two-
dimensional scement of the model are shown in Figures -1, 4-5, and 4-0,
respectively, with the appropriate grid systems superimposed.  The
valuecs of water table clevation for cach grid used as initial conditions
for the model arce tabulated in Appendix B

Bedrock Ilevations. Elevations on the bedrock surfuce in the
study arca were measured and mapped by Voegeli and Hershey (1965) and
by Hurr and Moore (1974) for Prowers County, and by lurr and Moore
(1972) for bent County. Single values of buedrock elevation for cach
grid were obtained iu the same manner as cingle grid values of water
table elevation. by superimposing the grid system over d bedrock
elevation map and obtaining an average valuc for cach yrid by visual
inspection. Bedrock elevations were not used directly in the three-
dimensional secgment of the model, but were plotted on cross sections
at the center of each rov of prids and used as puidelines in the
establishment ol grid center clevations, as wis expla incd in Chapter

I11. The values of bedrock clevation assigned to cach grid in the
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two-dimensional model segments as initial data are tabulated in
Appendix B, along with the grid center clevations used in the three-
dimensional model segment.

Hydraulic Conductivity. Hvdraulic conductivities throughout
the study arca were not measurcd directly, but were computed using
values of transmissibility and saturated thickness of the alluvial
aquifer which were measured and wapped for Prowers County by Hurr and
Moore (1974) and for Bent County by Iurr and Moore (1972). Single
values of transmissibility, T, and saturated thickness, m, were
obtained for cach grid by superimposing the grid system over the T
and m maps and visually estimating average values. The hydraulic

conductivity, K, for cach grid was then obtained using the equation

T
= = . (4-1)

In the three-dimensional seement of the model these conductivities
were assigned only to the grids located above the hedrock surface.
Grids below the bedrock surfiace were assigned hydraulic conductivities
of zero. The single values of hydraulic conductivity assigned to cach
model grid as initial data are tabulated in Appendix B.

Egzgmgggfj‘t\ui]?U@jiﬂl;';ﬁnlug}gj Flow. The two parameters,
relative permeability, kr' and saturation, S, are important in the
analysis of partially saturated subsurface flow. No information con-
cerning the nature of vither of rhese parameters in the Arkansas Valley
study area was available. Plots of R and S versus pressure head,
hp' were theretore estimated on the basis of the peneral deseription of
the material in the atluvial aquifer piven by Voegeli and Hershey

(1965). TFor a well-graded sand and gravel mixture of the type found in
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the Arkansas Valley alluvium, the finer particles generally determine
the range of pressure head values over which kr and S wvary. Shapes
of the kr and S versus h) curves are determined by the particle
size distribution. It was decided that plots of kr and S versus h
for a well-graded medium sand would be suitable substitutes for actual
measurcd values of these parameters, althouch the measured values would
have been preferable.  Brooks and Corey (1964) conducted laboratory ex-
iments to obtain plots of saturation and relative permeability as
functions of capillary pressure head for five materials, including
volcanic sand. fine sand, and a fragmented mixture.  Mchhorter (1971)
obtained similar plots for Poudre Sand, an unconsHlidated river
sediment having a wide distribution of pore sizes. 'These experiments
were conducted using Soltral "C" core test fluid, a hydrocarbon
manufacturcd by the Phillips Petrolewn Company.  According to Brooks
and Corev (1961} the capillary pressure head of water is approximately
twice thut of Soltrol. For usc in this study, plots of kr and S
were Tedrawn as functions of capillary pressure head of wuter usinyg a
scale factor of 2. Capillary pressure head may be converted to gage
pressurc head by simply chanving the sign. This was done to make the
plots of kr and S compatible with the gage pressure heads

computed at cach grid center in the three-dimensional segment of the
model. It is convenient for rhe purposes of this study to plot hp

as the abscissa, with kx' and S as ordinates.  The resulting plots
of relative permeability and saturation as functions of nepative gape
pressurc head are shown in Figures 4-7 and -8, respectively. For usc
with the computer simulator, plots of kr versus hp wverc discretized

into step functions, and S versus hp curves werce approximated by



series of straight line segmecrts.

these plots was discussed in Chapter
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Specific Yield. Voegeli and Hershey (1965) calculated values of

the specific yield for several wells located throughout the alluvial
aquifer in the Arkansas Valley of Prowers County. They obtained values
ranging from 10 to 20 percent. These values were obtained over fairly
short duraticns of continuous pumping, and it was observed that longer
durations of pumping vesulted in higher values of specific yield np to
about 10 days, at which point the specific yield values for many of the
wells wore close to 20 percent. The time Increment uscd in the com-
puter model is 30 days, so that any incrcasc or decreasc in water table
elevation is treated by the model as continuing for that length of time.
For this reason it was considerced appropriate to use the value of 20
percent in preference to lower values associated with smaller time
incroments. Becausc information concerning the location and results

of specitic well tests was insufficient for developing any sort of
distribution of specific yield values over the area, the value of 20
percent was assigned to all grids in the two-dimensional portions of
the model.

Porosity. The aquifer material in the study arca was described by
Voegeli and Hershey (1965) as well sorted, uniform textured sand and
gravel. According to Walton (1970) the ranee of porositices for such
materials is between 20 and 35 pereent. The value of porosity, o, used

in this stady was obtained using the relationship
S = &S (4-2)
where

Sy is the specific yicld

Se is the effective saturation
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The effective saturation may be defined as the fraction of water con-
tained in a given porous medium under fully saturated conditions that
can be draincd from the material by gravity. From the plots of sutura-
tion versus negative pressure head in Figure 4-8 an average value for
SC of 0.80 was estimated. Using this value, and the specific yield
of 20 percent, cquation 4-2 was solved for &, resulting in a value of

25 perceent for the porosity in the study area.

River Parancters

Discharece. The average monthly flows in cubic feet per sccond

were obtained for the four gaging stations in the study area, one of
which is located on Big Sandy Creck, and the other three on the
Arkansas River. The data for these vaging stations was collected and
A}

ipply papers (1958

published by the U.S. Geological survey in wat

P
' cT 5

1960), surface watcer supply Juta releases (1961-1964), and water
resource data releascs (1965-1066). Records for gaging stations
located below John Martin Dam, Colorade, and at Coolidee, Yansas

were continuous throughout the study period, which extended from
January 1958 throuch December 1965, Records for the gaging station
at Lamar, Colorado were continuous {rom April 1959 throughout the
remainder of the study period, with no records for the period of
January 1958 through March 1950, For the purpose of estimating these
missing valucs, plots were drawn of measured flows at Lamar during
the period from April 1959 to December 10065 versus flows past the John
Martin Dam gaging station, flows at John Martin Dam minus canal
diversion above Lamar, flows past the Coolidge gaging station, and
canal diversions between John Martin Dam and Lamar. The plot of [lows

at Lamar versus flows at John Martin Dam appearcd to have the best
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correlation. Therefore, discharge values at Lamar for the period from
January 1958 through March 1959 were estimated by the following rela-

tionships derived from this plot.

QLAM = QJMD(IS - 3.61) January - March,
(4-3)
QLAM = 0.10 QJMD April - Deccmber.
where
QLAM is estimated flow at Lamar for a given month,
QJMD is measured flow at John Martin Dam for the same month,
t is time in months.

Flows into the Arkansas River from Big Sandy Creek have been
measured only since February 1968, when a U.S. Geological Survey gaging
station was established at tiw mouth of the creck. Because no data
are available for any time during the study period, all monthly
discharge values for Big Sandy Creck had to be cstimated.  For the
years for which records on Bip Sandy Creck exist, discharve values
were plotted apainst various other flows, as was dene for Lamar flows.
There appearcd to be grod correlation between annual discharees at
John Martin Dam and annual discharpes from Big Sandy Creck. This
correlation is reasonable because quantities of water diverted for
irrigation arc dependent on releases from John Martin Dam, and return

flow from irrigation is the main contribution to flow in Big

g Sandy
Creek. Good correlation also appeared to exist between flows at Big
Sandy Crech for the same months of different years. Therefore, the

following relationship was used to obtain estimates of monthly dis-

charge values from Big Sandy Crecek.
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Qscdn = QscIn %QQ—JB”))”Y’ (4-4)
JMD’y
where

(QBSC)m is the estimated value of monthly discharge from
Big Sandy Creek,

(6BSC)m is the average monthly discharge at Big Sandy Creck
during the period of record,

(QJMD)y is the annual discharge at John Martin Dam for the
year in which (QBSC)m is being estimated,

(QJMD)y is the averase annual discharge at John Martin Dam

for the period of record of flows at Big Sandy Creck.

Average monthly discharpes in cubic feet per second are tabulated
in Appendix B for the throe caving stations on the Arkansas River for
each month throughout the study period.  The values tabulated include
those estimated as a substitute for missing data at Lamar as well as
the measurcd values at all three gaging stations. Estimated values
of monthly discharge from Big Sundy Creck are tabulated in Appendic B
along with canal diversion datu, and are given in units of acre-feet,

Eﬂﬂﬂl_ﬂifﬁffifﬂf' Monthly diversions in acre-feet were obtained
for the nine mujor canals whose diversion points are located within
the study area. Records for the period from January 1958 through
October 1964 were published in a water utilization study of the
Arkansas Vallev Region in Coiorado by Skinner (1865). Data for the
period from Vovember 1964 throneh December 1965 were ohtained from

irrigation company records filed in the office of the State Enpgineer
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in Denver. Monthly diversions of the nine canals in the study arca
are tabulated in Appendix B for each month throughout the study period.

Channel Geometry. Estimated values of the channel width, bed

elevation, and cnergy slope in each grid of the model through which
the river passes were computed from measurements taken from U.S5.
Geological Survey 7.5 minute topopraphic maps. The value of river
width for a given grid was taken as the mean of several measurements
of width in the reach of river contained within that grid. 7o
estimate the bed elevation for a given grid, the center of the reach
of river contained within that erid was found by measuring river
distance between the grid boundaries, then determining the midpoint

of that distance. The approximate clevation of thut point was then
obtained by lincar interpolation between contour lines. The value
thus obtained was assigned as the river bed clevation for that prid.
Enerpy slope was approximated by channel bed slope. The justification
of the use of this approximation was presented in Chapter  JTHL The
channel bed slope was obtained by dividing the clevation difference
between the ends of the reach contuined in the grid by its length.
Valucs of channel width, bed clevation and bed slope for cach of the
42 river grids in the model arc tobulated in Appendix D.

Manning's Ronchness Coetficient. A single valuce of the Hanning

roughness coetficient, n, wos usced 1n the calculation of river stage
values in all river grids of the model, although it is known that n
varies with location along the river and with depth of flow.  The
reason for this simplification is that information from which values
of n may be deduced is insufficient to warrant assigning a value

or an array of stage-related values of n  to cach individual river
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grid. Such detail would requirc much more comprchensive channel
geometry data than is available. The estimate of the single value of
Manning's n was based on the three stage-discharge relationships

at the three river gaging stations located en the Arkansas River

within the study arca. Valucs of river stage and associated discharge
were obtained from surface water supply papers published by the U.S.
Geological Survey (1962). For cvery pair of stage and discharge values
at each of the three stations, a value of n  was calculated using

the Manning formula, so that an array of n  values was ohtuained for
each station. The n  value assceiated with the mean discharge at cach
station was then obtained, and the average of these three values was
computed. The single n value resulting from these calculations was
0.04, which was considered reasonable for this rcach of the Arkansas
River as a result of comparison with similar rivers having approxizately
the same n values. Channel width in the vicinity of each scction

was then adjusted so that the mean discharge would correspond to an n
value of 0.04. By using a value of n  corresponding to the mean
discharge at cach of the three paging stations, the errvors resulting

from using a constant n value are expected to be somewhat diminished.

~y

Silt Laver (

saracterisrics.  Information regarding the chickiaess,

hydraulic conductivity, and bubbling pressure head of the silt layver
which ferms on the bed and banks of the river channel under the con-
dition of se~page from the .. ver were not available. A value of silt
layer bubbling pressure head had to be estimated. A range of probable
valuss for hpb was eostinmated on the basis of known characteristics

of the material. After trial runs of the model with several values in

this rangc, a value for th of -2.4 feet was sclected because it
L



84

produced what appeared to be the most reasonable values of river
discharge.

Measurements of the seepage rate from the Arkansas River were
taken by Moore and Jenkins (19265) at scveral locations in the vicinity
of Lamar where the river and aquifer were not hydraulically connected.
These measurcments were helpful in estimating values of silt layer
thickness and conductivity. The average secpage rate reported by
Moore and Jenkins (1965) was about 16 gallons per day per square foot.
Similar results were obtained in an independent study reported by
Hurr (1970). This scepuage rate was assumed to correspond roughly to
mean discharge. Tt was necessary to obtain valucs of L and KS for
use in equations 3-39, 3-40, and 3-41, 50 that scepage rate could be
computed as a function of river stage, d. For this purposc, a value
for K of 0.08 feet per day was assumed.  Using this value, the
measured scepage velocity of 16 gallons per day per square foou, the
value of river stage corresponding to mean discharge at Lamar, a
bubbling pressure head value of -2.4 feet, and a unit arca of river-
bed, a value of silt layer thickness of 0.2 feet was obtained by
solving cquation 3-10 for t,- 1t is important to note that nonc of the

necessarily representative of true values

e
g

values of K , t_ orh

s S pb
of these parameters found in the field. For their use in this model,
however, this restriction is mot scrious, as long as the combination of

the estimated values used in the mathematical expression for scepage

velocity produces approximately correct results.

Surface Flux Parameters

Precipitation. Precipitation data for the study area werc obtalned

from annual rccords published by the U.S. Department of Commerce
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Weather Bureau (1958-65). Monthly valucs measurcd at Lamar were con-
sidered to be fairly representative of the entire arca, because of
Lamar's approximately central location in the region, and were appliad
uniformly over the entire study area. values of monthly precipitation
at Lamar for cach month throughout the study period are tabulated in
Appendix  B.

Evapotranspiration. The Modified Blaney-Criddle Method was used
to ustimate monthly valuces of cvapotranspiration in the study area.
This method is described in a technical release published by the
United Stotes bepartment of Apriculture Snil Conservation Service
(1967). This method was selected in preference to others because (1) it
was developed in bastern Colorado for an arca having clinmatic and phy -
siogrannic characteristics that are very similar to the Arkansas Valley
study area, and () the procedure is simple, vields results which arc
sufficiently accurate for the purposes of this study, and requires d
minimal amount of data. The information necessary for carrying out
the calculation of estimated monthly cvapotranspiration includes euan
monthly temperaturce and percent of daylicht hours, and total acrceages
of the various crops grown in the arca. Values of mean monthly
temperature at bLamar werce qssumed to be fairly representative of the
areca. These values were obtained {rom U.S. Department of Commerce
Weather Burcau rcecovds (1958-65), and were applicd to the entire study
area. Percentage ot davlieht hours in & given month is a functiorn of
latitude, which for Lamar is North SRCOJ'. The tunction was found
tabuiated in the Soil Conscrvation Service technical release (1967),
from which dnvlight percentage values were obtained divectly. Acreages

of principal crops grown in Prowers County were given by Vocgeli and
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Hershey (1965). Bittinger and Stringham (1963) conducted a study of
phreatophyte growth in the Arhansas Valley from which the total acreage
of phreatophytes hetween John Martin Dam and the Kansas state line, and
the associated evapotranspiration rates were obtained. TFor cach culti-
vated crop, plots of crop growth stage coefficients throughout the
growing season were obtained from the Soil Conscervation Service tech-
nical release (1967). Monthly values for cach crop were extracted from
these plots. A single value of crop growth stage cocfficient Yor vuach
month for the entire arca was then computed as the average of the coet-
ficients for cach crop, weizhted according to the total acrcage of the
crop in the study arca. Phreatophytes were included in this calcula-
tion, as well as estimated arcas of water and nen-cvaporating surfaces,
such as paved roads. An additional valuce necded for estimating cvapo-
transpiration by the Modificd Blanev-Criddle Formula is the climatic
coefficient, which was obtained from the Snjl Conscrvation Service
technical release (1967), where values of this cocfficient are tabu-
lated as functions of mean monthly temperature. Ising the climatic
cocfficient, the composite crop growth stage cocfticient, and mean
monthly temperature and percentage of daylight hours, an estimatc of
monthly cvapotranspiration in inches was obtained for the study arca

using the formula

Py k

100 "t ¢ (4-5)

o

where
u is consumptive usc or cvapotranspiration,
t is the mean monthly temperature,

p is the monthly percentare ol daylight hours,
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kt is the climatic coefficient,

kc is the crop growth stage coefficient.

This calculation was carried out for cach month during the growing
season throughout the study period. The growing scason for the
Arkansas Valley region in Colorado is considered to begin April 1 each
year and end Scptember 50. Evapotranspiration values for the months
from October through March were considered neolivible, due to frozen
ground, little or no plant growth, cool temperatures, and low percent-
ages of daylight hours. Yonthlv cvapotranspirvation values for the
scudy arca are tabulated for cach month throughont the duration of

the study period in Appendix  B.

Groundwater wWithdrawal. Tor reasons discussed in Chapter 111,

information concerning well locations and grounawater withdrawal rates
were not nceded as input data for the computer model for all wells in
the study arca except those operated by the Lamar municipal power
plant. The effects of these wells had to be considered because water
withdrawn from tacm is not returned to the gronnd in the same vicinity
from which it is extracted, which results in the formation of a
considerable drawdown cone in the water table surrounding the wells,
and a contribution of this water to nther areas. Moorc and Jenkins
(1966) reported that oroundwater is withdrawn for cooling purposes by
the power plant wells at the rate of about ten cubic feet per sceond.,
After its use, this cooling water is dischareed into the Lamar Canal
and distributed for irricatien along with water diverted from the
Arkansas River. Moore and Jenkins (1965) obscerved that because the
Lamar Canal is fairly well scaled with deposits of fine sediments, the

leakage rates from the canal are small, and as a result very little
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of the water withdrawn by the power plant wells 1is returned to the
aquifer until it 1s applied for ivrigation in the farmland east of
Lamar. The mathcmatical treatment of the Lamar power plant wells in
the computer model was explained in Chapter IIT.

Irrigation. Recause available data were found to be insufficient

for dircctly cvaluating the input to cach model grid from irrigation

at every time increment, values of irrieation input to cach grid had

to be estimated. These estimates were hased on the assumption that
water diverted into cach canal at every time increment is applied
uniformly over the entire distribution rcegion of the canal. Data
sources for monthly diversions of the nine major irrigation canals in
the study arca were discussed in a previous scction of this chapter.
The distribution region of each canul wuas Jelineated approsimately

on a topogruaphic map. The percentave of cach canal distribution region
lying inside the study arca was then determined by superimposing the
model grid networh over the topographic map and visually estimating

the percentage of the region inside the grid network.  The boundarices
of the portion of cach distribution resion inside the study area werc
adjusted to coincide with individual srid boundaries, so that this
portion of the recion consisted of o set of whole erids. The arca of
the portion of cach distribution reeion inside the study arca was then
computed by summing the arcas of the constituent grids. The perecentage
of distribution region inside the study area, and the areca of this
percentage arve tabulated in Appvﬁdix B tor cach of the nine wajor
canals in the study area.  The use of these values in the computer

model was discussed in Chaprer T11.



CHAPTER V

RESULTS AND DISCUSSION

The verification of the finite difference model developed in this
study was carried out in two stapes: In the first stage the model was
used to simulate flow in scveral nvpothetical stream-aquifer systons,
Runs werc made using the synthesized data deseribing these systems o
determine whether the model was operating correctly. In the second
stage the model was used to simulate flow 1n an actual stream-aquifer
system located in the Arkansas Valley of Southcastern Colorado. Runs

were made using ficld measurements ds input data. Results of these

runs include a water table elevation nap of the study arca at the end of

the time period being conziderced, and average monthly values of rirer
discharpe at the upstrean and downstream ends of the arca througchour
the study period. These results were compared to field measurements
to determine the ability of the model to accurately match observed
data.

An analysis of the sensitiviiy of results obtaincd using this
model to changes in the values of various input parameters wWas
conducted as part of the study. The purpose of this sensitivity
aralysis was to determine the itportance of the accuracy of each
input parameter to the quality of results. This information is
helpful in deciding how much time and cffort should be devoted to
obtaining accurate data values for cach parameter.  The sensitivity
analysis was conducted using data from the Arkansas Valley study ared.

The remainder of this chapter includes the presentation and

discussion of results ohtained using the model in the two stages
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of verification. The sensitivity of results to changes in the values

of several paramcters is also discussed.

Qualitative Aralveis of Results Obtained Using Svnthetic Data

The initial phase of model verification was carried out by
simulating flows in several simplified, hypothetical stream-aquifer
systems. The purposc of using simplified systems was to detect errors
in the operation of the model that might have remained undiscovered
amid the complexities of a real system. This stage of verification
was intended for checking the operation of those subroutines concerned
with computing scepape rates to and from the river and setting up and
solving the groundwater flow cquations.

The model was uscd to simulate flow in hypothetical stream-aquifer
systems with the following configurations: (1) horizontal initial
water table and uniform saturated thichress; (2) initial water table of
uniform gradicut in the direction parallel to the river, and aquifer
of uniform saturated thickness:; (3) initial water table of unifornm
gradient parallicl to the river, nonunilorm slonce perpendicular to the
river, and aquiter of nonuniform saturated thickness.  The water table
in the third conticuration sloped toward the river from both sides in
a U-shape, and the saturated thickness increasced toward the river, with
the maxinum thichness occurring dirvectly bencath the river.

The aquifer material in all three configurations was assumed to
be everywhere homogencous and isotropic.  The river traversed ecach
system from end to cend in a siraight path through the center of the
model. Each river erid was assigned a valune of head at the beginning
of every run which remained constant throughout the run. A well was

located about 0.5 miles from the river in the three-dimensional model
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segment of each configuration. The grid representation of the system
having a horizontal water table is illustrated in Figure 5-1.

Three runs were made with cach hypothetical system: (1) with no
pumping of the well; (2) with steady pumping of the well throughout
the run; (3) with steady pumping of the well for the first half of
the Tun and no pumping for the remainder of the run. Runs 1 and 2
were made over a period of 100 days, with 10 day time increments.

Run 3 spanncd 200 days, also with 10 day increments.

Results of run 1, with no pumping of the well, were similar ror
each of the three hypothetical stream-aquifer systems. A conparison
of the water table configuration at the end of the run to the initial
water table map for cach casce indicated little or no change, which
cas the cexpected result.  Scepage rates between the river and the
aquifer were zero for the system having a horizontal water table and
the system having a uniformly sloping water table in the direction of
the river and no slope perpendicular to the river. Substantial
seepage rates from the aquifer into the river were computod for the
system having a water table with nonuniform slope toward the river from
both sides. Seepage rates into the river were higher in the region of
the three-dimensional model scgment than elsewhere.  The reason for
this is that contributions to scepage in the three-dimensional scpment
include flow up through the riverbed from the underlying vrids, whereas
only lateral inflows arc included in scepage calculations in the two-
dimensional model scements. This result implics that sccpage calcula-
tions in the three-dimensicnal model segment are sensitive to Crrors
in initial heads or surface fluxes, which might cause positive crrors

in head values in the prids located beneath the river. lHowever, the



Two-Dimensional Segment

- )
Upstream L “\\"]{\(*\\></\
Three — Di?.sio;:\ i

Figure 5-1

// ~— \‘-:_":i_ T 7/
~— /\-\ T~ . :> - ~
— T~ ~ el
~. - / ~— L
e "\/{>{,\ _

\‘\; h -~
N

Segment

Downstream
Two-Dimensional Segment

Model Representation of Hypethetical Stream-Aquifer System with Hor

not to scale

izontal Water Table

4



93

seepage rates computed in the three-dimensional segment asppearcd to be
reasonable and agrced wel! with hand-calculated estimates of scepage
rate for this system. Favorable results obtained fron run 1 for each
system indicatod that the portions of the model for computing ground-
water moycmcnt and secepage between the stroam and aquifer were operating
correctly.

Results of run 2, with steady pumping of the well :throughout,
indicated the formation of a drawdown cone in ecach hypothetical
system. The shape of this drawdown conc varied with the configuration
of cach system. This drawdown resulted in scepage from the river in
the system with the horizontal iritial water table and in the system
with an initial water tablc having uniform slepe parallel to the river
and no slope perpendicular to the river. The result of the drawdown
duc to pumping in the system having an initial water table sloping
toward the river from both sides wis a reduction in the rare of
secpage into the river from the aquifer. Near the end of the run the
secpage rate in the river grid ncarest the well approached zero, then
changed sign, indicating that the river was losing flow in the vicinity
of the well. Results of run 2 for cach system indicated that the
portions of the model for simuloting groundwater movement and computing
seer ';¢ to and from the river were apparently opcerating correctly.

Resultc for the first half of run 3 werc identical to results
obtained in run 2 for cach systeom. After pumping ceased, the water
table in each system bhegan to recover from the effects of drawdown.
At the end of the run, water table clevations in cach prid appearaed to
be approaching their initial values. The recovery of the water table

was accompanied in cach case by a reduction in the rate of scepage
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from the river. For the system in which the initial water table
configuration sloped toward the river, seepage from the river ceased
within a few time steps after pumping was discontinued, and flow from
the aquifer into the river was reestablished at all locations along

the river. Results of run 3 for cach hypothetical stream-aquifer
system indicated that the handling of partially saturated grids in the
three-dimensional model segment permits the resaturation of these grids,
so that the model is capable of simuluting positive and negative water

table fluctuations,

Analysis of Results Obtained Using Ficld Data

The ability of the computer model to correctly simulate flow in
an actual stream-aquiler system was tested using data from a region
of the Arkansas Valley in Southcastern Colorado. A detailed description
of the Arkansas Valley study areca was presented in Chapter 1V, along
with a discussion of the sources and proparation of data from the arca
for usc with the model. The treatment of houndary conditions in the
use of the model with field data was discussed in Chapter [Il1.

A rtun was made with the model over a time period of 8 years,
beginning in January 1958 and ending in December 1965, using a time
increment of 30 davs. Computed results included mean monthly discharge
values below John Martin Dam and ncar Coolidee, Kansas, and maps of
water table clevations in the two-dimensional mocdel segment and hcads
in the three-dirensional model segment at threc-month intervals

throughout the run.

Computed River Discharees at John Martin Dam and Coolidec

The valuecs of river discharge at John Martin Dam ard at Coolidge

computed for the ycar 1960 are considered typicai of the results
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obtained at cach location for the entire eight years. Computed values
of mean monthly discharge below John Martin Dam arc plotted along with
observed values at the John Martin Dam gaging station in Figure 5-2
for 1960. Computed and observed values of river discharge at Coolidge
for 1960 arc plotted in Figure 5-3.

Computed values of monthly dischary? below John Martin Dam agreed
well with observed values. The obscrved mean discharge for 1960 at
this location was 158 cubic fecet per second, while the computed mean
discharge was 139 cubic fcet per sccond, resulting in a discrepancy
of 12 percent of the observed value. fhe primary rcason for this
discrepancy is belicved to we inaccuracy of estimated values of scepage
between tie river and aquifer in the reach of river between Lamar,
where calculations of river {low are begun, and John Martin Dam.
Seepage rates are dependent, either directiy or indirectly, on ncarly
every parameter uscd in the computer model, so that inaccurate scepigc
rates may resdalt from a large number of possible combinations of data
errors. The sensitivity of computed discharge valaes to errors in the
value of several parameters is discussed later in this chapter.
Incorrect scepage rutes may also result from inaccuracics in some of
the assumptions made to facilitate the use of this model, particularly
the assumption of idealized chunnel geometry and the set of assumptions
m-de to simplify the calculation of surface flux values. The use of
an average gradient between the river boundary and an adjacent aquifer
grid for computing c¢cpagce rates instead of the gradient at the river
boundary may be responsible for incorrect values of computed scepiyge
rate. The average discrepancy between computed and observed values of
mean annual discharge bclow John Martin Dam for the cight-year study

period was 12 percent of the observed value.
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Computed values of discharge at Coolidge appcared to follow the
pattern of observed discharges fairly well. However, discrepancices
between individual pairs of computed and observed values were often
quite large, as was the case for Junc 1960, shown in Figurce 5-3. In
spite of such large individual discrepancies, however, the observed
mean annual discharge for 1960 at Coolidee was 145 cubic fect per
second, the computed mean annual discharge was 178 cuhic feet per
second, and the ditference between these values was only 12 percent
of the observed value. The average discrepancy between observed and
computed mean annual discharge values for the cloht-year study period
was 23 percent. A probable causc of these discrepancies is inaccurate
computed estimates of scepage rates between the river and ayuifer.
Greater difficulty is expected in obtaining accurate discharge values
at Coolidre than at John \artin bam because the distance between Larar
and Coolidye is approximately twice the distance between Lamar
John Martin Dam. - The difficulty in obtaining accurate computed
estimates of discharge at Coolidue is compoundud hy several factors:
(1) Inflows to the Arkansas River (rom Big Sandy Creek contribute a
significant amount to the flows at Coolidge. These inflow values have
been estimated for the study period according to the procedure
described in Chapter 1TV, because discharge data were not avallable,
and these cstimates may be inaccurate. (2) Water diverted from the
Arkansas River is used extensively in the region between Lamar and
Coolidge for irrigation. The arcal distribution of this diverted water
over the study arca by the computer model was carried out on the
basis of scveral assumptions, which were discussed in Chapter THIL

If any or all of these assampt ions are invalid at given tocation in



the study area, large errors in computed valucs of surface flux, hence
errors in head values can occur. The cffect of such errors can be
transmitted to the value of river discharge at Coolidge through the
computed rate of scepage across the stream-aquifer boundary.  (3) Bhere
as the boundaries of the alluvial aguifer between Lamar and John Martin
Dam are almost cntirely containcd within the boundaries of the study
area, the aquifer widens between Lamar and Coolidpe, and a significant
portion of it extends hevond the study area boundaries. For this
reason the assumption of known or constant head boundarices at the
perimeter of the model may not he entirely valid in the Lamar-to-
Coolidge rcach. which may result in errors in head values. These cerror
affect the scepave rates, which in turn affeet the computed discharge
valucs at Cooliduc.

The least accurate estimates of river discharge at beoth John
Martin Dam and Coolidue were produced by the model for the vear 1965,

Plots of observed and computed monthly discharge values for thie vear

.

arc presented in Fivure 5-4 for John Martin Dam, and in Figure 5-0 tor
Coolidge. The discrepancy between observed and computed values of
mean annual discharse at John Martin Dam was 32 percent in 1065, For
mean anpual discharge at Coelidge, the discrepancy between the ohserved
and computcd values was 58 percent. A comparisoen of the plots of
observed and computed discharge values presented in Bigure 5-4 and 5-5
indicates that both these discrepancics were caused primarily by an
anomaly in the pattern of computed discharge values for the month of
June. At John Martin Dam, the computed discharpge was about 500 percent
higher than the obscrved value for Junc; at Coolidge it wus roughly

80 percent lower. Computed discharges at both stations for the remaini
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months of 1965 followed the pattern of observed flows fairly well. The
cause of this anomaly is belicved to be the failure of the model to
account for inflow to the river from surface runoff or from tributaries
other than Bip Sandy Creek, and its lack of o dynamic cquation for
correctly describing the movement of a flood wave down the river.

These contributions to river flow apparently became significant

during the period from Junc 16 to .Junc 20, 1965, when a flood passed
through the study area.  Large quantities of precipitation occurred

in the areca over a short period of time, which apparently resulted in
considerable runoff. This runoff reached the river both directly.

as overland flow, and indirectly, through several small tributarices

in the arca. The {lows in these tributaries are generally insionifi-
cant, but at this time were apparently considerable and contributod
significant amounts to river flow. The eftfects of surface runotf

and tributary inflows on the volume of river flow is evidenced by the
observed discharce at cach of the three river gaging stations in the
arca on Junc 18. Discharge below John Martin bam was 17 cubic feat

per second, at Lamar the flow was 25,000 cubic fect per second, and

at Coolidge the discharge had inerecased to 101,000 cubjc feet per
second. Becausc discharge calculations are initiated at Lamar for cach
month, the undercstimation ot inflows to the river throughout the

study arca for June 1965 caused an overestimation of the discharge
below John Martin Dam, and an underestimation of the discharge at
Coolidge, as is apparent from the plots of observed and computed

monthly discharge values shown in Figure 5-4 and 5-5.
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Computed Water Table Elevations axd teads

Computed values of water table elevation in each grid of the
two-dimensional model segments, and head 1In each grid of the three-
dimensional sepment, were obtained at the end of every three months
throughout the cight-year Tun of the model with field data. Data
were not available for heads at cach level of the area modeled by the
three-dimensional scgment. Therefore, in order to facilitate the
comparison of model results with field data, values for water table
elevation had to be obtained in ecach column of three-dimensional grids.
This was done by assigning cach grid column a watcer table clevation
equal to the head in the uppermost prid of the column containing i
portion of the caturated zone. These values were then usced, along
with water table clevation values from the two-dimensional segments,
to construct a contour map. The contour map was then compared with
a similar map constructed from measured water table clevations
throughout the arca. A map of water table zontours constructed from
values computed tor December 1965 has been plotted along with a sct of
contours constructed from observed values which were obtained from
measurcments taken carly in 1966.  The portion of this map obtainced
by the upstrecam two-dimensional model scgment is shown in Figure 5-6.
The center section of the map, obtained by the three-dimensional model
scgment, is shown in Figure 5-7, and the downstrcam portion of the map
is shown in Figure 5-8S.

Comparison of computed with observed values of water table
elevations mapped in Figurce 5-6 indicates good agrcement at most
locations. Where discrepancies do occur they are generally small and

localized. Such discrepancies may result from a number of factors
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including (1) inaccurate surface flux values, (2) incorrect perimeter
boundary heads, (3) responsc of the aquifer to inaccurate computed
seepagc rates, (4) effects of discretizing parameters and lincarizing
gradients to facilitate the use of the finite difference technique.

Comparison of computed with observed water table clevations
mapped in Figure 5-7 indicated reasonable agrecement over 2 majority
of the area. However the computed concours are generally shifted
slightly to the right of the contours constructed from observed data,
indicating a hizher water table. This shift is also noticeable in
the water table downstream of Lamar, as shown by the location of
computed contours in Figure 5-8. The primary causc of this shitt was
believed to be the incorrect representation by the model of the June
1965 flood. The cffects on computed river discharge values of the
model's inability to simulate surface runoff was discussced previously,
and the effect on the water table was to raisc it, because large
quantitics of watcer which should have been treated as surface runoff
were instead added to the groundwater rescervoir.

An additionai factor which may have been partially responsible
for the shift in the water table contours is the simplified treatment
by the model of the application of irrication water, and the limited
capability of the model to treat the time lag from application at the
surface to arrival at the water table. This simplified model repre-
sentation of flow above the water table has the effect of overesti-
mating water table fluctuations. The unsaturated zone in the actual
casc may be thought of as a damping member of the systoem, which reduces
water table fluctuations by absorbing or releasing water in response

to surface application and water table fluctuations, but with the
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response taking place after a time delay. The treatment of flow in
the unsatursted zonc by the model includes linarizing eradients and
using average values of the unsaturated flow parameters of dS/dH and
kr over large model grids representing the unsaturated zone. Whilce
this simplification docs not entirely negute the damping property of
the unsaturated zone, it does sieniticantly reduce its erfectivencess.
This shortcoming of the model could be reduced by using @ larger number
of grids in the three-dimensional scepment having smaller thicknessces,
on the order of one foot or less. This inprovement was not undertaken
as part of this study because such a large number of grids would
exceed available computer storage.

The computcd drawdown cone in the vicinity of the Lamar power
plant wells, which is indicated by the contour lines in Figure 5-7,
is somewhat larger in arcal extent than the observed drawdown cone.
This may be duc to several factors including (1) underestimated vialues
of hydraulic conductivity in the well ficid, (2) underestimated value
of porosity in the area, (3) overestimated water table fluctuations,
(4) incorrect estimation of surface input in the vicinity of the well
field, (5) and use of the finite difference avproximation.  The efvect
of this discrepancy is not apparent 1n the conticuration of the
computed water table more than about one mile from the well field, and
for this recason is not considered to cause significant crrers in
results, eithcr in the vater table elevations in the remainder of the
study area, or in the computed river discharges at John Martin Dam
and Coolidge.

Computed hcad values in the three-dimensional model sepment

indicated that no hydraulic connection exists between the river and
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the aquifer over a reach approximately 2.5 miles in length in the
vicinity of the Lamar power plant wells. This indication is based on
the fact that computed water table clevations in this reach ranged
from 2 to 12 feet lower than the clevations of the river bed directly
overhead. These results agreed well with water table clevations
which were measurcd by Moore and Jenkins (1965). The most important
aspect of this result is that it shows the model's capability to
simulate a complex flow situation, in which the combined effects of
high-volume pumping near a river, and a silt layer on the bed and
banks of the channcl have caused the hydraulic conncction between the
river and aquifer to be broken. Boundary condition indices printed
out as intermediate results by the model indicated that scepage {rom
the river in this 2.5 mile reach was being correctly represented as
partially saturated flow, with scepage velocity determined entirely
by silt luycr characteristics and river stage.

Comparison of computed with observed values of water table
elevations mapped in Figure 5-8 indicates fairly good agrecment
throughout the arca. Small, localized differences between computed and
observed water table clevations may have been causcd by scveral factors
discussed in previous paragraphs of this section. In this region the
accuracy of surfacce flux values and perimeter heads is more important
for obtaining accurate water table clevations than it is in the arcas
treated by the other two segments of the model. The rcasons for this
are (1) extensive use of water diverted from the Arkansas River for
irrigation, (2) the arcal oxtent of the aquifer beyond the boundaries
of the study arca. The cffects of these factors on the watcr table

elevations were discussed in a previous section of this chapter
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along with a description of their influence on the accuracy of computed

discharge values at Coulidge.

Analysis of Sensitivity of Results to Variation of Paramcters

As part of this study, an analysis was conducted of the sensitivity
of results obtained with the model to variations in +he values of
several parameters. Ficld data from the Arkansas Valley study arca
were used in this analysis, which was limited primarily to the consid-
eration of those parameters for which comprehensive data were not
available, and for which values used as input to the computer model
had to be cstimated or assumed.

The paramecters considered in c¢his analysis were (1) bubbling
pressurc hecad of the silt layer, hpb’ (2) silt layer hydralic

-

conductivity, KS, (3) the array of relative permeability vatues, kr,
(4) the array of values of the derivative of saturation with respect

to head, dS/dll, (5) the porosity, &, (6) the array of values of surface
flux, QS, (7) the array of initial values of head, 1, and (8) the first
three valucs of monthly discharge at Lamar, QL' The analysis of the
sensitivity of results to cach of the firct six of thesce parameters was
carried out by first making a short run of the model with the parameter
set cqual to the value or array of values used in the ecight year run.
The short run was then repeated with nothing changed c¢xcept the valne
of the paramcter under consideration. Mean monthly discharges at John
Martin Dam and Coolidge were obtained for each of the two parameter
values and were plotted together and compared with cach other, and also
with observed discharge values, to determine the effect of varving the
parameter valuc. As an example, values of monthly discharge below

John Martin Dam, which werce obtained using twe different bubbling
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pressure head values, arc plotted in Figure 5-9, along with observed
values. Water table elevation contour maps obtained using the two
parameter values were also compared for the purpose of determining the
effects of the paramcter variation. Sensitivity runs for these six
parameters spanncd 180 davs cach, with 30 day time increments.  Because
the number of water table elovation maps and plots of monthly Jdischuarge
values generated in this analysis was quite larpe, these maps and plots
were not included in this discnssion.  Instead, the results of the
sensitivity analvsis for variations of h K, k dS/dt é, o and

: ‘ pb’ s r’ p’ "’
QS arc summarized in Table 5-1. The original volue or array of values
of each paramcter, the value or array to which it was changed and the
resulting influcnce of this change on discharee below John Martin lam,
discharge av Coolidge, and water tuable throuphout the study aren are
indicated in Table 5-1. Following is a bricef discussion of these
results for cach of che six paramcters included in Table 5-1, and also
of the results of analyses of the sensitivity of model results to varia-

tions in initial hcads and initial discharges at Lomar,

Silt Layer Bubbline Pressure ead,  Increasing the value of hpb
from -2.40 feet to -0.25 fect produced the effect of deercasing the
maximun possible rate of scepage from the river in the three-dimensional
model segment. As a result, scepase {rom the river was underestimated
hoth upstream and downstream of the Lamar gaging station.  This produced
underestinates of discharge values at John Martin bam and initial over-
estimates of discharge at Coolidee, as indicated in Table 5-1. Reducing
the rate of stream depletion, therchy reducing the rate of recharge to

the aquifer, caused the water table to drvop in the three-dimensional

model segment. Fventually, this drop cansed a lowering of the water
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table all the way to Coolidge. The result of the lower water table was
lower rates of scepage into, or higher rates of secpage from the river.
This cffect caused an underestimation of scepage rates at Coolidge
after the first few time increments, as indicated in Table 5-1.
\_H‘i_l_g_li.j_y_()_x‘_«!{_,\"}l_xj_:xfrx}kiug Conductivity. Changing the value of l\'q
influences the rate of stream depletion in the three-dimensional model
segment, as does changing the value of hpb' It would thercfore be
expected that increasing the value of Ky from 0.05 teet per day o
0.16 feet per day would produce the opposite cffects from thosc
described in the previous paragraph. This is the case for low {lows
at John Martin Dam and for the clevation of the water table. Lacuwanive
secepage from the viver in the three-dimensional sceoment of the nodel
results from the high Kq value. During the winter, when the water
table is low, oxcessive stream depletion values between Lanar andd John
Martin Dam result in computed discharpge values at John Martin bas
which arve higher than the obscrved discharpes. However, this caveinive
stream depletion also provides excessive recharge to the aquifer, henee
a higher water table. Later in the year, wher suriace irrigation and
high river flows begin to provide even more recharoe to the acuifer,
the waier table rises still higher. By late spring the water vt e
generally rises above the level of the viver in most places and the
aqui fer begins vecharging the river. With the water table cexceptionally
high, the rvate of seepage into the river is overestimated, resulting

i an undercstimation of the discharge at John Martin Dam. This resualt

is recorded in Tabhle 5-1.

i

An intercsting effect resulting from raising the value of K_ i

-~

observed in the behavior of this model in predicting discharges at
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Coolidge. The high water table between Lamar and Coolidge, which
results from higch scepage rates in the three-dimensional model scgment,
initially causes overestimated seepage rates into the river between
Lamar and Coolidec, which result in an overestimated discharge value
at Coolidge.  Near the lower ond of the reach, the computed discharge,
hence the head in the river, becomes so hich that it may exceed the
head in the surrounding aquifer. As a result, sccepage rates into the
river calcuiated for use in the next time step are drastically under-
estimated and may be negative, indicating secpage away from the river.
The use of these scepage rates in the next time increment results in
substantial underestimates of discharpe at Coolidge and in the recach
of river upstrean of Coolidge for several miles. These underestimuated
discharges, accompanied by low heads in the river, result in over-
estimated scepaye rates, as were observed in the same arca two time
steps before. The result of these events is the prediction of monthly
discharpe values at Coolidge which are alternatcely too high and too
low. This result is recorded in Table 5-1. The reeson for this
fluctuation is the use at the present time level of svepape rates
computed at the previous time level.  The problem could be alleviated
by using an iterative scheme to solve for scepage rates at the prescent
time level using present head values, or by uging smaller model time
increments.  Because of the excessive amount of computer time and
storage such an iterative scheme would consune, this was not done as
part of this study.  However, as was reported in the previons section
of this chapter, reasonably accurate cotimates of discharpe ot Coolidpe
were obtained using o 50 day time increment and the existing proceduare

for computing scepape rates, when reasonably accurate parameter values
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were used. For this reason, the procedure for estimating seepage rates
and the 30 day time increment were left unchanged for further use of
the model in this study.

Relative Permeabilitices. The array of kr values used in the

eight-vear run iv given in Table 6-2 as Array A. The array of values
used to analyze the sensitivity of results to variations in kr values
appears as Array B, Array B 1s a morc realistic representation of the
relative permcability of a naturally occurring sandy material than
Array A. The values of Array B owerc obtoined from the plot of relative
permeability as a function of pressure head for fine sand piven in
Figure 4-7. [lHowcver, trial runs of the model using Array B resulted

in the erroncous results summarized in Table 5-1, and Array A wias uséd
instead to obtain the morc accurate results of the cicht-year run. The
apparent reason for the inaccurate results obtuined using Array Bois
the overestimation by the model of lateral flow between partially
unsaturated grids in the threc-dimensional model seoment.  The over-
estimation of lateral flow contributes to an overestimation of flow

in from the side boundaries of the model. Sccepaye to or from the river,
depending on the direction of the gradicnt may also be overestimated.
These factors cause the clevated water table, overestimated discharpge
at John Martin Dam, and oscillating predictions of discharee at Coolidge,
as indicated in Table 5-1.  The cause of the overestimation of latersl
flows in the partially saturated grids is the overprediction of Tateral
flow above the water tahle in these prids.  Two possible reasons for
this are: (1) The relative permeabi Lity function piven by Array Bomay
not be representative of the aquifer material in the Lamar arcd. I

the actual .aterial is coarser than that represented by Array B, a
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Table 5-2 4 Arrays of Relative permeabilities and Saturation
Derivatives Used in Sensitivity Analysis

Capillary Relative Permcability, Saturation Derivative,

Pressure kr ds/dn

He?géth’ Array A Array B Array C Array D
0.5 1.000 1.000 0.000 0.000
1.0 1.000 1.000 0.000 0.000
1;5 1.000 0.980 0.020 0.010
2.0 1.000 0.900 0.060 0.030
2.5 0.000 0.650 0.160 0.080
3.0 0.000 0.200 0.300 0.150
3.5 0.000 0.100 0.480 0.240
4.0 0.000 0.070 0.260 0.130
4.5 0.000 0.045 0.140 0.070
5.0 0.000 (+.030 0.080 0.040
5.5 0.000 0.020 0.060 0.030
6.0 0.000 0.015 0.040 0.020
6.5 0.000 0.010 0.020 0.010
7.0 0.000 0.010 0.020 0.010
7.5 0.000 0.010 0.010 0.00S
8.0 0.000 0.010 0.010 0.005
8.5 0.000 0.010 0.008 0.004
9.0 0.000 0.010 0.004 0.002
9.5 0.000 0.010 0.002 0.001

10.0 0.000 0.010 0.000 0.000
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function whose values decrease more sharply with increasing capillary
pressure head would be more appropriate. Array A is such a function.
(2) If vertical flow exists above the water table, the average gradient
between the saturated zones of two adiacent grids may not be cqual to
the gradicnt in the unsaturated zones of the grids. This problen
could be alleviated greatly by using a larger number of much thinner
grids to represent the portion of the aquifer 1n which unsaturatced tlow
is likely to occur. This was not done in this study because the
trcatment of such a large number of prids would cxceed aviiluble
computer storage.

Saturation Derivatives. The array of values of dS/dH used in

the expression Yor flow in the three-dimensional model scement for the
eipht-vear run is given in Table 5-2 as Array C. The values of Arvay C
were obtrined frem the plot of saturation as a function of presauce
head for fine sand given in Fivure 4-8.  The array ot values uscd to
analyze the senitivity of results to variations in the values of
dS/dil appears s Arvay boin Tibde H-00 The values of this array were
obtained by dividing ecach vilue of Array € by wwo. Althoush the
resulting function is purely artificial and not representative ol any
particular matevial, its shane is similar to functions ol ds/di
typical or silty soil. Using Avray D in place of Array € as the
function of ds/dH resulted in an effect similar to what would he
expected as a result of decreasing the specific vield in the two-
dimensional mode! scerments.  Greater changes in head resulted from
increasing or Jecreasing the storage of prids located partially or

totally within the unsaturated zone.  Inflow to the prids of the thr -

dimensional model scpment from surface flux, scepage from the river,
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and flow to the interior grids from the perimeter, rcsulted in head
values which were generally overestimated, cxcept in the immediate
vicinity of the Lamar Power Plant wells. The effect of overestimiated
heads in the three-dimensional model scgment on estimated discharges
at John Martin bam and Coclidee are summarized in Table 5-1, and were
discussed previondy.

Porosity. Incrcasing the value of ¢ from 0.25 to 0.30 produced

the effect of increasing the available storage in the three-dimensional
model segment, and decreasing the responsce of head values to changes
in storage. As a result, heads ncar the river werce more insensitive
to inflows and outflows than before. Small errors in computed scepage
rates occurrcd, which in turn produced minor crrors in the estimates
of mean monthly dischavee at John Martin Dam and at Coolidee.  The
only differences produced in the water table by using a value for 4
of .30 were slivhtly higher head values in the immediate vicintiy of
the well, which occurred as a result of the incrcased storage in the
aquifer.

Because of effects produced by changine the value of ¢ from
0.25 to 0.30 were inconclusive a second sensitivity run was made with
a ¢ value of 0.20, to determine whether the results were insensitive
to changes in ¢ within a probable ranse of values, or whether the use
of the value of ¢ of 0.30 coincidently produced reasonable results.
The results of sensitivity runs using ¢ values of 0.30 and 0.20,
which are summarized in Table 5-1, indicate that using a value of 0.20
for ¢ producces crrors opposite in sign and approximately equal in
magnitude to crrors produced using a ¢ valuc of 0.30. It is there-

fore concluded that variations in the value of porosity within a
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probable range docs not produce significant errors in the results
obtained using the model developed in this study.

Surface Flux. The procedure for estimating a value of surface
flux at cach time increment {for cvery surface grid of the model was
discussed in Chapter 1IT. Although seasonal variations in the
magnitude and direction of flux, and the variations with location in
the study arca are censiderable, the net annual flux for the entirce
study arca is on the order of 0.2 feet. The sersitivity of results
to variations with time and location of surface flux was tested to
determine whether surface flux could have been neglected altogether
in the analvsis of flow in this particular stream-aquifer system,
without decreasing the accuracy of results,  This was accomplished by
using surface flux values of zevo for all surface grids ot the model,
in place of those caleulated from data at the beginning of cach time
increment. Results are summarized in Table 5-1. Whiie low flows,
both at Coolidve and at John Martin Dam were cstimated with reasonable
accuracy, hich flows were overcstimated at John Martin Dam oand under-
estimated at Coolidge. The crvors in estimates of high discharge
values are believed to result (rom the failure of the water table
predicted by the model to rise, as it normally would in response to
large inflows at the surface due to irrication in the late spring and
early summer months. The failure ot the water table to rise at this
time results in low estimates of scepage into the river, hence the
errors in estimated mean monthly discharge values below John Martin Dam
and at Coolidge. The water table exhibits a high degree of sensitivity

to surface flux throughout the study arca, as was determined by
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comparing water tables obtained with and without surface flux at
various times.

Becausc scasonal and spatial variations in surface flux have a
significant influence on the quality of results, it was concluded that
consideration of surface flux should nct be cexcluded in the analysis
of flow in the stream-aquifer system considered in this study.

Initial Heads.  Runs one year in length with 30 day time increments
werce made to determine the effect on results of variations in the array
of values of initial head, H.  This was accomplished by making two
runs of the model with boundary condition data from 1960, run 1 with
the correct initial head array trom 1960, and run 2 with an array of
initial head values from 1050, Resulting monthly discharge valuces

were plotted along with observed values for both John Martin Dam and
Coolidge.

The plot of computed and observed mean monthly discharges at
Coolidge is shown in Figure 5-10. Initially. the pattern 0% computed
discharge values obtuined in run 1, using 1959 initial heads, cexhibits
no similarity to the pattern of discharges computed in run U, usiny
1960 heads, or to the pattern of observed discharge vilues. leginning
in July, however, the computed dischavge values from the two rTuns
appcar to begin converging, with only October showing @ sipnificant
discrepancy. The computed values of discharge for December are nearly
equal. Results at John Martin Dam were similar, showing an cven more
definite pattern of convergence for the two scts of computed discharge
values. Comparison of the water table elevation map obtained at the

end of run 1 with the map obtained in run 2 indicated differences of

less than 0.5 feet at most locations, whereas differences of as much
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as 4 feet existed between the initial water table maps used in the
two runs,

The conclusion drawn from these observations is that the effect
of initial head valucs on results for heads obtained by the model
diminishes with time. This implics that small errors in the array of
in‘tial head values probably have little or no effect on results
obtained arter scveral years. A more detailed analysis would be
required to determine the numoer of time steps nceded for the effects
of an error of given magnitude and at some given location in this
model to become ncgtigible.

initial Discharses at Lamar, Runs two ycdars in length with 30

day time increments were made to determine the effect on results of
variations in the values of monthly discharge at Lamar for the first
three months of the run. Values of monthly discharge at Lamar for
January, February, and March of 1959 had to be estimated because data
were not available. The procedure for estimating these values, which
were used as input to the model for the cight-ycar run, was described
in Chapter 1V. Two runs were made using initial data from 1959 and
boundary conditions from 1959 and 1260, Run 1 was made using the
estimated mean wonthly discharge values as Lamar for the first threc
months of 1959. These values werce 120 cubic feet per second for
January, 82 cubic feet per sccond for February, and 46 cubic feet per
second for Mavrch. Run 2 was made using a value of 200 cubic feet per
second as the mean monthly discharge for January, February, and March
1959. Resulting values of mean monthly discharge were plotted along

with observed values for both John Martin Dam and Coolidge.



The plot of computed and observed mean monthly discharge values
at John Martin Dam is shown in Figurc 5-11. After the first three
months of the run, values of computed discharge at John Martin Dan
appear to converge almost immediately. Afrer October 1959 values
computed by run 1 are indistinguishable from those computed by run 2.
Results at Coolidge showed a slower convergence of computed discharge
values. Dischary> valucs computed by run 1 agreed closcly with values
computed by run 2 after June 1960. The arcater susceptibility of
computed values of discharge at Coolidge to inaccurate scepdge rates
computed in the Lumur arca is belicved to account for the slower con-
vergence of computed discharge values.  In run 2, the initially high
values of discharpe at Lamar apparently resulted in the overestimation
of seepage rates from the river into the aquifer, which in turn raised
the water table in the Lamar arca.  Downstream propagation of this
slightly clevated water table was accompanicd by higher than actual
seepage rates into the river, or lower than actual seepaze rates from
the river. This resulted in overestimated discharge values at Coolidge
for several months after the intentional overestimation of dischurge at
Lamar ccascd. A comparison of the water table map ohtained 1n run 2
with the map obtaincd in run 1 indicated that water table vlevations
from Lamai to Coolidge were as much as one foot hipher than those
obtained in run 1. This result serves as another indication of the
overestimated scepage rates caused by the high values of initial
discharge at Lamar.

It is concluded from the forecgoing results that variations in
values of monthly discharge at Lamar have virtually no residual

effects on computed discharge values upstreum at John Martin Dan.
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However, significant differences between computed discharge values at
Coolidge from run 1 and from run 2 persisted for several months after

March 1959. Similar residual offects were ohserved 1n the water table

~t

downgradicent from Lumar. However, the tendency of discharges at
Coolidge computed in run 27 to approach the values of discharge computed
in run 1 after June 1960 indicates that the residual effects of
variations in discharge at Lamar diminish with time. The implication
of this conclusicn is that crroneous vialues of the estimated discharve
at Lamar would not adversely affect results obtained by the model after
several years. A more detailed analysis would be required to determine
the time lapse required before the effects of an error of given

magnitude in the mean monthly discharge at Lamar would become negligible.



CHAPTER VI

CONCLUSIONS AND RECOMMENDATIONS

Conclusions

A finite difference model for simulating three-dimensional,
saturated, and unsaturated, steady and unsteady flow in a stream-aquifer
system was dceveloped.  This model was designed for use in this study to
interact with a finite difference aleorithm for simulating two-dimon-
sional flow of groundwater under fully saturated conditions.  The
resulting combined model was then used to simulate flow in hypothctical
and actual stream-aquifer systems, and its ability to produce accurate
results was analyvzed. As a result of this study the following conclu-
sions were drawn.

1. The model was successful in simulating flow in several sim-
plified, hypothetical systems, as wWas determined hy a quali-
tative analysis of results produced by the model.  The hypo-
thetical stream-aquifer systems which were modeled had the
followiny configurations: (1) horizontal initial water table
and uniform saturated thickness; (2) initial water table of
uni form gradient in the direction parallel to the river, and
aquifer of uniforn saturated thickness; (3) initial water
table of uniform gradient parallel to the river, nonuniform
slope perpendicular to the river, and aqui fer of nonuni form
saturated thickness.  The water table in the third conliyura-
tion sloped toward the river from both sides and the saturated
thickness increased toward the river from cither side. Results

of runs made with and without the pumping of a well in cach
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of the thrce systems indicated that the model was capable of
producing a physically reasonable simulation of flow for each
case.

The ability of the model ro correctly simulate flow in an
actual stream-aquifer system was demonstrated. This conclu-
sion was hased on the success or the model in reproducing,
with reasonahle accuracy, observad values of monthly di=churge
at two stream cacing statiens in the Arkansas Valley study
area, and matching ohserved water tahle clevations in the

arca within reasonable limits of error. The simulation 1n-
cluded the consideration of the combined effects of a flow-
retarding silt laycer on the hed and banks of the river chiannel,
and high volume pumping near the river in the vicinity of
Lamar. The model correctly simulated the resulting breai in
the hydraulic conpection between the river and the aquifer
over a two mile rcach influenced by the drawdown in the well

field.

vater table clevations and river discharge values obtained by
this model were shown to have varving degrces of sensitivity
to changes in the values of scveral parametoers, Significant
cffects on these results were obtained by changine values of
the silt layer bubbliang pressurce head, hpb' the =ilt layer
hydraulic conductivity, Kg, the array of values of relative
permeability, kr, the array of values of saturation derivative,
ds/dil, and the arrvay of values of surface {flux, Qt. The

5

effect on results obtained by changing the value of porosity,

6, was not considered sipgnificant.  Varying the initial valnes
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of head, H, throughout the model and mean monthly discharge,
Q, at Lamar produced significant effects on the character of

results obtained. These effects, however diminished with time.
>

Recommendations “or Fur her Study

The followin, recommendations are made for further investigation

!

in connection with the finite difference model developed in this study.

1.

The possibility of more sophisticiated and more detailed
represcentation of flow above the water table should be
explored. The use of a larger number of thinner model grids
was previously suggested as a means of accomplishing part of
this objective. Because of the large amount of computer t me
and storave this would require, however, it is suggested that
alternate methods should be considered.

A subrottine for representing overland flow duc tu rainfall
excess, flow in minor tributaries, and unsteady, nonuniform
river flow should be added to the model if the intended
application includes simulation of flood flows. This need

is demonstrated by the faitlure of the model to correctly
simulate the June 1965 Tlows in the Arkansas Valiey study area.
Efforts shonld be made to obtain more comprehensive data tor
future applications of this model, so that the use of a number
of assumptions and estimates which were made to obtain values
for input parameters in this study could be eliminated.
Becausc of the considerable effects of surface flux values

on model results, special attention should be dirccted to

obtaining information concerning type and arcal distribution
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of crops grown in the arca of interest, and distribution in

time and space of water “iverted from the river for irrigatici.

Recommended USCf“QfNEDEryggpl

The three-diaensional, finite difference model develeped in this
study for simulating complex flews in a stream-aqui fer systom may be
used singly or in combination with two-dimensional finite difference
models. The model interfaced on hoth ends with two-dimensional mode]
segments for its usc in this study.

Used singly, the model provides an offective means of analyzing
complex flows in small basins, on the order of 100 squarc miles or less.
The following uscs are nroposed for this form of the model: (1) use
by water regulatory auencies as an aid in settling water rights disputes
among uscrs of proundwater and surface water in a given basin, (2) usce
as an aid in mabing watcer resource managonent decisions which are most
beneficial to the maximun nusber of users and to the environnent,

(3) usc as an aid in determining the feasibility and probuble bonetits
of proposcd water resource development projects, hy mathematicalls
simulating the results of sueh projects prior to implementation.

Used in combination with a largce two-dimensional model, the three-
dimensional nodel provides a detailed analvsis of a limited portion
of a large stream-aquifer system. With this combination of models
it is possible to obtain a localized detailed flow analysis where it
is nceded without consuming large amonnts of computer time and storage
in an unnecessarily Jotailed simulation of arcas which arce not of
major concern, Or in which the {low can be accurately sinmulated using

less sophisticated methods.
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The various components of this model have been set up as separate
subroutines so that a given component can Ye cuasily modified, replaced,
or in some cases delcted withour disturbing any other part of the
computer progran. For this reason the model is readily adaptable for
use in analyzing flow in several types of croundwater-ouri oo water
systems other than a stream-aquifer system.  The followin: cocsoraenda-
tions are made for the usc of this model in analyzing flow in these
systems.

1. With no rodification necessary other than setting up the

appropriate geometry for a given casc the moadel may be used
to simulate the interaction hetween carth canals and the
adjacent aquifer. Because of 1ts capubility of simulating
three-dimensional flow, the model is particularly uscful in
the analysis of secpage loss problems, in which vertical
flows are important.

2. The model may be used to analyze flow in drainace channcls,
and is particularly uscful as 4 desivn tool, 1n determining
the most efficient channel geometry for obtaining optinal
drainage conditiens. MNo modification of the model is nccessary
for this application except setting up the appropriate
geometry for the particular case.

3. The model may be used to analyze flows in recharge nits, and
is especially usceful as a design tool for determining
efficient veometry, as was the case for drainage channels.
The capability of the model to simulate three-dimensional
flow is advantagcous in this application, because vertical

flow downward from recharge pits is often important. A
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suggested adaptation of the model for this application is a
replacement of the subroutine for computing surface water
elevations by the Manning formula. This subroutine is usecd

in the model in its prescent form to determine depth of flow in
the river. No adaptation of the model is nccessary for the
correct representation of the recharge pit boundaries, In
which no silt layer is present. By assigning the silt laver
hydraulic conductivity a value cqual to the hydraulic conduc-
tivity of the surrounding aquifer material, and the silt layver
bubbling pressure head a value of zero, the flow retarding
effects of the laver are neutralized. The model then simu-
lates {low across the boundary as if no silt layer were
present.  For this application the use of the three-dimensional
model segment alone 1s recommended.

With only an adaptation of the model subroutine for determining
surface water elevation, the model can be used to simulate

the interaction between o lake or rescervoir and the surroundi
aquifer.  This model is especially uscful in determining the
chanpe in storage of a reservoir-aquifer system due to a

given change in water surface clevation in the reservoir.

Such information is uscful in determining optimal reservoir
manigement policies. The three dimensionz] model segment,

uscd alone, should provide an adequate representation of flow

in a reservoir-aquifer system,
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APPENDIX A

DESCRIPTION AND LISTING OF
COMPUTER PROGRAM

Description of Progran and Sutroutines

PROGRAM LINKEFLO is the control progrim which directs the scquence of
operations for solvine the system of equations for flow in the
stream-aqui fer systen. Appropriate subroutines are called from
LINEFLO as needed for calculating the various components of flow,
for adjusting boundary conditions, and for reading data. The time
incrementing loop is controlled by LINKFLO.

SUBROUTI:E INITIAL  reads in and srints out initial data, sets up the
grid systen for the proundwater flow equation, and establishes
river channcl gcometry and canal distribution recgions.

SUBROUTINE BCON  reads in boundary conditions at the beginning of cach
time increment and computes discharee and head in cach river grid,
and surface inflow tor cvery surface orid.

SUBROUTINE SCRIBE  prints out intermediate and final resulls, including
river discharges and water table clevations.

SUBROUTINE MATROP arranges two-dimensional and three-dimensional arrays
in a standard form for printout.

SURROUTINE MATSOL  sets up the coofficient matrix and the right hand
side column vector for solving the groundwater flow equations,

SUBROUTINE SIDL is called from YMATSOL to compute coefficients and
column vector values for thosc grids in the two-dimensional model
segment that are surrounded on all sides by other two-dimensional

grids.
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SUBROUTINE STRAN is called from MATSOL to compute coefficients and
column vector values for grids in the two-dimensional model
segment that are adjacent on onc side to a column of grids in the
three-dimensional model segment.,

SUBROUTINE CTRAN is called from MATSOL to compute coefficients and
column vector values for grids in the three-dimensional model
segment that are adjacent on onc side to a grid in the two-
dimensional wodel scpment.

SUBROUTINE CLUNTER  is called from MATSOL to compute coefficients and
column vector values for ¢rids in the three-dimensional model
segment that are surrounded laterally by other three-dimensional
grids.

SUBROUTINE BSOLVE is called from MATSOL to solve the matrix for ncw
values of head in each groundwater grid using the Gauss-Elimination
technique.

SUBROUTINE RIVEND - computes seepage rates to and from the aquifer for
each river grid of the model.

SUBROUTINE SPLIT Qs culled from RIVEND to compute seepapge rates in the
river prids located in the three-dimensional model scement.

SUBROUTINE STURE  computes the mass balance for the aquifer in all
interior grids of the model at the end of cach time increment.

SUBROUTINE ADJUST  computes values for unsaturated hydraulic condue-
tivity and derivative of saturation with respect to head for cvery
grid in the three-dinensional model sepment at the beginning of
each time increment.

SUBROUTINL KENP' s called from CIRAN to compute values of unsaturated
hydraulic conductivity above the water table for two-dimensional

grids.
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APPENDIX B

INPUT DATA
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Initial Water Table Elevations in Feet, Upstrecam Segment

:\\\i 1 2 3 4 5 6 7 8
1 3741 3736 3745 3765 3580 3790 380C 3815
2 3728 3727 37535 3763 3775 3781 3795 3312
3 3717 3719 3735 3760 3770 3772 3785 5810
4 3705 3705 3715 3740 37 3750 3760 3705
5 3696 3695 3694 3720 3725 3730 3740 3775
6 3691 3686 3685 3701 3705 3710 3720 3760
7 3681 3674 3673 3680 3685 3690 3700 3745
8 3670 3665 3662 3660 3660 3665 30681 3721
9 3660 3650 3048 3649 3649 3655 3665 30680
10 3650 3641 3639 3637 3632 30635 3651 3680
11 3640 3633 3632 3629 3629 5028 36410 3681
2 3632 3629 3625 3624 3624 3625 3640 3660
Table B-2 Initial Heads in Feet, Center Segment
N 1 2 3 4 5 6 7 8

1 3625 3620 3615 3616 3617 3618 3630 3655
2 3618 3612 3600 3608 3610 3611 3010 3650
3 3611 3605 3600 3603 3606 3608 3621 3651
4 3608 3602 3598 3600 36035 3607 3614 3630
5 3613 3600 3597 3599 3600 3601 3610 3620
6 3621 3598 35904 3595 3596 3600 3611 5621
7 3601 3595 3540 3589 3590 3592 3601 3621
8 3594 3588 3580 3588 3589 5588 3592
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Table B-3 Initial Water Table Elevations in Feet, Downstream Segment

\ 1 2 3 4 5 6 7 8

1 3600 3582 3581 3583 3583 3584 3589 3610
2 3590 3581 3574 3577 3577 3577 3580 3601
3 3580 3571 3564 3563 3565 3567 3575 3595
4 3570 3555 3554 3553 3555 3558 3570 3595
5 3560 5541 3542 35435 3544 3544 3550 3556
6 3541 3534 3534 3535 3537 3538 3541 3547
7 3525 3527 3525 3527 3529 3530 3532 3538
8 3517 3515 3513 3511 3511 3513 3518 3520
9 3500 3502 3500 3497 3496 3495 3502 3530
10 3489 3488 3484 3483 3483 3482 3500 3570
11 3477 3474 3477 3477 3478 3479 3485 3500
12 3453 3451 3454 3457 3460 3401 3475 3485
13 3438 3436 3437 3440 3442 3444 3450 3465
14 3426 3420 3428 3430 3432 3436 3435 3445
15 3417 3418 3419 3421 3425 3425 3428 3430
16 3405 3407 3408 3407 3408 3408 3410 3415
17 3393 339% 3394 5394 3395 3396 3398 3405
18 3383 3384 3382 3383 3383 3584 3387 3400
19 3308 3371 3372 3372 3371 3372 3373 3380
20 3354 3357 3358 3360 3360 3360 3360 3365
21 3345 3347 3348 3349 3350 3352 3355 3360

3340 3344 3350 3355

(3]
N
(9]
(&3]
(o3
(@2
(3]
2]
(3]
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Table B-4 Bedrock Elevations in Feet, Upstrcam Segment

e,

[ 52 T - S SR S R

o N

3740 3710 3730 3750 3755 3760 3770 3790
3715 3700 3720 3762 3774 3730 3794 3811
3703 3650 372 3750 3755 3760 3780 3800
3680 3670 3714 3739 3744 3749 3759 3794
3685 3660 3680 3719 3724 3729 3759 3774
3690 3670 3655 3700 3704 3709 3719 3759
3680 3655 3045 3679 3684 3689 3699 3744
3660 36350 3620 3630 3645 3655 3680 3720
3630 3610 3610 36352 3634 3645 3650 3060
3645 3610 3590 3600 3610 3520 3645 3675
3630 3611 3597 3086 3600 3620 3055 3670
3630 3704 35902 3580 3590 3600 3625 3640
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Table B-5 Grid Center Elevations in Feet, Center Segment

Level 1
;T\\ii 1 2 3 4 5 6 7 8
1 3575 3572 357 3570 3570 3570 3580 3605
2 3570 3565 3564 3563 3563 3563 3580 3610
3 3565 3563 3561 3560 3560 3560 3580 3605
4 3565 3560 3557 3557 3557 3557 3573 3595
5 3565 3557 3555 3555 3555 3555 3565 3585
6 3565 3563 3552 3552 3552 3552 3560 3575
7 3555 3548 3548 3548 3548 3548 3555 3570
8 3550 3545 3541 3540 3510 3540 3550 3565
Level 2
<7
. 1 2 3 S
N 3 4 5 6 7 8
1 3600 3597 3595 3595 3595 3505 3605 3630
2 3595 3590 3589 3588 3588 3588 3605 3635
3 3590 3588 3586 3585 3585 3585 3605 3630
4 3590 3585 3582 35872 3582 3587 3508 3620
5 3590 3582 3580 3580 5580 3550 3500 3610
6 35900 3578 3577 3577 5577 3577 3585 3600
7 3580 3573 3573 3573 3573 3573 3580 3505
8 3575 3570 3566 3565 3565 3565 3575 3590
Level 3
;f\\j\ 1 2 3 4 5 6 7 8
1 3615 3617 3610 3610 3610 3610 3620 3645
2 3610 3605 3604 3603 3603 3603 3620 3650
3 3605 3605 3601 3600 3600 3600 3620 3645
4 3605 3600 3597 3597 3597 3597 3613 5635
5 3605 3597 3595 3595 3505 3505 3605 3625
6 3605 3503 3592 3592 3592 3502 3600 3615
7 3595 3588 3588 3588 3588 3588 3595 3610
8 3590 3585 3581 3580 3580 3580 3590 3605
Level 4
Z<§\i\ 1 2 3 4 5 6 7 8
1 3625 3622 3620 3620 3620 3620 3630 3655
2 3620 3615 3614 3613 3613 3613 3630 3660
3 3615 3613 3611 3610 3610 3610 3630 3055
4 3615 3610 3607 3607 3607 3607 3623 3645
5 3615 3607 3605 3605 3605 3605 3615 3035
6 3615 3603 3602 3602 3602 3602 3610 3625
7 3605 3598 3508 3508 5508 3508 3G05 3620
8 3600 3595  350] 3590 3590 3500 3600 3615
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Table B-6 Bedrock Elevations in Feet, Downstream Segment

/

1 2 3 4 5 6 7 8

[Vo N TR BN o N 72 B < 7

PO R b e e e e s e s e
)—‘OlOOO\IO\U'l-l}(NND—‘O

(3]
(28]

3599 3585 3565 3540 3520 3518 3570 3600
3589 3580 3560 3525 3515 3530 3560 3600
3579 3570 3520 3525 3530 3530 3570 3590
3569 3540 3490 3520 3530 3540 3555 3550
3559 3535 3480 3500 3505 3510 3520 3550
3540 3510 3480 3505 3510 3515 3525 3520
3515 3490 3465 3475 3475 3480 3500 3515
3490 3460 3455 3450 3460 3470 3500 3500
3495 3460 3440 3435 3445 3475 3510 3500
3480 3460 3420 3440 3450 3460 3450 3500
3455 3435 3410 3420 3430 3440 3470 3490
3450 3415 3380 3405 3420 3440 3450 3484

3410 3390 3360 3370 3400 3410 3420 3450
3420 3395 33065 3575 3405 3425 3430 3430
3410 3370 3320 3355 3375 5390 3410 3400
3340 3210 3280 3330 3370 3375 3365 3280
3260 3190 3280 33550 3355 3345 3370 3300
3260 3160 3280 3315 3325 3340 3350 3560
3180 3210 3270 3310 3520 3325 3350 3379
3280 3300 3320 3290 3300 3310 3330 3364
3330 3320 3300 3280 3280 327 3305 3340
3330 3315 3500 3300 3300 3280 3305 3340
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Table B-7 Hydraulic Conductivities in Feet Per Day, Upstream Segment

H-

"/
H
3%}
[F8]
BN
(¥ ]
(o))
~J
oo

1 0 360 445 357 214 178 223 214
2 360 396 178 -0 0 0 0 0
3 481 410 267 267 178 223 535 267
4 535 382 0 0 0 0 0 0
5 365 611 121 0 0 0 0
6 0 1087 490 0 0 0 0 0
7 0 845 286 0 0 0 0 0
8 668 618 528 544 802 1070 920 344
9 401 480 528 786 758 1003 869 535
10 0 557 436 440 525 624 668 0
11 267 535 627 401 445 936 668 0
12 401 487 501 368 369 350 401 334
Table B-8 Hydraulic Conductivities in Feet Per Day, Center Scgment

H-
'/
H
3]
(o2
BN
(83}
[ex)
~J]
[o.2]

1 267 520 586 270 167 184 107 67
2 201 771 1560 401 239 257 134 0
3 334 786 1470 342 273 334 802 67
4 753 826 1096 409 219 271 389 60
5 1337 1470 880 357 300 525 286 60
6 0 936 643 400 400 835 0 0
7 0 668 675 550 500 500 0 0
8 100 511 800 750 600 575 445 1070
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Table B-9 Hydraulic Conductivities in Feet Per Day, Downstream Segment

e

"/
—
™
i
e
v
o
~
e <]

1 0 0 965 848 668 636 892 930
2 0 0 1337 683 623 578 612 1003
3 0 303 739 574 452 1337 445
4 0 743 564 810 807 928 972 445
5 0 1241 608 532 515 516 49] 802
6 0 574 487 668 668 732 551 311
7 119 747 403 426 488 557 574 557
8 461 555 516 445 481 497 735 167
9 822 571 491 360 341 257 0 84
10 334 691 473 622 689 642 36 0
11 535 668 467 468 468 535 624 267
12 160 418 492 445 501 786 297 0
13 102 341 334 659 636 529 311 201
14 802 496 507 61) 743 481 0 0
15 1226 535 378 365 426 415 257 0
16 229 356 443 616 786 579 372 229
17 295 289 567 1047 936 535 963 331
18 275 294 631 630 469 477 382 361
19 285 400 545 624 545 456 608 0
20 364 405 489 286 378 393 418 0
21 557 325 227 176 124 217 297 10t
22 557 325 227 176 194 217 297 100
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Table B-12 Parameters Defining Channel Geometry in Each River Grid

of Model
River Grid Channel Width, Channel Bed Elevation, Channel Bed Slope,

Feet Feet Feet/lI'cet

1 115 3737 0.001033
2 144 3727 0.001225
3 144 3717 0.001065
4 115 3705 0.001112
5 144 3694 0.001125
6 173 3684 0.0010065
7 144 3672 0.001291
8 58 3661 0.001488
9 86 3648 0.001420
10 85 3636 0.000985
11 85 3627 0.001052
12 85 3624 0.0011506
13 85 3617 0.002156
14 85 3609 0.001452
15 85 3605 0.001205
16 43 3602 0.00148S
17 64 3600 0.001263
18 85 3596 0.001049
19 85 3590 0.001077
20 85 3588 0.001296
21 85 3582 0.001291
22 68 3570 0.001114
23 79 3563 0.000947
24 113 3554 (1. 000968
25 113 3543 0.001285
26 90 3534 0.001136
27 113 3525 0.001291]
28 90 3509 0.001470
29 101 34909 0.0017603
30 113 3484 0.000088
31 124 3470 0.001304
32 145 3456 0.001296
33 145 3444 0.001488
34 242 3433 0.001420
35 242 3422 0.001448
36 242 3408 0.001265
37 217 3399 0.001589
38 169 3385 0.001560
39 145 3373 0.001420
40 145 3360 0.001550
41 145 3349 0.001.105
42 133 3338 0.001403




177

Table B-13 Monthly Precipitation at Lamar, in Inches

Year
1958 1959 1960 1961 1962 1963 1964 1965
Month <

January .73 .79 1.43 0 .89 .42 0 .30
Februar s .21 .16 2.07 .84 .11 .14 .75 .49
March 1.75 .29 .50 .90 .34 1.01 Jd9 0 1.21
April .94 .94 1.77 .44 .68 n 1.07 .03
May 3.62 2.25 1.91 .97 0 2,20 .58 0 6.97  2.40
Junc 3.05 2.58 .64 4,27 1.97 1.93 .77 6.60
July 3.84 .87 1.68 3.21 4.36  1.81 .32 1.14
August .75 2.08 L2600 3,22 .64 2,09 .42 2.50
September .57 1.60 .99 .02 .66 1.18 96 1.13
October .04 1.58 1.76 .52 .41 .10 .17 1.82
Novenmber .72 .16 .18 1.18 .54 .29 .36 .05
December .08 .08 .87 .23 .12 .38 .21 1.75

Table B-14 Estimatced Monthly Bvapotranspiration for Study Arca, in
Inches

1958 1959 1960 1961 1962 1963 1964 1965

Month

January 0 0 0 0 0 0 0 0
February 0 0 0 0 0 0 0 0
March 0 0 0 0 0 0 0 0
April 1.08 1.21 1.51 1.18 1.51 1.60 1.25 1.55
May 3.12 2.88 2.69 2.81 5,25 3.29  3.00 3.00
June 6.37  6.80 06.30 3.0l 5.80 7,04 6.19  5.84
July 7.68 §5.05 7.95  8.08 7.95 9.54  9.38 §.067
August 6.24 6.25 6,40 5.94 6.24  6.40 5.9 5.63
Scptember 3.18  2.55 3.01 2.47 2.82  3.49 2.8  2.3.
October 0 0 0 0 0 0 0 0
Novenber 0 0 0 0 0 0 0 0
December 0 0 0 0 0 0 0 0
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Table B-15 Canal Distribution Region Paramecters

percentage of Distribution Area of Portion of Distributed

Canal Region Lying Inside the Region Lying Inside the Study
Study Arca Areca, Square Miles
Keesee N.60 0.9
Fort Bent 1.00 2.7
Amity L.25 16.2
Lamar 0.15 7.3
Hyde 1.00 4.4
Manvel 0.80 3.9
X-Y, Graham 1.00 14.4
Buffalo 1.00 18.6
Sisson 1.00 2.6






