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Theoretical responses for individual, polycross family,
 

polycross progeny test, full-sib family, selfed family, and selfed
 

progeny test selection were compared. All methods except full-sib
 

selection were compared experimentally.
 

The theoretical comparison of methods was accomplished by
 

deriving response equations algebraically for each of the methods.
 

Response was expressed as the change in gene frequency. The effects
 

of gene frequency, error level, family size, and gene action were
 

studied for each method.
 

The methods were compared experimentally by selecting for
 

resistance to three foliar pathogens in Saranac An-4 alfalfa
 

(Medicago sativa L.). The three pathogens were Uromyces striatus
 

Schroet. var. medicaginis (Pass.) Arth., known to evoke highly
 

heritable resistance in alfalfa; and Phoma herbarum West f.
 

medicaginis West ex. Lab. and Stemphylium botryosum Wallr. with
 

low heritabilities for resistance. Progeny developed by the various
 

selection methods were compared to an unselected sample of the
 

Saranac An-4 population.
 

The theoretical results indicated that response to S1 progeny
 

test and S1 family selection should be equal, and should always be
 

greater than the other methods. Polycross progeny test selection
 

was next after S1 method3 in order of effectiveness and polycross
 

family selection was always the least effective method in the
 

theoretical evaluation. Theoretical response with full-sib family
 

or individual selection was always between polycross progeny test
 

and polycross family selection methods. Full-sib family selection
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was always more effective than individual selection when the error
 

variance was large, but individual was more effective than full-sib
 

family selection for some gene frequencies when error variance was
 

small. The theoretical findings indicated that differences between
 

the methods would be small at extreme gene frequencies.
 

Each method of selection produced a significant increase in
 

resistance to U. striatus in the experimental evaluation. The S
 

methods gave the greatest response to selection for U. striatus
 

resistance, followed by individual, polycross family, and polycross
 

progeny test selection. Significant and similar responses to
 

seleLtion for P. herbarum resistance were obtained with S1 progeny
 

test, S1 family, polycross family, and polycross progeny teat
 

selection. A significant response to selection for P. herbarum
 

resistance was not obtained with individual selection. No method
 

gave a significant response to selection for S. botryosum resistance.
 

Experimental results generally agreed with theoretical expec­

tations. 
 However, polycross progeny test selection for resistance
 

to U. striatus was less effective than expected, and polycross family
 

selection for resistance to P. herbarum was more effective than
 

expected.
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INTRODUCTION
 

With many crops, resistance is often the only economically
 

feasible means of disease control. Breeders have successfully
 

increased resistance to several pathogens by conducting simple
 

within-population mass (i.e., individual) selection. Resistance to
 

some diseases in many populations has not increased using this
 

approach.
 

The breeder must identify superior genotypes to serve as
 

parents for subsequent generations. His intent is to increase the
 

frequencies of favorable alleles by not permitting the genotypically
 

susceptible plants to reproduce. Sufficient genetic variance must
 

be available in an identifiable and utilizable form in the population
 

if selection is to be successful.
 

Genetic variance for certain characters in some populations
 

may be very small and exploitable only to a very limited extent. The
 

above factors define a character with low heritability. Such
 

characters usually do not respond to mass selection, because mass
 

selection is based purely on 
the phenotypic values of individuals.
 

Several approaches may be used to cope with characters of low
 

heritability. Three such approaches are: 
 (1) Improved evaluation
 

techniques may be developed to help reduce environmental effects.
 

(2) It may be necessary to abandon strict within-population improve­

ment and introduce outside germplasm which has the desired character
 

into the population. (3) Different selection methods can be attempted
 

as alternatives to mass selection.
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Other selection methods available to the breeder include family
 

selection, combined within-between family selection, and progeny
 

testing. The families may be half-sib, full-sib, selfed progeny, or
 

some other depending on the mode of reproduction of the crop.
 

Autotetraploid genetic studies are more complicated than
 

diploid studies due to an increased number of possible genotypes and
 

meiotic complexity. The ploidy level thus influences the expected
 

response from a given selection procedure.
 

Population genetic theory can be utilized to assist in under­

standing various attributes of the different selection methods.
 

Theoretical findings must be supported by biological evidence if
 

they are to be of value to the breeder. Although many different
 

selection methods have been used in different experiments, there is
 

very little evidence or data comparing the various method3 per se
 

in either a theoretical or experimental manner. It would seem of
 

value to obtain more information concerning the performance of
 

different methods under experimental conditions, with the comparison
 

of methods being the major objective of the experiment.
 

Disease resistance characters provide a relatively easy means
 

of comparing breeding methods. The use of laboratory and greenhouse
 

inoculation techniques permit economical evaluation of large numbers
 

of plants. The inoculations are often conducted in the seedling
 

stage, thus reducing the time required for evaluation. The relative
 

effectiveness of different breeding methods often can be determined
 

quicker and with less expense using disease resistance than with other
 

economically important characters.
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The objectives of this study were to compare theoretically and
 

erperimentally, for characters of different heritability levels, the
 

following selection methods:
 

1. Polycross family selection (PXF)
 

2. Polycross progeny test selection (PXPT)
 

3. Selfed family selection (S1F)
 

4. Selfed progeny test selection (S1PT)
 

5. Full-sib family selection (FSF)
 

6. Individual selection (INDIV.).
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LITERATURE REVTEW 

Alfalfa (Medicago sativa L.) is predominantly a cross-pollinated
 

species with about 89-94% of natural seed set resulting from cross­

fertilization (Tysdal and Kiesselbach, 1944). Bolton (1962) lists
 

insects, mainly bees, as the principal pollinators.
 

Somatic chromosome numbers were determined to be 32 by
 

Fryer (1930) and Reeves (1930). Other workers (Stanford, 1951;
 

Grunn, 1951; Cleveland and Stanford, 1959; and Bingham and Gillies,
 

1971) established that M. sativa was basically an autotetraploid.
 

One of the early workers on autotetraploid population genetic
 

theory was Haldane (1930). He discussed the gametic ratios and
 

genotypic frequencies of a random mating autotetraploid population.
 

He also demonstrated that an autotetraploid population in disequilib­

rium approaches equilibrium asymptotically.
 

Kempthorne (1969, Chapter 18) gave the breakdown of autotetra­

ploid genotypic values into additive, digenic, trigenic, and quadri­

genic effects, and the partitioning of genetic variance into analogous
 

components. He also presented the genotypic covariances for various
 

types of relatives. Li (1957) presented a rapid method for determining
 

the variance components in autotetraploids for the special case of
 

one locus with two alleles.
 

Hill (1968, 1971a) used autotetraploid population genetic
 

theory to demonstrate how and why the response of autotetraploids to
 

selection differs from that of diploids. He found that response to
 

selection will always be less in autotetraploids when all other
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conditions are equal for any gene action. He concluded that situations
 

in which little or no response could be expected would be more frequent
 

in autotetraploids than in diploids.
 

The earliest means of alfalfa improvement in the U.S.A. were
 

limited to plant introductions and natural selection (Graber, 1950).
 

Improvement using mass selection based on individual phenotypes was
 

used by early alfalfa breeders such as Kirk (1927). This method of
 

selection has made many contributions and is still being used exten­

sively. Selection for disease resistance in alfalfa by Hill et al.
 

(1969); Devine et al. (1971), and Hanson et al. (1972) demonstrate
 

that mass selection is still a popular method of breeding improved
 

alfalfa.
 

In corn (Zea mays L.) breeding, mass selection was successful
 

in increasing resistance to the corn ear worm (Zuber et al.,1971). Yield
 

increases also have been accomplished in corn by Johnson (1963) and
 

Gardner (1961). Sprague (1966) felt that critical information on
 

mass selection is nd.ssing because the method was rapidly abandoned
 

for hybrids in corn breeding.
 

In spite of the success attributed to mass selection its
 

limitations readily became apparent. Williams and Welton (1915),
 

found that mass selection for corn ear length was not effective.
 

Kirk (1927) carried out mass selection for yield in various forage
 

species for over ten years with very poor results. Mangelsdorf (1927)
 

also stated that continuous mass selection was not very successful
 

in forage crops. Tysdal et al. (1942) felt that mass selection would
 

be abandoned in forage breeding as it had been in corn. 
Later Tysdal
 

and Kiesselbach (1944) said that mass selection too often failed to
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produce adequate results. It is generally concluded, as stated by
 

Myers (1960) and Frey (1967), that mass selection could only be
 

effective for characters with high heritability. Some workers such
 

as Jenkin (1931); Frandsen (1952), and Johnson (1962) believed that
 

a forage
mass selection should only be used in early stages of 


breeding program and then should be followed by other breeding
 

methods.
 

Early forage breeding was influenced much by corn breeding
 

practices. Kirk (1932) advocated the use of inbreeding and develuping
 

pure line varieties. He identified vigorous selfed lines in alfalfa.
 

Hayes and Schmidt (1943) recommended the use of F1 hybrids from
 

superior inbred lines. Tysdal and Kiesselbach (1944) and Myers (1960)
 

suggested the use of F1 hybrids from non-inbred lines. Hanson et al.
 

(1952) suggested the use of inbred lines for developing synthetics.
 

Many workers have suggested progeny testing methods as alter­

natives to mass selection. Coons (1936) attributed the origin of
 

progeny testing to Philippe Andr4 de Vilmorin, a mid-nineteenth
 

century plant breeder who worked with sugar beets.
 

Use of the progeny test became popular early in animal
 

breeding programs. Davidson (1925) advocated the progeny testing
 

of sires in dairy breeding and Hutt (1949) discussed success with
 

progeny testing in poultry breeding during the early part of
 

the century.
 

Several types of progeny testing have been suggested in forage
 

breeding. Frandsen (1940) with timothy,and Hawk and Wilsie (1952)
 

with bromegrass found selection for yield based on open-pollinated
 

progeny tests to be successful. Murphy (1952), McDonald et al. (1952),
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and Burton (1952), all working with forage grasses, recommended the
 

use of clonal progenies to evaluate parents. Cloning was expected to
 

reduce environmental variance. Frandsen (1940) also recommended F1
 

progeny testing by using diallel matings of open-pollinated clones in
 

timothy.
 

The term "polycross" progeny testing was coined and described
 

by Tysdal et al. (1942). Later work by Tysdal and Kiesselbach (1944)
 

suggested the use of the polycross progeny test in selecting parents
 

for a hybrid alfalfa program. Tysdal and Crandall (1948) suggested
 

its use for selecting parents for "synthetic" varieties, which they
 

described. Kehr et al. (1961) said that polycross progeny testing
 

had been successfully used to develop synthetic varieties. Carnahan
 

and Miller (1968) felt that polycross progeny test results were not
 

convincing, because most experiments involved too few entries and
 

environments.
 

Kalton et al. (1952) reported that selfed progeny testing had
 

been used successfully in the selection of parents for synthetics in
 

orchardgrass. Lackamp (1966) also supported selfed progeny testing
 

in grass breeding. These workers, however, only presented parent­

offspring correlation data. They did not show results of selection
 

in terms of gain realized. Johnson (1968) had success with selfed
 

progeny testing in developing mildew and potato leaf hopper resistance
 

in Vernal alfalfa. He also noted problems such as self-incompatibility
 

as limiting the use of selfed progeny.
 

Most workers, as emphasized by the livestock breeders, Dickerson
 

and Hazel (1944), were aware of the extra time required for progeny
 



8
 

testing as compared to mass selection. This disadvantage weighs
 

heavily against it.
 

Family selection is not commonly used in forage breeding
 

according to Murphy and Atwood (1953). However, Fryer (1939) recom­

mended a combined within-between family selection scheme using open­

pollinated progeny, which he called "maternal line selection."
 

Graumann (1952) recommended polycross family selection. One of its
 

strong points, he believed, was that it could be easily used in a
 

recurrent selection program in forages. Murphy (1952) advocated the
 

use of selfed family selection in bromegrass. He mentioned that
 

several perennial ryegrass varieties had been developed by selfed
 

family mthods. Davis (1955) working in alfalfa suggested the use
 

of combined within-between selfed family selection in alfalfa.
 

Little information has been published on the experimental
 

comparisons _er se of the breeding methods used in forages, although
 

some information on parent-offspring correlations and ranking of
 

parent clones by different types of progenies is available. Tysdal
 

and Crandall (1948) found that selfed and polycross methods gave
 

parent clones the same rankings. They preferred polycross progeny
 

testing to selfed progeny testing, because the former could be used
 

recurrently while the latter could not be, due to inbreeding
 

depression. Murphy (1952), working with several grass species,
 

obtained similar parent-offspring correlations for selfed and polycross
 

progenies. He concluded that any kind of progeny test could be used
 

to select superior parents. McDonald et al. (1952) found parent-selfed
 

progeny correlations to be smaller than correlations for parent-open
 

pollinated progenies in bromegrass. Davis (1955) obtained the opposite
 



9 

results in alfalfa. Thomas and Frakes (1967) found clonal, selfed,
 

and single cross progeny tests to be equal and superior to open
 

pollinated and polycross methods for height, yield, and seed weight
 

in tall fescue. Taylor et al. (1968) obtained better gains in red
 

clover persistence with polycross testing than with clonal family
 

testing.
 

Moll and Robinson (1966) found full-sib and half-sib methods
 

to be approximately equal in corn. Duclos and Crane (1968) observed
 

no difference in corn yield using selfed and topcross progeny testing
 

for development of synthetics.
 

A theoretical comparison of polycross progeny testing and mass
 

selection was made by Wellensiek (1952) in diploids. He emphasized
 

the ability of progeny testing to uncover heterozygotes as a major
 

advantage. Morley and Heinricks (1960) showed that progeny testing
 

increased its advantage over mass selection as heritability decreased.
 

Jones et al. (1971) conducted algebraic a:d theoretical comparisons
 

of half-sib and full-sib reciprocal recurrent selection. Full-sib
 

had the greatest advantage when error variance was large and selection
 

intensity was low. Another advantage of the full-sib method was that
 

highly productive families could be reproduced. Although information
 

comparing the various selection methods is scarce for diploids, it is
 

even more deficient specifically for autotetraploids.
 

Cockerham (1961) stated that, "The nature and number of differ­

ence among the various methods of selection have so far defied the
 

development of quantitative comparisons of all the alternatives."
 

This statement also is true for autotetraploid forage species.
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Foliar disease reactions in alfalfa provide an excellent
 

mechanism for critical comparison of different breeding methods.
 

Large numbers of plants can be examined with relatively little
 

expense, and a wide range of heritabilities can be found (Hill and
 

Leath, 1972). These considerations led to the use of foliar disease
 

resistance in alfalfa as a mechanism for comparing several selection
 

methods.
 



THEORETICAL COMPARISON OF SELECTION METHODS
 

Theoretical Methods
 

The approach used to theoretically evaluate the various selection
 

methods is described by Falconer (1960, Chapter 11), Robertson (1963),
 

and Comstock et al. (1949) In this approach, the change in gene
 

frequency (Aq) is expressed as a ratio of covariance (cq,y) between
 

gene frequency (q) and the genotypic value (Y) to the phenotypic standard
 

deviation (a ), times the selection differential. The selection differ­

ential in this study was not a variable and was assigned the constant
 

value of unity. The general working formula used was:
 

Aq -q.Y
 
a 
p
 

The population was assumed to be a one locus, two allele (A,a),
 

autotetraploid system in random mating equilibrium (RME), with random
 

chromosomal segregation.
 

Appropriate formulas were developed algebraically for the various
 

selection methods. The expressions used to derive the covariances are
 

shown in Tables 1, 3, and 5. The basic autotetraploid model is shown
 

in Table 1, columns Gi, f,, q,, and Y,. This model is readily found
 

in literature on autotetraploid population genetics (Hill, 1971b). The
 

Gi column contains the five possible genotypes; fi gives the genotypic
 

frequencies at RME which are a result of expanding (p + q) 4, where p
 



Table 1. Genotypes, genotypic frequencies, gene frequencies in genotypes and genotypic values for
 
individual and selfed methods.
 

Family or Gene 
genotype Genotypic frequency Genotypic values 
number Genotype frequency in genotype Individual (Yi) Selfed family (Ysi) 

Gi fi qi 

1 AAAA p 0 4A + 6D + 4T + F 4A + 6D + 4T + F 

2 AAAa 4p3q 1/4 3A + 3D + T 3A + 13D/4 + 6T/4 + F/4 

2q 1/2 2A + D 2A + 8D/6 + 2T/6 + F/36 

4 Aaaa 4pq3 3/4 A A + D/4
 

5 aaaa q 1 0 0
 



Table 2. Covariance determinations for the individual and selfed method--


Individual method 
 Selfed family or selfed progeny test methods
 

5 5 
aqY i = fiqiYi - QIM aq Ys f qiYsi - QM 

i- ii 


5 5
 
fiq= q Ysi = I Y.(fosi.)
 

i j=lJ
 

M 5XfiYi= 2 3, 4 .th th4pA + 6p2D + 4p3T + p4F fosij =freq. of the genotype in the i S1 family
 

M = 
52 3 2 4 3 2 2 s i=l f.Ys.i = 4pA+(6p +pq)D+(4p +2p )T+(p +p q+p q /6)F 



Table 3. Genotypes, genotypic frequencies, gene frequencies in genotypes, gene frequencies in
 
polycross families, and genotypic values for polycross families.
 

Gene 
Family or Gene frequency for 
genotype 
number Genotype 

Genotypic 
frequency 

frequency 
in genotype 

polycross 
family 

Gi f q (qxi) 

42 

1 AAAA p 0 q/2 

2 AAAa 4p3q 1/4 p/8+5q/8 

3 AAaa 6p2 1/2 3 p/12+9q/12 

4 Aaaa 4pq 3 3/4 3p/8+7q/8 

5aaaa 4q 1p/2+q 

Genotypic
 

value in
 
polycross
 
family 

(Y-xi) 

2
 

(4p+2q)A+(6p2+6pq+q 2)D+
 

(4p2+2pq)T+p2F
 

(7p/2+3q/2)A+(9p2/2+8pq/2+p2/2)D+
 

(5p2/2+pq)T+p2F/2
 

(3p+q)A+(19p 2/ 6 +14pq/6+q 2/6)D+ 

(8p2 /6+2pq/6)T+p 2F/6 

(5p/2+q/2)A+(2p 2+pq)D+p T/2 

2pA+p2D2 



Table 4. Covariance determinations for the polycross methods.
 

Polycross family method Polycross progeny test method
 

5 5 
~jif - a 1 x fx~q Yfqx Yx~ 


5 
qx i =IlqJ (foxij) 

foxij = freq. of the jth genotype in the ith PX family 

5 
Yxi = Yj (foxi.) 

5
 

=X 1f x i = q 

5 L 

MX fiYx = M 



Table 5. 
Family matings, frequencies of families, gene frequencies in full-sib families, and
 
genotypic values for the full-sib method.
 

Family Family , 

number matings 


Fk 


S 4p 

A4
2 x A3a 

A4 
 22 


x 


A4 Aa3
4 

5 
 A4 x a4 xa
 

6 3a x3 

AaxAa 

7 A2 2
Aa x a
S3a xA3 

AaxAa 


9 3 
 4 

a x a 


0A2a2 A2a2 

10 Aa xAa 

22q 


2A2a2 4 

12x a 


13 Aa3 Aa3
x 


14 Aa3 x a 
4 4
15 a xa
 

2
*A4, A3a, A2a , Aa3
 

Gene
 
frequency
 

Frequency in full-sib 

of family family 


fk qk
 

8 0 

8p7q 1/8 

62
12
p q 1/4 


8p5q 3/8 

2p4 4
2 q 1/2 


6 2
 
16
p q 1/4 
48p q 3/8

3244
 
3 2 pq 1/2

3 5
 

8p q 5/8

4 4
 

3 6pq 1/2 

5/8 


2 6
 
12
p q 3/4 

16p2 6
 
7
8pq 7/8 


q8 1 


Full-sib family
 
mean genotypic value (Yk)
 

4A + 6D + 4T + F 

7A/2 + 9D/2 + 5T/2 + F/2
 

3A + 19D/6 + 8T/6 + F/6
 

5A/2 + 2D + T/2
 
2A+ D
 

3A + 13D/4 + 3T/2 + F/4 

5A/2 + 26D/12 + 9T/12 + F/12 

2A + 5D/4 + T/4 

3A/2 + D/2 

2A + 48D/36 + 12T/36 + F/36 
3A/2 + 8D/12 + T/12
 

A + D/6
 

A/2
 

0
 

, and a represent AAAA, AAAa, AAaa, and aaaa genotypes, respectively.
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Table 6. Covariance determination for the full-sib family method. 

Covariance determination 

r-- 15! f - - F 

5qk "ijiql (fof ik 

fofik - freq. of the ith genotype in the kth FS family
 

5 

Yk -il Yi (fofik) 

15 

&F fk q k q
 

15
 

MF- k-1 1 k - MI
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and q are equal to the frequencies of alleles "A" and "a" respectively 

in the population; qi contains the frequencies of allele "a" in 

genotypes G1 ; and Yi shows the genotypic values of individual genotypes. 

The gene action can be maniuplated by substituting appropriate values 

for A, D, T, and F. Columns labeled qxi, Yxi in Table 3 and Ys in 

Table 1 are the mean gene frequencies and mean genotypic values in 

polycross (PX) families and the mean genotypic values of selfed (S1 )
 

families respectively. In Table 5, columns Fk, fk' qks and "k represent 

the 15 full-sib (FS) family types, their frequencies, the frequency of
 

allele "a" in each, and their mean genotypic values.
 

The covariances for the methods were calculated as shown in
 

Tables 2, 4, and 6. For individual (INDIV.) selection the covariance
 

is between the gene frequency of an individual (qi) and its genotypic 

value (Yi). The and M are the mean gene frequency and mean geno­

typic value respectively in a population of individuals (Table 2). 

The mean gene frequency of an S1 family is the same as the gene 

frequency in the genotype from which it came. Thus, S1PT, and S1 F 

are equal, and the covariance is between qi's and the mean genotypic 

values of S1 families (YSi ). The QI is the same as in the RME popula­

tion, but the mean genotypic value of the population of SI families 

(MS) is a new quantity (Table 2). 

For PXF the covariance is between the mean gene frequency of 

the PX families (qxi) and their mean genotypic values (Yxi). The 

QX and MX are the same as in the RME population (Table 4). 

The covariance for PXPT is between the gene frequency of 

the individual genotypes (qi) and the mean genotypic values of the PX 
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families (Yxi). For this reason QI and MX already discussed are used 

in the formula (Table 4). 

The covariance for FSF is between the mcan gene frequencies of
 

the full-sib families (q k) and their mean genotypic values (Yk) as 

shown in Table 6. The mean gene frequency of a population of full-sib
 

families (QF) and its mean genotypic value (MF) are equal to their 

counterparts found in both INDIV. and PX methods.
 

The covariance for the various methods are present in Table 7
 

as the numerators of the equations. In the denominator of the various
 

equations, the genetic variance for individuals (a2), for PX family
 

2 2 2
 means (a , for S1 family means (a_ ) and for FS family means (a_ ) 
Yx Ys 2f 

are shown. The genetic variance of family means (a_) can be resolved 
Y 

into the between family component (aB), which is the genetic covariance 

among relatives; and the within family component of the genetic 

variance (a ) as follows: 
w 

2 n2V y 
a2 1/n 2V(zYi) 

YY 
2 2 

= 1/n (ay.n+n(n-l) Covariance) = (Coy.) 

= i/na2 + (n-1) Cov.Y n 

= lln(a2 - Coy.) + Cov. 

2 

n+ (B = Coy.)n B 



20 

Table 7. Equations for calculating change in gene frequency (Aq),
 
for the various methods and some definitions.
 

Method Equations and Definitions
 

Individual Aq = /-pqa2 
(INDIV.) [aE + ay1 

= -pqa/2
Polycross Aq 

p 2 2 2 2 1/2progeny [E + aY- aBX)/nn+CBX
 

test 
(PXPT) 

Polycross Aq = -pqa/4 
a2 a2 )/n+ 21/2family (a2 + _ 

(PXF) E Y BX BX 

Aq a -pqa/2
Full-sib 

2


family [( 2 + a F)/n + a2F] I / 2 

(FSF)
 

Selfed -q=-pa
 
2 2 2 1/2progeny (aE + a - aBS)/n + aSS]
 

test or
 
family
 
(S1F or S1PT)
 

a' - {A+[3p+(q-p)/4]D+[3p2(p(p-2q))/2]T+
 

[p3-(p2 (l-4q))/4-(pq(1-2q))/12]F) 
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Table 7. Continued. 

Method Equations and Definitions 

- A+3pD+3p2T+p3F 

2 22,2.2 

2 

aBF 

2 2 2 2 

a2a/2+2aD/9+aT /1 2+aF/ 3 6 

2 Not definable in terms of 2 2 2 or a2 

aB2 Not definable in terms ofaBSA'a'O' AaD2T o Fa 

2 (2 2__=(Oy-aBX)/In+aB2 

Yx BX 

2 
a 
Vs 

( 2 2 
(oY,-oBS) 

2/n+o2 
BS 

2 22 2 
02= (aY-°BF)/n+aBF 
Yf 

2 2 +2 
aBX = a/4+a /36

BX A D 
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The between family components for PXF, FSF, and S1F are designated
 

a2 2 and a2BS respectively. They can be seen in the denominators
°BX, GBF, 


of the various equations and are defined in terms of the genetic
 

covariance among relativee in Table 7.
 

Examination of the Equations
 

The derived equations for the various methods are found in
 

Table 7. In the denominators error components are included so that
 

their effects can be considered. Since Aq is a ratio, anything which
 

increases the numerator or decreases the denominator will increase the
 

ratio. Some comparisons of the methods can be made by examining the
 

equations, but the S methods must be excluded from such a comparison
 

because a and a' are different expressions and a ay.2 The o2' and

2
 

aBS entities cannot be resolved into the common components of auto­

tetraploid genetic variance, a2 a2 a,2 and a2 (see Table 7). This
 

problem in the S1 methods is a direct result of upsetting the equilib­

rium genotypic frequencies (i.e., (p + q)4). The inbreeding causes
 

an increase in the homozygous genotypes and a corresponding decrease
 

in the heterozygotes.
 

Individual selection has a favorable numerator, twice as large
 

as PXPT and FSF, and four timea as large as PXF. The denominator
 

for individual, however, reveals a disadvantage. The error variance
 

plus the genetic variance not attributable to the covariance of
 

relatives is divided by family size (n) with each of the family or
 

progeny test methods. The absence of the above feature in individual
 

selectic,a causes the denominator to be larger, thus reducing its
 

effectiveness. Conditions of small family size, low error variance
 



23 

and high covariance among relatives will all favor the INDIV.
 

method.
 

The PXPT and PXF methods have exactly the same denominator,
 

but the numerator in PXPT is twice as large as in PXF. This reduction
 

in PXF is due to the fact that the male parents of the selected
 

individuals come at random from the population, providing a dilution
 

effect. This should give PXPT a distinct advantage c er PXF.
 

The denominator for FSF is greater than the denominator for
 

PXPT and PXF, because the covariance of full sibs (a ) is greater
BF 

than the covariance of half-sibs (aB2) as can be seen in Table 7. 

Since the numerators for FSF and PXPT are equal, PXPT should be 

superior to FSF. Its position relative to PXF will depend on the 

net effect of the advantage in its numerator and its disadvantage in 

the denominator. 

Response Curves
 

An empirical comparison of the methods was made for different
 

gene frequencies, error variances, family sizes, and gene actions.
 

Gene frequency was varied from .05 - .95 in increments of .05; error
 

variance was given values of .0675, .2475, .4275, and .8275; family
 

size was 10 or 25. Gene actions of no dominance, dominance, duplex
 

dominance, digenic, trigenic, and recessive types were observed. All
 

of the data are not included, since much of it was repetitive or
 

provided no additional information.
 

The changes in gene frequency (i.e., response) are shown in
 

Figure 1. Error variances of .0675 and .4275 and families of 10
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NO DOMINANCE 
.25.25 HIGH LOW .A 	 - -25 

.20 -.20 

.15 .15 

.0
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-- PX FAMILY --- FULL SIB - SELFED 
- INDIVIDUAL -- PX PROGENY TEST METHOOS 

DOMINANCE 
.20- C D .20 

.15 .15 

LLij 
I' 	 I 
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RECESSIVE 
.20[ E 	 1.20 

.15 	 15 
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.05 .35.5 	 t".65 . 
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Figure 1. 	Response expressed as change in gene frequency for the
 
various methods as gene frequency is varied under
 
conditions of low (.0675) and high (.4275) 
error levels
 
in no-dominance, dominance, and recessive models.
 
Family size = 10.
 



25 

individuals were assumed for no dominance, dominance,and recessive 

models. Response units are given on the Y-axis and gene frequency 

on the X-axis. The graphs are coded in such a way that the object 

of selection programs would be to move from left to right on the
 

X-axis. Thus the left position of the graphs are of greatest
 

interest.
 

The symmetry with no-dominance versus the positive and negative
 

skew of dominance and recessive models are apparent (Figure 1). The
 

dominance and recessive models are mirror images to one another as
 

computed in this study.
 

Response with all models and all selection methods was greater
 

at the low than at the the high error level (Figure 1). The INDIV.
 

method showed the greatest difference between the high and low error
 

levels. This was expected since the error variance is divided by n
 

in all methods except in INDIV.
 

The maximum response occurs when gene frequency is 0.5 in the
 

no-dominance situation (Figure 1, A and B). The maximum when there is
 

complete dominance occurs when the frequency of the dominant allele is
 

between 0.2 - 0.35, depending on the method of selection (Figure 1,
 

C and D). The maximum when the trait is recessive occurs when the
 

frequency of the recessive allele is between 0.65 and 0.80 (Figure 1,
 

E and F).
 

Differences between the methods of selection are greatest when
 

gene frequencies are intermediate and the differences become less at
 

gene frequencies near 0 or 1 (Figure 1). This means that experimental
 

detection of differences may be difficult when gene frequency is very
 

low or high.
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The ranking of all the methods with each of the models was
 

the same for the high error levels: S PT - SIF > PXPT > FSF > INDIV. > 

PXF (Figure 1, A, C, and E). The ranking was the same as the above 

at the low error level in the no-dominance model at both extremes of 

gene frequency; in the dominance model, at high gene frequencies of
 

the dominant allele; and in the recessive model, at low gene frequen­

cies of the recessive allele. However, when error was low INDIV. was
 

greater than FSF at intermediate gene frequencies in the no-dominance
 

model; at low gene frequencies of the dominant allele, in the dominance
 

model, and at high gene frequencies of the recessive allele in the
 

recessive system (Figure 1, B, D, and F).
 

The error variance was increased to .8475 and n was increased
 

to 25 in an attempt to find a case in which PXF was more effective
 

than INDIV. (data not presented). Increasing the error varLance
 

drastically reduced the differences between the two methods, but
 

increasing n had the greatest effect. The PXF method was never better
 

than INDIV. in any of the models when error was either high or low
 

and n - 25, but PXF was as good as INDIV. at some gene frequencies. 

The magnitude of the disadvar. ,ge of PXF was much less under conditions 

of high error. The PXF method did not show much of an advantage over 

INDIV. under any of the conditions examined. Thus, PXF does not appear 

to be a method which can be recommended.
 

The advantage of FSF over INDIV. increased greatly as n was
 

increased when error variance was high. Also, the disadvantage of
 

FSF to INDIV. at certain gene frequencies when error was low was
 

greatly reduced.
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An important difference between the methods was observed in
 

the recessive model. The S PT or S F methods were much superior to the
 

other methods when gene frequency was low and the desirable trait was
 
recessive (Figure 1, E and F). The S PT or S F selection methods
 

should be much superior in these cases. A similar superiority for
 

S1PT or S1F was observed at high gene frequency with dominance (Figure 1,
 

C and D). The latter is of little importance, however, because selec­

tion would seldom be conducted under such conditions.
 

The choice of a breeding method should not be made by considering
 

only the equations and the graphs. The most effective methods in all
 

cases were S1PT
 , S1F, or PXPT. Each of these methods have serious
 

deficiencies in selection for disease resistance. 
No method of selection
 

will likely achieve the desired level of resistance in one generation of
 

selection. 
Thus, a cyclic approach must be used. Progeny test selection
 

permits only very low selection intensity if a number of plants large
 

enough to minimize shifts are to be selected. For this reason, all
 

types of progeny test selection should be used with caution. The S F
 

method is a severe form of inbreeding and the undesirable side-effects
 

will usually not permit using this method for more than one or two gene­

rations. The S methods may also be limited by self-incompatibility.
 

With these considerations taken into account, the choice seems 
to be:
 

(a) use full-sib family or individual selection, or (b) practice one
 

cycle of large scale, intense progeny tests (S1 or PX) or S1 F selection,
 

then switch to full-sib family or individual selection. The rational
 

behind the latter approach is that the initial cycle of selection may
 

increase gene frequency to a point which permits acceptable response
 

to full-sib or individual selection.
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Summary and Conclusions
 

1. The PXF method was not recommended over INDIV. even when
 

error variance and family size were large.
 

2. The FSF method should replace INDIV. only when error
 

variance is high. 

3. Increased family size, increased error variance and low
 

covariance among relatives all favor the family and progeny test
 

methods.
 

4. The PXPT method is always better than INDIV. 

5. The S1 methods are superior in all cases, but especially at
 

the high error levels and in the dominance and recessive models at
 

high and low gene frequencies respectively.
 

6. The most effective methods; S1PT, PXPT, and SIF are 

severely limited, because they do not lend themselves readily to a
 

recurrent selection program.
 

7. The S1 methcds are limited by inbreeding depression and
 

self-incompatibility.
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EXPERIMENTAL COMPARISON OF SELECTION METHODS
 

Materials and Methods
 

Selection was conducted in Saranac An-4, obtained from C. H.
 

Hanson, USDA, Beltsville, Maryland. All of the research was conducted
 

at the USDA Regional Pasture Research Laboratory, University Park,
 

Pennsylvania.
 

A random sample of 300 plants was established in pots in the
 

greenhouse during the summer of 1970. 
 Selfed (SI) and polycross (PX)
 

seeds were produced by hand pollination during the fall of 1970.
 

Florets used in the polycrosses were not emasculated. Seeds were
 

harvested and vegetative propagt les were produced from the clones
 

during the winter of 1971.
 

The 144 clones which produced sufficient PX and S1 seed were
 

chosen for evaluation. This permitted analyses of parent-offspring
 

relationships as well as relationships between the two progeny types.
 

For individual selection 1152 plants were to be established from the
 

original bulk seed sample. The above was planned so that the 
same
 

number of plants (1152) were evaluated with each method. This was a
 

practical approach because plant breeders usually have a limit on
 

the number of plants which can be evaluated.
 

During the spring of 1971 the selfed, polycross, and bulk
 

seedlings and cuttings were space planted in flats in the greenhouse.
 

Each flat contained 12 rows with 8 plants per For all but the
row. 


bulk seedlings, one row represented one family. The families were not
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replicated. The entire study required a total of 48 flats (12 for
 

S1 progeny, 12 for PX progeny, 12 for clonal families, and 12 for
 

the bulk population).
 

The pathogens used in this study were Uromyces striatus
 

Schroet. var. medicaginis (Pass.) Arth. (known commonly as rust),
 

Phoma herbarum West f. medicaginis West ex. Rab. (known commonly as
 

Phoma leafspot), and Stemphylium botryosum Wallr. (known commonly as
 

Stemphylium leafspot). These are all foliar pathogens of alfalfa.
 

Heritability for reaction to U. striatus was known to be high
 

(Hill et al. 1963), while heritabilities for reaction to P. herbarum
 

and S. botryosum were thought to be low.
 

Artificial inoculation and scoring were conducted during the
 

spring and summer of 1971. Plants were inoculated with P. herbarum
 

and S. botryosum by spraying with an aqueous spore suspension.
 

U. striatus spores were applied by dusting after diluting the spores
 

with talc. Desired temperatures (17-20*C) and humidity (near 100% R.H.)
 

for infection were produced in an inoculation chamber. Plants remained
 

in the chamber for approximately 48 hours, allowing sufficient time
 

for infection. Inoculum was composed of a mixture of isolates from
 

stocks maintained at the USDA Pasture Laboratory.
 

Inoculation and scoring for reaction to the three pathogens
 

was conducted in a cyclic manner. Plants were first inoculated with
 

P. herbarum, then S. botryosum, and lastly with U. striatus. Inocula­

tions occurred when the foliage was 12-18 cm. tall. The first inocu­

lation was made about seven weeks after seeding. About three weeks
 

were required between scoring for one pathogen and inoculation with
 

the subsequent pathogens. Symptom development required about 10 days
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for P. herbarum, 6 days for S. botryosum, and 17 days for U. striatus.
 

The plants were cut back near the soil surface when they were scored
 

and residual diseased foliage was removed by vacuum cleaning the flats.
 

The regrowth was relatively disease free. Plants were rated on a
 

scale of one to four based on lesion size, with one representing resis­

tance flecks and four representing large lesions.
 

The flats were kept in a protected area outside of the green­

house for the entire evaluation period described above, because the
 

greenhouse temperatures were very high during the summer of 1971.
 

A nested design with flats, families in flats, and plants in
 

families as factors was used for statistical analysis. Families were
 

confounded with rows in this procedure, since one row was equal to
 

one family.
 

For individual selections, row groupings were made to determine 

whether row effects were present in the flats. The within family 

(a 2) and between family (a ) components along with the total phenotypicw F 
variance (a ) were estimated. The variance components were estimated 

p 
following the procedure for unequal numbers of observations in the
 

subclass described by Anderson and Bancroft (1952). Phenotypic and
 

genotypic correlations among the pathogens were estimated from the
 

clonal, PX, and S1 family data. 
Covariances and correlations of
 

parent and offspring means as well as correlations between S1 and PX
 

progeny means were calculated. Heritabilities (h2) based on PX
 

family (i.e., half-sib) data and on parent-PX offspring covariances
 

were calculated.
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The following selected groups from flat means were formed during 

the summer of 1971: 

1. All plants in the best six PX families 

2. All plants in the best six S1 families 

3. Best six clones based on PX family means 

4. Best six clones based on S1 family means 

5. Best 48 clones based on PX family means 

6. Best 48 clones based on S1 family means
 

7. Best 48 individual plants from the bulk population.
 

Items 1, 2, 3, 4, and 7 of the above included 1/24 of the
 

families, parent clones, or individuals evaluated. Selections for
 

resistance to one disease were made independent of performance for
 

other diseases. Thus, some clones, families, or plants were represented
 

in more than one group. In addition, to observe the effect of selec­

tion intensity in progeny test methods, another set which included 1/3
 

of the clones evaluated was formed by items 5 and 6. These seven
 

groups were formed for each of the three diseases, producing a total
 

of 21 selected groups.
 

Seeds were produced by random intercrossing within each of the
 

21 groups of selected parents during the fall of 1971 and winter of
 

1972. Flowering was induced by placing the plants under 24 hours of
 

light after sufficient vegetative growth had occurred. A combination
 

of grow-lux and incandescent bulbs served as the light source.
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The seeds were harvested in bulk for each of the 21 groups.
 

These seeds (i.e., the offspring) were used to compare the various
 

selection methods.
 

During the spring of 1972, the offspring populations formed by
 

the various selection methods were compared. Also included in the
 

evaluation were seedlings from a bulk sample of the unselected
 

Saranac An-4, MSA-C4, and MSB-C4. Selection for resistance to
 

U. striatus had been conducted in MSA-C4 and MSB-C4 (Hanson, 1969).
 

This gave a total of 24 populations. Each of the populations
 

was replicated 24 times with eight plants per replication. A total of
 

48 flats (two flats per replication) were used.
 

Inoculation and scoring were conducted as described earlier. 

Ratings for all of the diseases were taken in all of the populations. 

This permitted observation of correlated responses if they were present. 

An analysis of variance for a randomized complete block design 

was conducted and mean separations were made using the LSD with k = 100 

as described by Waller and Duncan (1969). 

Results and Discussion
 

The analyses of variance for the initial generation can be seen
 

in Table 8. F-tests showed the variance of clonal, polycross, and
 

selfed family means within flats to be significant at the .05 probabil­

ity level for all of the pathogens. For individual selection the row
 

component was also found to be significant, indicating that a row
 

effect was present in the flats. Since the families were not replicated
 

there is undoubtedly a row effect confounded with the family effects.
 



Table 8. AOV's for selfed, polycross, and clonal families and individuals for the three pathogens.
 

of Mean squares 	 Expected meanDegrees 
square components
 

Groupings Source 
 freedom 	 P. herbarum U. striatus S. botryosum and coefficients
 

Clonal Total 1008 0.0289 0.4638 0.5192
 
families Flats 11 0.0558 6.6364* 11.3479* 02+7.5544a2+83.7681a 2
 

Fam/flat 125 0.0440 1.4837 1.7265 a+7.3463a 2
 
w Fc
 
02
Plants/fam 872 0.0264 0.2397 0.2095 


w 
Polycross 	 Total 885 .3387 .4687 .5325
families 	 Flt*i .72 * *2

Flats 11 3.1782 4.1327 5.6032 a2+6.4183o 2+73.7433* 2
 

Fam/flat 132 .5488 .8090 .6136 a2+6.1281 
Plants/fam 742 .2593 .353, .4429 G2
 

w 
Selfed 	 Total 867 .3773 .3726 
 .5978
 
families 	 Flats 
 11 1.1476* .8903 3.6482* 02+6.5677aF+72.2126aF2
 

Farn/flat 132 .5913 .7172* 1.1830 oa+5.9782a 2 
w Fs 

Plants/fam 724 .3266 .3019 .4448 2
a

w 

Individual 	Total 709 .1939 
 .3500 2.2414
 

Flats 11 1.723841.1762 
 41.4879 a +5.3388o +58. 9936aF2
 
Rows/flat 
 132 	 .2442 .5862 6.4783 a2+4.8924a F
 

Plants/row 566 .1524 .2789 .4905 o
 
W 

F-test is significant at .05 level.
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Replications should be included in future work. Flat effects in many
 

cases were also significant. This indicates that basing selection on
 

deviations from flat means was a wise decision. In the "degree of
 

freedom" column it can be seen that different numbers of plants were
 

present in the various groupings. This was due mainly to poor germina­

tion and plant death caused by the rigorous cutting regime imposed
 

during the screening program. The bulk population was the smallest,
 

with only 710 plants.
 

Table 9 presents estimates of within family (a ) and between 

family (a2) variance components and the total phenotypic variance (a). 

As expected, the within family component was larger in the polycross
 

and self progenies, than in the clones.
 

As expected, the between family component was larger for the
 

clones than for the polycross and selfed progenies with U. striatus
 

and S. botryosum reactions. The unexpected small value in the clones
 

for P. herbarum resistance indicates the uniformity in these popula­

tions, and makes any interpretation involving parent clone-offspring
 

data difficult.
 

The phenotypic and genetic correlations among the characters
 

are shown in Table 10. Results are not very consistent for the
 

different combinations of characters across family types. All of the
 

significant phenotypic correlations are positive and the larger values
 

are in the selfed and clonal families, not in the polycross families.
 

Males for the polycross families were randomly chosen which may have
 

resulted in reduced correlations.
 



Table 9. Variances and means for disease reaction to three foliar pathogens in each of the progeny
 
types. 

Pathogens Clones 

Variance Within 
families 

(a2)
w 

P. herbarum 

U. striatus 
.0264 

.2397 

S. botryosum .2095 

Variance Between 
families 

(a2) P. herbarum .0024 

U. striatus .1693 

S. botryosum .2065 

Variance Total 
phenotypic 

(a ) P. herbarum .0288 
p 

U. striatus .4090 

S. botryosum .4160 

Meaas P. herbarum 3.97 

U. striatus 2.88 

S. botryosum 3.17 

Method
 
Polycross 


family 


.2593 


.3538 


.4429 


.0472 


.0743 


.0278 


.3065 


.4281 


.4707 


3.54 


2.74 


3.16 


Selfed 

family Individual 

.3266 

.3019 

.4448 

.0443 

.0695 

.1235 

.3709 

.3714 

.5683 

3.55 

2.60 

3.23 

.1712 

.3417 

1.7144 

3.81 

2.95 

3.44 
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Table 10. 	Phenotypic and genotypic correlations among characters
 
estimated in the clonal, polycross, and selfed data.
 

Correlations
 

Data source Pathogens Phenotypic Genotypic
 

Clones P. herbarum x U. striatus .045 .198
 
* 

P. herbarum x S. botryosum .090 .287
 

U. striatus 	x S. botryosum .069 -.106
 

Px families P. herbarum x U. striatus -.007 .191
 

P. herbarum x S. botryosum .011 .014
 

U. striatus x S. botryosum .052 -.279
 

S families P. herbarum x U. striatus .113 .132
 

P. herbarum x S. botryosum .059 .343
 
* 

U. striatus x S. botryosum .092 .235
 

S
Significant at .05 level.
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The genotypic correlations also did not show striking trends.
 

Negative correlations are found between U. striatus and S. botryosum
 

in both clonal and polycross families, but not in selfed families.
 

No tests of significance were made for the genotypic correlations.
 

The parent-offspring data are presented in Table 11. The
 

variances represent the variance of family means, and are shown to be
 

smaller than the phenotypic variances in Table 9. This was expected
 

since the variance of means is less than the variance of individual
 

values. 

Correlations of selfed progeny means, parent clone, and polycross
 

progeny means were significant at the .05 probability level for resis­

tance to P. herbarum and U. striatus, and were larger for all three
 

characters than were the corresponding polycross progeny-parent clone
 

correlations. The polycross progeny-parent clone correlations for
 

resistance to P. herbarum were negative but non-significant. This was
 

due to the extremely small variance for resistance to P. herbarum in
 

the parent clones.
 

In general, the highest correlation between types of offspring
 

and between offspring and parents appear with U. striatus resistance.
 

P. herbarum resistance except for the parent-polycross offspring value
 

ranks second, and the least correlation is found for S. botryosum
 

resistance. Although some of the correlations are significant, 
as
 

predictors they would be very poor, since r2 values would be small.
 

Heritabilities (h2) calculated from polycross families and
 

parent-PX offspring data are shown in Table 12. Heritabilities
 

estimated from PX data are much larger than their equivalents
 

estimated by parent-PX offspring covariance. The PX family estimates
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Table 11. Means, variances, covariances,and correlations for parent
 
and offspring data. 

Disease 

Data Methods P. herbarum U. striatus S. botryosum 

Means S1 family 3.5409 2.5539 3.2233 

Px family 3.5420 2.7162 3.1700 

Clones 3.9711 2.8807 3.1757 

Variances S1 family .1260 .1515 .2545 
2 
p Px family .1244 .1723 .1681 

Clones .0060 .2665 .3422 

Covariances S1F x PXF .0293 .0490 .0265 

(aop) S F x CL .0067 .0768 .0433 

PXF x CL - .0002 .0398 .0172 

Correlations S1 F x PXF .2338 .3030 .1283 

SIF x CL .2433 .3824 .1469 

PXF .:CL - .0085 .1858 .0716 

Significant at .05 level. 
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Table 12. 	 Heritabilities (%) estimated from polycross family 
(half-sib) and parent-polycross offspring data. 

Method
 
Pathogen Px familya Parent-ofbfspringb
 

P. herbarum 	 .616 -.067
 

U. striatus 	 .694 .299
 

S. botryosum 	 .236 .101
 

a
 
4(2)
 

4 (aF)
 

2 (From Table 9)
 
a
 
p
 

b 

-- (From Table 11)
 

p
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are probably inflated due to confounding raw effect with family effects
 

as was discussed earlier. The h2 estimates for U. striatus, P. herbarum,
 

and S. botryosum resistance using parent clone-PX offspring covariance
 

are similar to results found previously by Hill and Leath (1972). The
 

negative estimate of h2 for P. herbarum resistance indicates a h2 very
 

near zero. The estimates from PX families probably give some informa­

tion about the relative ranking of the disease characters for h 2 , 

assuming row effects to be similar for resistance to the three pathogens.
 

The order suggested is U. striatus > P. herbarum > S. botryosum. This
 

is only a rough estimate, as confidence limits for h2 values were not
 

calculated. The h2 estimates from parent-PX offspring data for
 

U. striatus and S. botryosum resistance are probably of a more
 

realistic magnitude.
 

To compare the selection methods, the analysis of variance for
 

evaluation of the offspring of selected parental groups is shown in
 

Table 13. The F-tests for all three diseases were highly significant,
 

meaning differences in resistance levels existed among the 24 popula­

tion=. The error mean square served as the F-ratio denominator.
 

The responses to selection are shown in Figure 2. The diagnonal
 

graphs (A, E, and I) show the responses to a given pathogen by the
 

groups of offspring whose parents were selected for resistance to that
 

pathogen. The off-diagonal graphs represent respono-, by those same
 

offspring to the pathogens for which their parents were not selected,
 

or correlated responses.
 

Response to selection is expressed as deviations from the
 

unselected Saranac An-4 population. Positive responses as shown
 



Table 13. AOV's, coefficients of variation and the grand means for the methods evaluation data.
 

Degrees of freedom Mean squares
 

Source P. herbarum U. striatus S. botryosum P. herbarum U. striatus S. botryosum
 

4021 4252 	 .1387 .3223 .0332
Total 4164 


1.3081 2.4081 .2901
Reps 	 23 23 23 


23 23 23 .3596 3.8699 .0411
Populations 


529 529 .0783 .0774 .0217
Error 529 


3677 .0577 .0571 .0204
Plants/plots 3589 3446 


C.V.(%) 8.2354 8.0914 3.8372
 

Grand means 3.3978 3.4385 3.8425
 

F-value is significant at .01.
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Figure 2. 	Response to selection with the various methods, expressed
 
as deviations from the unselected Saranac An-4 sample
 
(U. striatus = 3.67, P. herbarum = 3.47, and S. botryosum = 
3.78). Positive and negative deviations represent increases 
in resistance and susceptibility, respectively. Diagonal 
(A, E, I) and off diagonal graphs represent direct and
 
correlated responses, respectively.
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represent increases in disease resistance. The actual mean resistance
 

scores obtained with the various selection methods can be reconstituted
 

by simply subtracting the deviations presented in Figure 2 from the
 

unselected Saranac An-4 values shown in the Figure 2 caption.
 

Based on the theoretical work S PT and S F methods are expected
 

to be equal to one another, and superior to the other methods. The PXPT
 

and PXF methods should follow next in order. The rank of individual
 

selection to the other methods will be determined largely by the
 

amount of error variance in the total phenotypic variance, and by
 

family size. If error variance and family size are small INDIV.
 

selection would probably be superior to PXF, but if they were large
 

PXF could possibly have a slight advantage.
 

The response to selection for resistance to U. striatus is
 

shown in Figure 2A. A significant increase in resistance was obtained
 

with each selection method. The S F and S PT methods were the most
 

effective methods, and they did not differ significantly from each
 

other. The S PT method was significantly greater than PXF, PXPT, and
 

INDIV., while S1F was only significantly greater than PXF and PXPT.
 

The INDIV. method was the next best method, but it was not significantly
 

greater than PXF and PXPT methods. U. striatus resistance responded
 

well to selection and theoretical expectations were quite reasonably
 

approximated.
 

Results of selecting for resistance to P. herbarum are shown
 

in Figure 2E. A significant increase in resistance was obtained with
 

all methods except INDIV. The INDIV. method produced a significantly
 

smaller response than all of the other methods. Forty-eight out of
 

710 plants were selected instead of 48 out of 1152 as originally
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planned, This may have reduced the effectiveness of INDIV. selection
 

slightly, but not enough to explain the observed differences.
 

The best method of selection for P. herbarum resistance
 

appeared to be PXPT, but it did not differ significantly from the
 

other effective methods. Although these findings do not support theory
 

(i.e., self methods are not superior); they do not strongly disagree
 

with it either, since the other methods are not superior to the selfed
 

methods. To explain the results for P. herbarum resistance it is
 

suggested that if resistance were not recessively inherited and if
 

gene frequency were very low, an inability to detect differences
 

between selfed and polycross methods would be expected. This can be
 

seen in Figure 1 of the theoretical work, by the closeness of response 

lines at low gene frequencies in the dominance model.
 

The results of selection for resistance to S. botryosum are
 

shown in Figure 21. All of the responses are negative (i.e., resistance
 

decreased), and non-significant. Yet, it is curious that all of the
 

methods produce a negative response. This might be explained by a
 

shift in gene frequency favoring resistance in the base population,
 

that is, the sample used for the base population was more resistant
 

than was the original sample from the population in which selection
 

began.
 

The relative responses of the three diseases agree in rank with
 

the h2 rankings by PX family data. However, even for U. striatus
 

resistance, an economical level of disease resistance is not reached
 

after only one generation of selection. This is demonstrated by the
 

U. striatus resistance scores of 2.61 and 1.89 obtained from MSA-C4
 

and MSB-C4 respectively.
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Populations resulting from S1PT or S1F selection for U. striatus
 

resistance were more susceptible to P. herbarum than the unselected
 

The PXF and PXPT methods produced
Saranac An-4 population (Figure 2B). 


a correlated increase in resistance to P. herbarum, while INDIV. selec­

tion for U. striatus produced very little change in the mean P. herbarum
 

scores. The only significant differences were those that occurred with
 

PXPT and PXF selection.
 

All of the populations derived by selection for resistance to
 

U. striatus were more susceptible to S. botryosum than the unselected
 

Saranac An-4 population (Figure 2C). The only significant difference
 

was that the population developed by PXPT for U. striatus resistance
 

was more susceptible to S. botryosum than was Saranac An-4.
 

All of the populations derived by selectioi for resistance to
 

P. herbarum were more resistant to U. striatus than the base population
 

(Figure 2D). The only significant difference was that the S1 progeny
 

test population for resistance to P. herbarum was more resistant to
 

U. striatus than the base population, but tLe U. striatus means for
 

individual selection and polycross family selection for P. herbarum
 

resistance approached being significantly more resistant than the base
 

population. Selection for resistance to P. herbarum produced only
 

minor changes in means for the S. botryosum scores (Figure 2F).
 

Although selection for resistance to S. botryosum Der se was
 

not effective (Figure 21), individual selection for resistance to
 

S. botryosum produced a significant increase in resistance to P. herbarum
 

(Figure 2H). Other correlated responses associated with U. striatus
 

resistance when selecting for resistance to S. botryosum were minor
 

(Figure 2G).
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An explanation of the correlated responses is not readily
 

available. Estimates of genotypic correlations in Saranac (not
 

Saranac An-4) by Hill and Leath (personal communication) indicated
 

that selection for resistance to U. striatus should result i& a
 

increase in resistance to P. herbarum and a decrease in resistance to
 

S. botryosum. This agrees with the results of the present study
 

except for the opposite trend with resistance to P. herbarum in the
 

S1 derived populations selected for U. striatus resistance. Much
 

of the correlated response is probably due to sampling variation
 

associated with intense selection, however. No agreement was found
 

between the correlated responses and the estimated genetic correlations.
 

The effect of the proportion selected in progeny testing for
 

both S1 and PX methods are shown in Figure 3. For resistance to
 

U. striatus the advantage of high intensity selection is demonstrated.
 

Here the difference for S1PT is significant, but not for PXPT.
 

For resistance to P. herbarum it is shown that for both S1 PT 

and PXPT response decreased as the proportion selected increased. 

The decrease was not significant for S PT but was for PXPT. 

For resistance to S. botryosum once again the negative effect of
 

selection which we cannot explain except by a population shift in
 

resistance ct:n be observed.
 

The results tend to demonstrate one of the dilemmas associated
 

with progeny testing and family selection as compared to INDIV. To
 

obtain the desired response intensity must be increased, thus decreasing
 

the number of plants selected and narrowing the genetic base.
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Figure 3. 	Effect of the proportion of the population selected on
 
response to selection for resistance to the three
 
pathogens with the progeny test methods.
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Summary and Conclusions
 

1. All methods of selection for resistance to U. striatus
 

were effective.
 

2. Individual selection was ineffective for resistauce to
 

P. herbarum.
 

3. No method increased resistance to S. botryosum.
 

4. The relative response of the three characters agreed with
 

heritability rankings.
 

5. Selfed methods were always greater than or equal to other
 

methods.
 

6. Increasing the selection intensity increased response to
 

selection with progeny testing.
 

7. Experimental results generally agreed with theory.
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