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ABSTRACT
 

RYAN, JAMES GARRETT. A Generalized Crop-Fertilizer Production Function.
 

(Under the direction of ERNEST CALEB PASOUR JR.)
 

The problem examined in this study is the derivittion of a generalized
 

crop-fertilizer production function describing the response relation
 

between measured soil characteristics, applied nutrients, weather and
 

crop yield. It is hypothesized the function can be utilized to geterate
 

specific fertilizer recommendations to farmers based on soil analyses.
 

The data come from potato-fertilizer experiments conducted on 65
 

farm locations over a seven-year period in the Sierra region of Peru.
 

A quadratic model was chosen as the most appropriate form to describe
 

the response relationships in these data. Soil phosphorous and potas­

sium were found to have statistically significant effects on response to
 

applied nutrients, and thus on the optimum levels of application. These
 

data did not consistently show that soil organic matter should directly
 

affect nitrogen recommendations.
 

The applied nitrogen recommendations generated using the derived
 

quadratic production function were 5 to 220 kilograms per hectare higher
 

than the current recommendations of the National Center of Soil.Analysis
 

at LaMolina, Peru. The size of the differential depended upon the 

levels of soil phosphorous, soil potassium and soil pH. Applied phos­

phorous recommendations derived here were up to 250 kilograms per hectare 

above those of the Soil Analysis Center. Applied phosphorous recommenda­

tions varied substantially depending on the soil pH level. At present, 

the Center does not use pH in their phosphorous recommendations. 

ii6 



Itwas found that on soils with less than about 3.7 percent organic
 

matter, risk (measured by the variance of profits due to rainfall and
 

temperature variations over time) increased as the levels of applied
 

nitrogen, phosphorous and potassium were increased in 
a fixed ratio of
 

10:10:5. 
 Itmay therefore be reasonable for highly risk averse potato
 

farmers on these soils to apply no fertilizer.
 

On high organic matter soils it was found that risk due to weather
 

variability falls as the levels of these three applied nutrients are
 

increased up to about 120, 120 and 60 kilograms per hectare, respectively.
 

On these soils, aversion to risk (due to weather variations) would
 

not appear to be a 
valid explanation for farmer applications below these
 

levels.
 

A multivariate probability density function from a large sample of
 

soils was derived with three soil nutrients and the pH as random vari­

ables. 
Given this density function, the expected value of using a
 

blanket area recommendation from this study as opposed to current recom­

mendations, amounted to SI. 8,600 per hectare annually (about $U.S. 200).
 

The expected additional value of the soil test information was calculated
 

for the same sample of soils as 
S1. 4,000 per hectare, or $U. S. 94. The
 

current levels of fertilizer use are so low that an increase to the gen­

eral level of the blanket recommendations is of far greater value than
 

the additional benefits available from soil testing.
 

Widespread adoption of the fertilizer recommendations generated
 

here would depress potato prices from about S/. 2,000 per metric ton
 

to S1. 700 due to the resulting downward shift in the supply function.
 

The net gain in economic.welfare using partial equilibrium analysis was
 

estimated as S1. 1,993 million per annum ($U. S. 46 million). 
 This
 

lie. 



excluded the cost of any researchk extension or teaching to achieve the 
large increase in fertilizer use implied.
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CHAPTER I
 
INTRODUCTION
 

The problem to be examined in this study.is.the derivation of a 
generalized crop-fertilizer production function which adequately des­
cribes the response relation between measured soil characteristics,
 

applied nutrients, weather and crop yield. The word "generalized" 

means 
that the function can be utilized under a 
wide range of soil
 

and environmental conditions to replace site-specific functions for the
 

potato growing areas of the Sierra of Peru.
 

It is hypothesized that the function canbe utilized to generate
 
specific fertilizer recommendations to farmers based on soil analyses.
 

In the words of the National Academy of Science (1961, p. 49):
 

One of the most challenging problems in statis­
tical methodology relating to agronomic-economic

research in response-suface studies then is that of
developing theory and methods of combining results

from a series of experiments to form a generalized

production function. 
To be of practical usefulness,

this function must be such that it may be employed

over a comparatively large population of conditions
by having at hand values for independent variables,

such as soil-test results, to insert to account for
 
local variations in conditions.
 

The empirical function derived in this study is subjected to rigor­

ous statistical analysis to ensure it has not been adversely affected by
 
specification bias and multicollinearity. 
The empirical estimation of
 

crop-fertilizer response functions combining data over space and time
 
has always proved to be a difficult task because of these two problems. 

The possibility of specification bias exists because the "laws of pro­

duction" have not been adequately formulated into a multivariate
 

functional form capable of depicting the exact mathematical relationships
 

involved. Multicollinearity, on the other hand, is largely a data problem.
 



2 
The data come from the potato-fertilizer experiments conducted in
 

the Sierra region of Peru during the period 1960-70. The generalized
 

-function fitted to these data is used to measure the sensitivity of com­
puted economic optima to changes in soil and-weather characteristics and 
price relationships, which is one of the primary aims of.the study. The 
current recommendations of. the National Center of Soil Analysis at
 

La Molina, Peru, 
 are then compared with those generated from the fitted 
production function. 
Using a multivariate probability density function
 

derived from a large sample of data from the La Molina laboratory (with 
soil organic matter, phosphorous, potassium and pH as random variables), 

the expected value of using the recommendations of this study compared 

with current recommendations is calculated. 
This measures the expected
 

value .of the generalized function. 

Another primary aim is 
to compare the value of a general increase
 
in fertilizer use with the value of soil testing. 
The value of soil
 
testing is determired by measuring the expected .value of the difference
 
between the profit levels using recommendations of..this study for the
 
above sample of soils, compated to one blanket recommendation based on
 
an average soil. 
The expected value is again calculated using the above
 
sample multivariate probability density function. 
These calculations
 

enable some policy statements to be-made aboutthe relative value of
 
soil testing with a 
view to making farm-specific recommendations, versus
 
a general program aimed at increasing the level of fertilizer use.on all
 

soils.. 

An analysis is-made of the ,likely effects of increasedfertilizer 

use on all farms 
on potato prices, production and.economic welfare. 
If 
all potato farmers followed the recommendations derived in this study, 
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the price of potatoes would fall substantially .due to the shift in the
 
supply curve that would result and-the inelasticity of demand for the
 

product. 
Assuming all other resources are in completely'elastic supply or
 
potato farms, a 
new .supply curve is derived which reflects the adoption
 

...
of the recommendations of this study. 
The change in the equilibrium
 

levelof price and-production is determined assuming a demand elasticity
 

of -0.3. From these, an estimate is made of the change in economic wel­
fare'that would result from a program of research, education and extension
 
aimed at increasing fertilizer use to the levels implied by the new supply
 

curve.
 

,. 
The effect of weather risk on statements to farmers concerning
 

"fecommended" fertilizer applications is examined assuming rainfall and
 
temperature as random variables. The hypothesis that the variance of
 

profits is
a monotonically increasing function of.nitrogen.fertilzer
 

applications, as others such as Colyer and Kroth (1970) and Tollini and
 
Seagraves (1970) found with corn, is tested using the potato data. 
The
 
effect of interactions between soil and applied nutrients and the two
 

weather variables on,the expected profits-variance (E- V) map is
 
considered.. Previous work on E 
- V estimation has been restricted.
 

largely to single nutrient response with no soil factors entering the
 

analysis.
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CHAPTER II
 
PREVIOUS CROP-FERTILIZER.RESPONSE STUDIES
 

Three major categories of problems have arisen in crop-fertilizer
 

response research. Thefirst concerns definition of the structure of'
 

the.model.. Included in this are the choice of,the appropriate*functional.
 

form to-represent the response relationship and the way to incorporate.
 

soil.and-other site variables such as weather into.the model.
 

The second problem deals with the statistical difficulties encoun­

tered in the empirical estimation-of-models. 
Within this category fall
 

.three related subclasses:
 

a. definition of statistical methods to sequentially "build up"
 

equations so that the most important-variables are included;
 

multicollinearity among independent variables appears to
 

cause most of the problems here; 

be 	 the difficulty of fitting non-linear models, particularly
 

when,more than one independent variable is included, and the
 

statistical properties of non-linear estimators;
 

c. 	determination of appropriate-statistical tests-when experi­

mental.data arecombined over space and time.,
 

The third class-of 
problems relates to the use of.fitted models in
 

economic inalyses. 
Included here are the questions of how to arrive 
at
 

fertilizer recommendations for farmers, taking account of both.profita­

bility risk and how to evaluate the worth of empirical research compared 

to present farm practices. 

The sizable literature on the first two problems will be specifically 

reviewed and discussed in this chapter. The economic aspects will be 

covered in Chapters IVand V. 
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Types of Response Models
 

Perhaps the most important and most.common.problem in response
 

research has--been the choice of an appropriate mathematical function
 

to represent the relationship between fertilizer input'and crop yield
 

per unit of land. Ideally, one should hypothesize a functional relation­

ship based on the "laws of production, as conceived by soil scientists 

and agronomists. Unfortunately, a concensus..does not exist among these
 

"lawyers" of production. 
As a result, the history of response research
 

reveals that a 
plethora of functional forms has been utilized.
 

One of the first explanations of the relation between crop yields
 

and plant nutrients.was the "law of the minimum." 
 According to Munson
 

and Doll (1959, p. 134) de Saussere, a Swiss chemist, first alluded to
 

this law in.1804 in his Reserches Chimiques sur la Vdg~ration. It is 

more commonly known as Von Liebig's "law of the minimum," developed in
 

1855. The essence of this relationship is that it specifies a linear 
crop response to a given soil nutrient up to the yield ceiling, which
 

.occurs when other nutrients or factors become limiting. 
Thereafter
 

yield (y)remains constant. It can be.expressed as 
follows:
 

y= bX1 Jx2, .... X (0< x1 <4)
 

y =:A Ix2, . .,Xn (xl _ *) 1
 

where XLis the nutrient level giving the maximum yield, A. 

As Swanson (1963) points out, life in.a Liebig world is uncompli­

cated. The response function can be estimated using ordinary least.
 

squares analysis and determination of the optimum level of nutrient is
 

relatively simple as it involves corner solutions. 
Both Mitscherlich
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and Lang, among others, refuted Liebig's "law," which implied that the 

various nutrients.in the soil were not. substitutes in production, 

Mits cherlich (1909) developed the mathematical growth model which 

bears-his name. It was a curvilinear form of the Liebig "law," with 

yield becoming asymptotic to an uppe'r yield ceiling. For a single 

nutrient, it took. the form:.. 

y -A(!-- 10ex) 
(2) 

where y is absolute yield, x-is the level,of applied nutrient, A is the. 

maximum physical yield and c.is the response parameter.
 

Another-version of the Mitscherlich function incorporated the level
 

of soil.nutrient, b:
 

-y - A(l1- lO c( x b)) . (3) 

Unlike (2), equation (3)allowed yield to be positive at zero levels of x. 

Baule (1918) modified Mitscherlich's function and showed that when 

one used the percentage yield concept instead of absolute yield, it 
1 

becomes independent of the quantity of-nutrient in the soil. Baule. 

also suggested that all nutrients should be in the response function, 

as shown in.equation (4): 

y- A(l- 10-clxl)(1- 10- 2x2) ........ . :(1 10-nx) . (4)
 

iThe percentage (or relative) yield refers to the ratio of yield
 
obtained with all nutrients but the one of interest available in "adequate" 
amounts, to yield with all nutrients, including the one of interest, at
 
"adequate" levels. The nutrient of interest is 
set at an applied level
 
of zero in order to obtain the yield for the numerator.
 

http:nutrients.in
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This specified that absolute and percentage yield was zero when an essen­

tialnutrient.was absent in the soil and none was applied. 

In .1923 Spillman ieveloped his function which was similar to that of 

Mitscherlich except'.that-R, the ratio of successive yield increments, was 

not 	assumed to be-constant for a given nutrient, as in Mitscherlich's 

formulation. R was allowed to vary with soil and climatic conditions in 

the Spillman (1923) formulation. For multiple nutrients, the Spillman.. 

function was:. 

.
y A. 1 	 (l n_n )-1 - I 5 

The Ri '(i 1, 2, ... , n) were the ratios by which marginal products 

of-the applied nutrients Xi, (i = 1, 2, o.., n), declined as input levels 

were increased. Other features'of this type of function were, as detailed
 

by Heady (1956), and.Heady and Dillon (1961, pp. 73-107)
 

a. the elasticity of response is less than one over all ranges
 

of 	input levels; this was probably a reasonable assumption
 

excepton extremely deficient .soils where a phase of 

increasing marginal returns to added nutrients may be.
 

expected;
 

b. 	 the marginal product of each input.was always positive as 

yield was asymptotic to A; 

c. 	 -itdoes not allow isoclines to converge at the point of 

maximum yield, A; this implied that A can be attained with.
 

numerous input combinations;
 

d. the level of soil nutrients could be incorporated into the.. 

function.by adding a soil nutrient variable to the-powers.of 

the R . 

http:the-powers.of
http:function.by
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Thel.,main disadvantage of the Mitscherlich-Baule-Spillman-models is. 

that-they-require non-linear.'estimation procedures when-the asymptote is:""
 

not known. A number of studies have-used these models such as Bray (1958)
 

Yurtsever et al. (1965), Holford (1966), Eagle (1969), Ranganathan et al.
 

(1969) and.Cate(1971). Stevens (1951)'and Edwards (1962) have-outlined
 

iterative procedures for handling general .probles of non-linearity.
 

Even.with modern computers, the estimation problem becomes almost intrac­

table when more than one independent variable is included.2
 

The "resistance" function was developed by Balmukand (1928)'to relate
 

soil and applied nutrients to crop yield. His function took the form: 

a1 a2 a

bl+Xl+b2x2 +...... + bn+x-q 
 6
b~1 b2 b + c (6)
 

where ai (i 1, 2, ... , n) are the parameters to beestimated, bi .(i - 1, 

2, ... , n) are the levels of soil nutrients and x i (1 =1, 2, ... , n) are, 

,amounts of.applied nutrients. 

This function allows: 

a. yield to be asymptotic to 1/c;
 

b. linear isoclines which do not pass through the origin; 

c. non-convergence of the isoclines at 1/c;
 

d. diminishing marginal products. 

Heady and Dillon (1961, pp. 94-96) suggest that the "resistance"-function. 

is more appropriate for livestock feeding experiments. The functionhas 

not been widely used in response studies of any kind. 

2For an excellent review of the history of the Liebig, Mitscherlich,
 
Baule and Spillman functions together with an.extensive bibliography, see
 
National Academy of Science (1961). Heady (1963) also has a review of
 
this early work.
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The Cobb-Douglas function also has not been widely used in crop­

fertilizer response• studies. Its main,.limitation is -the assumption that
 

the marginal rate of subs titution between nutrients is .constant, as in
 

the .case.of the Liebig function over certain ranges. The. Cobb-Douglas
 

is,written:
 

y= bXcl.Xc2,... x.n1 _2 (7)0a 

where b is a constant and the ci.-(i 1, 2, ...,n) are the: elasticities
 

of production.
 

Other features of' the Cobb'-Douglas are:
 

a. the elasticities of production are constant; 

b. it allows diminishing, increasing or,.constant, marginal 

retuins throughcut but does not allow more than-one of 

these phases; 

c. it does not define a point of maximum yield and hence tends 

to overestimate the optimum level of inputs when the ratio
 

ofinput price to output.price is very small;
 

d. output is zero when one of-the inputs is at zero level.
 

An extension of'the Cobb-Douglas function is-the Transcendental:
 

y *bxcl Xc2 xCn edlXl ed2X2 ednxn...
1.2 .. n e.... (8)
 

The main advantage of the Transcendental is that it allows phases:of 

both increasing,and diminishing margin.l returns. It ,can -be. fitted with 

least squares regression ,procedures using log transformations. However, 

it is'difficult to use for economic analyses. 

By far the most used functional form has been.the quadratic equation; 

of. the forn" 
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2


b 	x2-b x

y.a +bx +bx + ... + bx 

i, 	 212 nfl 111 22.2 

b	 2 + b2x x +b xx '+ ... +b 1nXXn 
nn 1212 131 

+b x x + b24x2x + .... .... +.bnl,n xn 

+23 23 2424.nln 	 -n
 

+b .... bxx .... 	 xn • (9)
123 n 12 ni 

of the quadratic which 	 account for its popularity are:The 	 properties 

a. it allows diminishing marginal returns for each input 

alone;
 

b. 	the interaction terms allow the function to represent 

either.diminishing marginal returns for both factors or 

diminishing for one and increasing for the other; 

c. 	the isoquants are allowed to intersect the input axes;
 

input does not imply a 	zerohence, a zero level of one 


output;
 

d. total yield can reach a maximum, followed by negative
 

marginal returns; 

are forcede. 	 the isoclines are linear but because they not 

of the input plane as in the Cobb-Douglasthrough the origin 

case, they allow changing input proportions along the expan­

sion 	path; 

f. 	 first derivatives form linear equations which are easy to 

solve 	simultaneously. 

functions appearsA review of. some. of the empirical work using quadratic 

in a later section of this chapter. 
2
 

A variation of the quadratic is where .the xi terms are replaced by 

x3/2 terms in equation (9). This generates non-linear isoclines which1 
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do -not pass through-. the origin of the input plane.. Adding xi terms to,
 
equation (9) allows bothincreasing and dimin4shing marginal returns. 

The. square root function has also been used a great dealin response 

studies. Unlike the quadratic, it allows marginal products to decline at 

a diminishing rate rather than a constant rate. Ite mathematical form is
 

shown in equation (10): 

y a- -bx ... bxbX bx +b AF
1i1 2 2 .1n n '1 

+b A7F+...+b A-+:b T 13- x-13.22 2 nn n 12 1 2+ 1 3 
(10)
 

+...... . + +Fx + .vT..in i n 23 2 3 24 .2.4 
+,*t.... x-. + ... + b13.. nv/xix x'. 

n-l,n n-i n 123 n.22 

It also has cu'rved isoclines which pass through the origin, hence allowing 

input proportions to vary as output changes.
 

Empirical,Response"Studies.
 

Very..little empirical work was done oncrop-fertilizer response 

prior to 1950, as noted by.the National Academy 6f Science (1961, p. 6). 

Early Work
 

Bray was a leader in the field of correlating the level of soil
 

nutrients with the response of crop to applied nutrients. In.his 1944
 

paper he fitted a Mitscherlich equation relating the level of exchange­

able potassium in the soil, to the percentage yield of corn. He only 

had one non-zero rate of potassium in the experiment and, used this as 

justification for leaving the level of applied nutrient out of the 

equation. 
His aim was. to estimate an equation that would enable prediction
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of percentage yields for crops on a range of soils when only the soil
 

.test values were known.. He chose.percentage-yield as his dependent vari­

able as he found it gave a better fit to his data.
 

Bray's contention was that c, the coefficient of b, the level-of
 

the nutrient in the soil,.was relatively constant for all soils in
 

.. His aim
equation (11), which resembles the log form of equation (2). 


was to utilize c to determine fertilizer requirements.
 

Log (A.- y) -LogA-cb (11)
 

where.A - the maximum yield, and 

y - absolute yield with non-zero level of nutrient applied. 

However, Bray's (1944, pp. 318-320) analyses showed that other soil
 

properties will affect c and that it will vary depending on the crop.
 

No attempt was made to incorporate other soil properties into the
 

function, Finally, Bray (1944, p. 320) admitted that his c applied only
 

for soils in the mid-range for potassium.
 

In a later paper, Bray (1958) examined various rates of applied
 

phosphorous on wheat and estimated the relationship between yield and
 

the levels of soil and applied phosphorous. He again found that his
 

estimated c values changed as the level of soil and applied phosphorous
 

changed. However, soil type did not appear to affect them. Equations
 

where percentage yields were included in place of (A- y) in equation
 

(11) generally gave a better "fit" to the data.
 

Borden (1946) used Mitscherlich relationships to calculate the soil
 

nutrient status using percentage yield as the predictor. As with most of
 

the response research up to this time, the concern was to broadly delineate
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soils on-the basis of the relatiVe magitude.of the yield'response to 

"adequate" doses of fertilizer. Little or no interest was expressed in
 

accurately defining just what was an "adequate" level of fertilizer. 

The,"renaissance" in the area of production function estimation came 

in the 1950s, and centered around the work of Heady and others at.Iowa, 

State University. Interdisciplinary research efforts between livestock.
 

researchers, agronomists. soil scientists, statisticians and economists 

seemed to blossom in this period. 

The paper by Box and Wilson (1951) developed several concepts lead­

ing to more efficient estimates of production surfaces. They discussed
 

multivariable quadratic response functions and the structure of the,
 

design matrix for most efficient estimation of the function. They pointed
 

out that the likelihood of specification bias in the modeldepends upon
 

the choice of experimental design. The (X'X)-1 and what they refer to
 

as, the specification bias matrix provide an objective basis for comparing
 

desi,3ns for both precision and bias. This was a considerable advance on
 

the trial and error computational methods such.as that ofMendum (1948).
 

A later paper by Box (1954) emphasized the importance of considering all
 

factors affecting yield, not simply one.
 

Johnson (1953), in comparing how a Cobb-Douglas quadratic and two 

variations of a Spillman function performed in describing corn-nitrogen. 

response,found that the quadratic gave the best "fit." After this, 

empirical papers seemed to abound. Papers by Heady and Pesek (1954), 

Headyq Pesek and Brown (1955), Brown et al. (1956) set out.generally to 

compare various functional forms such as the Cobb-Douglas, exponential, 

quadratic and-square root. The quadratic or square root functions were 

generally chosen, Although itwas,not always clear what criteria were
 

http:magitude.of
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used,. to choose.between the -fitted equations, it appeared to be.-largely. 

2based, on the R- values. 

All. these papers included detailed economic .analyses ..of' the results. 

Isoquants, isoclines and least .cost.fertilizer combinations were calcula­

ted. The-fact that-isoclines turned out.to be non-linear was. frequently 

mentioned as further justification for using the square root function.
 

However, this is a property of..this function and cannot be used to justify 

the specification.
 

Brown and Oveson (1958) worked with wheat-nitrogen data available­

over a period of years in..Oregon, They compared quadratic equations
 

derived by combining "like" response years to esrimate a general equation.
 

from the combined data. They measured the "cost of the wrong decision" 

as the margin over fertilizer cost of using the combined equation to
 

estimate fertilizer optima versus the individual equations of "like" 

years. The average "cost of the wrong decision" from using a single rate
 

each year was small--$158 per acre. HavL.icek and Seagraves (1962) carried 

out a similar analysis for nitrogen on corn in North Carolina. Using a 

square root. function, they found the cost of the wrong decision to be 

about$1.02 per.acre. They also examined the value of price and weather
 

They
information and compared the quadratic to the square root equation. 


found that there was little to choose between the two equations. 

In the late 1950s, two important books were published at Iowa. They 

contained many important papers by statisticians, agronomists, soil.. 

scientists, economists andothers in the area of fertilizer response 

analysis. They were edited by Baum, Heady and Blackmore (1956) and 

Baum, Heady, Pesek and Hildreth (1957). 

http:about$1.02
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Heady, Pesek and.Rao (1966) derived a quadratic production function
 

•for 	nitrogen and phosphorous on corn in Iowa. From this, they derived' 

'short- and long-run static supply functions for corn, and.demand functions 

for the .two nutrients. In deriving the optimum economic levels.of the two 

nutrients, Heady, Pesek and Rao found the point estimates had rather wide
 

statistical confidence intervals. Three methods were suggestedto reduce. 

these intervals: 

a. increase the number of experiments; 

b. 	add more.variables to the equation;
 

c. improve the experimeital designs.
 

Another example of a typical response study of .the 1950s and 1960s
 

where only applied nutrients were considered is that of Colyer and Kroth
 

(1968). Using seven.years of data on corn response to nitrogen and plant
 

population at two locations, they derived quadratic equations for each of
 

the seven years and also a combined equation. Both combined equations
 

gave .substantially reduced R2 values, but most of the regression coef­

ficients were significant. Soil tests were available on the sites but
 

were not included in the analysis.
 

Colwell and Esdaile (1966) fitted square root response equations to
 

49 nitrogen and phosphorous field experiments on wheat in New South Wales,
 

Australia. For each location, fertilizer optima were computed. 
This
 

work 	was a forerunner to Colwell's later efforts at ddvelopm t of .a gen­

eralized response equation involving incorporation of soil and other 

site 	characteristics. 

The majority of the studies done up to the late 1950s were similar. 

to those previously mentioned. Experiments were carried out at ,one or 

two sites over one.or more years and involved primarily the fitting of 

http:levels.of
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response crvea.for one or two applied nutrients and the calculation of
 

economic optima. '. As soil testing techniques advanced, and the limita­

tions of'location'.specificefunctions for deriving general fertilizer
 

recomnendations came-to be realized, more attention was given.to the
 

development.of generalized production functions. As Munson and Doll..
 

(19599 pp. 164-165) noted:
 

Few, (soil test-crop yield response studies)
 
however, have considered economic levels of fer­
tilization ,inconjunction with soil tests or the
 
simultaneous effect of more than one soil-test 
nutrient in analyzing experimental results*,
 

Incorporation of Soil and Site Characteristics 

Apart from the earlier work of Bray (1944), Borden (1946) and others
 

using relative yield concepts, one of the earliest attempts to incorpor­

ate soil test variables into-empirical response equations was that of
 

Fitts etal. (1953). They fitted lineqr functions relating the change.
 

in-yield from applying 40 or 60 pounds of nitrogen to the rate of soil.
 

nitrification. Utilizing seven-years data, they obtainedsignificant
 

results. Their results could have been improved had they incorporated
 

plant stand, weather and rates of fertilizer nitrogen in a combined
 

equation.
 

In a more sophisticated analysis using a Mitscherlich equation,
 

Hanway..and Dumenil.(1955) derived a.relationship between yield.increase.
 

.incorn and the rate of applied nitrogen and the level of soil nitrifi­

cation, 'similar to equation (3). They derived economic optima for a.
 

range of soil nitrification rates but also failed to include weather
 

variables, although they did examine a range of fertilizer rates.
 

Pesek (1956) discussed the use of total nutrient variables in a
 

quadratic response function of the form:
 

http:development.of
http:given.to


17 
Y. - (kol + NF) + c2 (k + N) 2 + c3 (my +PF) 

+4 (MY + PF)2 + c5 (ka + N.F)(MY +F (12) 

where y - yield. increase; 

a -soil test value of.n"trogen;
 

y :.=soil test value of phosphorous;
 

NF,P.F ­levelof applied nitrogen and phosphorous, respectively.
 

In later work,Jensen and Pesek (1959a,.1959h) extended this model
 

and performedstatistical tests to determine whether such yield equations
 

could be effectively generalized to include more than one fertility level.
 

They fitted six separate quadratic equations to greenhouse yield responses
 

to nitrogen and phosphorous applications for three fertility levels on.
 

each of. wo soil types. Then generalized equations similar to 
(12) were
 

fitted to the data. The coefficients of the applied nttrient variables
 

in the generalized equations were compared with those of the separate
 

equations.. They accepted the hypothesis that the coefficients were.the
 

same and hence that it is possible to develop a generalized equation to
 

predict yields over a range of initial soil fertility levels. However,
 

they cautioned that there was stilla need to adequately quantify the.
 

contribution of soil fertility as a production factor in ,the generalized 

equation.
 

Anderson (1956) theoretically quantified the biases that can occur
 

in yieldpredictions when the.differences in initial soil.fertility
 

levels between experimental plots and farmers' fields are not-recognized.
 

Using this fact, Hurst and Mason (1957) estimated a.single variable.
 

quadratic response function for total nitrogen which illustrated the
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significance.of these biases. 
Using Pesek's (1956) method,:ithey generated
 

an.equation which also included initial 'soil fertility level.
 

Heady and Pesek (19517) suggested that the relevant func'tional form 

was the square root.equation .for soils which were deficient in nutrients 

as this allowed non-linear isoclines. Where.soils are relatively rich
 

in nu'trients, the quadratic was appropriate. They did.not specifically
 

mention the inclusion of soil-variables in the equations but appeared
 

to suggest grouping soils on the basis of fertility and fitting separate
 

functions. However, in a later paper,' Heady (1957) did suggest that soil
 

variables be included.
 

Stemberger (1957) utilized dummy variables for soil and weather
 

effects on yield response to applied nutrients. He estimated.a discrete
 

response model giving only point estimates and a discrete model subject
 

to diminishing returns along the lines of Hildreth (1956). 
 The latter
 

gave more efficient estimators than the discrete model and was of the
 

form:
 

+
Log Yik bo si + wj + blNijk + b2Nijk + iJn (13) 

where si - effect of the ith soil; 

wi = effect of the Jth weather condition;
 

Nijk level of applied nitrogen. 
He found that there was little difference in optimum fertilizer lates as 

derived from the discrete model versus equation (13),. Stemberger also 

compared the economic optima derived by Heady, Pesek and Brown (1955) and 

Johnson (1953) with that derived when the zero level of applied nutrients
 

was deleted from the analysis. 
 The optima derived for the quadratic.
 

square root, quadratic-square root, Spillman and Cobb-Douglas functions
 

http:significance.of


19 

were.all much closer together when the zero level was deleted than was 

the case when it was included. Stemberger explained this by saying that 

deletion of the check yields ensured diminishing returns throughout,
 

which implied the slope coefficients were estimated more accurately. 

C. H. Hildreth (1957) generated maximum likelihood estimates for A 

in a model similar to Pesek (1956) shown.in equation (12). Hildreth's 

model was: 

y - f(x) + u (14)
 

where x.- N + AW -.total of applied (N) and soil (AW) nutrient;
 

- factor of proportionality; 

u = random error; 

Y =quadratic function. 

He obtained different estimates of X. The "best" values were calcu­

lated by fitting the model. in equation (14) with various values of X 

included and choosing the value of V which gave the minimum error sum 

of squares. These chosen values were then used to generate ordinary 

least squares estimates of the other parameters.
 

Brown etal. (1962) used a similar model to Hildreth but utilized 

measurements of soil nutrient levels before and after fertilizer was 

added to ob'tain independent estimates of X. They found that Hildreth's 

method of calculating X gave similar numerical estimates to their method 

when-a square root function was employed, but not when a hyperbolic was 

used. 

In developing theoretical models for nitrogen release, Reuss and
 

Geist ,(1970) used models similar to Hildreth, although no references 

http:shown.in
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were made to his work. They pointed out that models with ).included
 

are useful only if A is constant from year to year. Geist et al. 

(1970) incorporated the models of. Reuss, and Geist (1970) on some 

barley-nitrogen experiments in Colorado. 
Using the coefficient of mul­

tiple determination (R2 ) and the standard errors of the estimate (SyOx
they concluded that a model such as shown in equation (14) is "better" 

than models with organic nitrogen includ~d as a separate variable or 

when itis not included at all.
 

There does not seem to be any particular advantage in attempting to
 

measure a X factor when the aim is to develop a generalized response 

function which will accurately estimate the importance of currently 

available soil nutrient measurements on yield response. 'In addition
 

the methods used to estimate X all involve using the response data num­

erous times, with the attendant biases this introduces into estimates
 

of.the coefficients. 
 Added biases result from the constrained least
 

squares estimating procedure required when a particular X is chosen.3
 

Noneof the previously mentioned authors recognized this. 

Using data from farm surveys, Rust and Odell (1957) employed a quad-. 

ratic equation to relate corn yield to 
rates of N, P and K.applied'in the
 

current and past years, indexan of the kind and number of previous 

legume crops, and rainfall and temperature. The equation was fitted for 

seven soil types. The primary objective in the studywas to determine 

the relative productivity of major Illinois soilb. They found that
 

weather accounted for most of the yield variation. Rust and Odell were 

3For a discussion of this, see Goldberger (1964, pp. 256-258) and
SToro-Vizcarrondo and Wallace (1968).
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not specifically interested in fertilizer recommendations but rather
 

standardizing yields formanagement levels which determine the amount
 

of fertilizer applied. This was-an attempt to classify soils empir­

ically as opposed to the soil mapping techniques which concentrated
 

primarily on visual and physical characteristics.
 

Kamprath and Miller (1958) were reasonably successful in predicting
 

soybean yields on-a sample of North Carolina farms using soil phosphorous
 

as the only independent variable in a linear regression equation. How­

ever, the coefficient of multiple determination (R') was 0,28. No
 

attempt-was made to include applied pnosphotous or the other soil measure­

ments taken (pH, soil K, soil Ca) in a generalized iunction.
 

Fitts et al., in an unpublished paper, used 60 location-year experi­

ments on corn in North Carolina to build up, using stepwise regression,
 

a quadratic equation which included soil and applied nurrients and
 
4
 

weather variables.4 The criterion for choosing the "best" fitting
 

equation was the size of the coefficient of multiple determination (R 
)
 

Their final equation was:
 

0 + b1 OM +.b2D +b 3
NA + b22D2+ b33NA2
 

y :b1


+.b 23D*NA + b2 4 DPH (15) 

where OM - soil organic matter; 

4See Fitts, J. W., 
D. D. Mason, D. Cooper, W. W. McPherson and J.
 
Havlicek Jr., 1959. Determining yield response suifaces and economically
 
optimum fertilizer rates for corn under various soil and climatic conditions
 
in North Carolina. Paper presented at annual meeting of cooperators with
 
TVA, Knoxville, Tennessee. Contract TV-13434A, Project Agreement No. N. C..
 
863.
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D -,drought.:index;: 

N. -applied nitrogen;
 

pH,- soil acidity-alkalinity..
 

Equation (15) generated-an R of 0.57. They. compared this "gener-r 

alized" function with individual locationo functions in a "cost of the­

wrong decision analysis," sl~milar to that -of iBrown and Oveson (1958). 

The costs of the wrong decision were extremely low assuming the indivi­

dual location functions were the true models.
 

Baird and:.Mason (1959),'using similar data*toothat'of Fitts et-al,,
 

attempted to correlate soil phosphorous and potassium measurements with
 

yield increases,.from the application of.75 pounds per acre of P205 and.
 

K20. Significant correlations were obtained on the Portsmouth soils, but
 

not onthe Norfolk soils. No attempt.was made-to,develop a generalized>.
 

responsetequation.
 

Again using the same data'as Fitts et al., Nelson and McCracken
 

(1962) developed.a linear model-to relate..cornyield to soil properties.
 

Stepwise regression methods were used to build up an equation. 
The
 

three most important variables-were the drought index, mineral index,
 

and soil nitrate~production. Other important soil variables were depth
 

of the A horli.dn. clay content of the B2 horizon, amounts of .acid extract­

ablet. phosphorous and-potassium, and.exchangeable aluminum. . Their R
 

values were generally higher than.those of Fitts et..al. and ranged from
 

0066 to 0.94.;.This was due primarily to the:different-set.of data used
 

byNelson and McCracken and their use of treatment.means instead of 'rep'­

lication yields. Seagraves attempted to combine all the soil, weather
 

and applied variables from these North Carolina data into a generalized
 

http:the:different-set.of
http:horli.dn
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5quadratic model'in .anunpublishedpaper. He concluded that it was..more
 

satisfactory,t. iqclude interactionterms for soil.nutrients, NO3 and.P,
 

than X values (see equation (14)). He -also compared one general equation
 

for Norfolk'and Portsmouth soils compared with separate generalized
 

equations for each-series in terms-of the fertilizer (soil.test) recom­

mendations implied by each. He found thatone term for the log of'.PS 

instead of two terms PS and PS 2 along.withthe interaction term withPA 

allowed'estimation of the optimum level of PS to -have.in -the soil. How­

ever, PS was.acting as.a proxy (colinear with) for many other aspects of 

soil quality, so that this recommendation could not be taken seriously. 

He suggested a five-step procedure:. 

(1) Examine individual location regressions.for applied nutrients
 

so as to.understand which nutrients had responses, group soil seriesi
 

6elect.functional'forms and'nutrientsto be considered for that-soil,
 

series;
 

(2) Examine simple rs for soil and weather variables;.
 

(3). Construct regression analyses of soil and:weather variables,
 

so as..to understand:multicollinearity problems;­

(4) Partially study interactions among soil.andweather variables
 

and'the applied.nutrients;
 

(5) Construct-general models with as few variables as possible,
 

given what was. learned from the partial analyses of the data.
 

Voss and Pesek (1967) suggested'using simple correlation coefficients.
 

.between independent variables and yield to decide what variables to
 

5See Seagraves, J. A. 1971. Agro-economicanalysis of data from
 
fertilizer-trials: regression procedures. Proposed Econ. Res. Rep.,

Department of Economics, North Carolina State University, Raleigh.
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include in the model when-working with corn in.Iowa. As with Seagraves'
 

approach, this allows.the data to help choose the model. However, since 

testsof hypotheses are invalidatedby this procedure, it would appear
 

to be preferable to select a model in conjunction with soil'scientists
 

and agronQmists and adhere to it. Laird and Cady (1969) found an 

"agronomic" model to have.better predictive power than a full model.with
 

all possible variables included. The latter may allow unimportant site 

variables to attain significant t-values on their estimated coefficients
 

due only to high multicollinearity with other (agronomically important) 

variables which may in turn have non-significant coefficients. This par­

ticular problem is discussed in .detail in Chapter III.
 

Reporting on fertilizer experiments in Sweden, Johnsson. (1963) 

regarded an R of about 0.45 as "disappointing" when soil and other site 

variables were included in a response equation. Walker and.Long.(1966), 

using stepwise regression procedures on soybean data from Tennessee, 

derived an.R2 of 0.50 witha quadratic equation containing a total of 

17 soil and applied variables and their interactions. Russel (1968) 

obtained R2 values of 0.50-0.70 on wheat in Australia .using an equation 

with soil and applied nutrients and weather variables included. Byerlee 

ndAnderson (1969) obtained an R.
2 

of 0.54 with a quadratic function on 

wheat in southern Australia. When working with large numbers of obser­

vations, one expects to have.a lower R than with smaller numbers. Also 

is not a good criterion of success when one is interested in the 

accuracy of the estimate of the parameters of the model, rather than 

on the ability of the model to predict. 

Cate and.Nelson (1965) andCate (1971) worked with the relative 

yield concept to determine "critical levels" of soil nutrients.below 

http:0.50-0.70
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which the probability of yield response to added fertilizer-is high and
 

above which it is low. Their model resembles those of vonLiebig and Bray. 

.InCate's words (1971, p. 31):
 

... it is reasonable to expect a sharp break between 
adequate and non-adequate soil test values, corres­
ponding to an abrupt cessation of further nutrient 
absorption at the point of maximum relative growth
 
....The critical level marks a sharp division between
 
soils in which the nutrient is a strong limiting fac­
tor and those inwhich the supply of the nutrient is
 
relatively adequate. (My emphasis.)
 

Cate then goes on to say (1971, p. 32):
 

The decision of the plant to respond or not should
 
be the main factor influencing the farmer's decision
 
to spend or not, Soilfertility analyses provide

the information to link the two. 

The interpretation to be made of Cate's work is thathe would rec­

ommend no added nutrients if the soil analyses were above the "critical
 

level." If the analysis isbelow the "critical level" he would recommend 

the addition of nutrients. The latter appears to beg the question: how 

much should be applied? In addition, many soil scientists or agronomists
 

disagree with the contention that crops respond in.,step function fashion.6
 

Most soil laboratories recognize that the fitting of Mitacherlich type.
 

relative yield curves to soil analyses is generally the "best.". Rouse
 

(1968, p. 12) points out that such relative yield analysis ".9.does not 

indicate the addition needed to produce the yield potential on a soil 

that is deficient to some.degrei." He says that it is necessary to inte­

grate fertilizer rate studies with soil analyses before recommendations
 

can.be made. Both Rouse (1968) and Ferrari (1959) plot separate relative
 

6For example, see Bray (i944, 1958), Holford (1966), Jordan et al.
 
(1966), Colwell (1967b) and Rouse (1968).
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yield curves for several rates of-applied nutrientsi Using these, rec­

.ommendations are tailored for specific soil analyses. 
An example of.
 

these types of-curves is shown in Figure 1.
 

In CateA work, the amounts of applied nutrients used to generate
 

his "step functions" are-not held constant and are generally not specifi­

cally mentioned... It could be his functions are a 
hybrid of points like
 

A, B, C, D, E, F, G and H-in Figure~l.7
 

Fuller '(1965), employing an exponentiAl model, used information on 

previous yield outcomes .to specify the optimum rate of nitrogen on corn. 

This was compared-'to applying a fixed rate of nitrogen each year. His
 
F 

model,was:.
 

N-


Y + +
a, tYT b R Y + .
 (16)
 

and.
 

N N. + cu -E(R u) (17) 
NTtj.= Atj. ct.. 1 .t-l 2[ t.aut-1 tlt1 (17) 

c NA,t-1 (c. de-NA, "l) . (18) 

where YtJ 
 yield per acre.in year t of j treatment;.
 

NTtj= total nitrogen.available in year tfor treatment J;
 

N = applied nitrogen in year t on.treatment J;
Atj
 

71t has since been discovered by Professor L. A. Nelson that some of

the evidence Cate (1971) adduced in support of his "step function" hypothesis
of crop response was iidcorrect. Cate cited lower R2 values for the majority

of his curvilinear relative yield curves compared to his "step function" R2
 
-values. On the basis of the refitting of one of the Mitecherlich functions,

it appears Cate may have underestimated the R2 values for these functions.
 
The refitting of all of Cate's Mitscherlich functions, however, has yet to

be completed to confirm this. 
 Private communication, Professor L. A.

Nelson, North Carolina State University, 1971.
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Figure 1. 	Relationship between soil tests and relative yield for
 
various levels of applied nutrients
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Rt deviation from average'rainfall;
 

Y M mean of treatment.j;

J_ 
ct - carryover of available nitrogen from year t-l-to t;
 
ut .deviation of Y from expected value.6
 

ti.
 

There appears t-be little advantage in using the carryover analysis of
 

Fuller compared to placing a variable which is equivalent to his c
 

directly into an equation together with the amount of:nutrient applied.
 

Shrader et al. (1966) did this with an exponential model using corn­

nitrogen data fn Iowa. 'Their model was:,
 

Yjk =.a +.y eO(Nj + Nk) (19) 

where Yjk mean yield :of kth nitrogen level of the jth,soil; 

Nj = available nitrogen.of jth soil;
 

Nk.= applie.d nitrogen.
 

The inclusion of weather variables might have improVedtheir model as
 

they found that the a andy e Nj components varied significantly-from
 

year to year.
 

Holford (1966) found that when response data were grouped on.the
 

2basis of soil types, the R values for separate-square root equations
 

involving soil and applied nutrients were much higher,than.for a.com-.
 

bined equation with the same variables. However, he examined single
 

nutrients only in each equation. It is likely.that with more.location.
 

variables included in his equation the "fit" would have improved with
 

the combined equation.. The equations with relative yield-as the dependent
 

variable gave a larger number of significant coefficients.and had-higher.
 

R2 than when-absolute total or incremental yields were used. Relative
 

yield:calculations standardize for many of the effects of location
 

http:nitrogen.of
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variables such as harvest dates, soil physical conditions,,crop varieties,
 

.climateand other nutrient deficiencies without.actually using them. It.
 

is-hence expected that such equations.will have improved-explanatory
 

power. However, the.deficiencies of the concept, as outlined earlier,
 

remain.
 

Contrary to.Hanway and Dumenil.(1955), Jensen and Pesek (1959a,
 

1959b) and Reuss and Geist (1970), Colwell (1967a, 1967b, 1968) formu­

lated a model which.specified that crop yield-response-to.added nutrients
 

is functionally dependent on the level of soil nutrients and other rele­

vant "site" variables. These other writers contended that the soil..
 

nutrient level shifted the origin of the'response to applied nutrients.
 

Colwell's single nutrient model was:
 

" o(i) + 91 (Ti)Ti)X1/2 92.2 (Ti) XxijYij o*(T g ij (20) 

:where Y:, " yieldatthe ith site with the jth level of fertilizer;
 

T a soil test value for site i;
 
Xij -.the jth rate of fertilizer applied at the ith-site;,.
i

El -.functional relationship. 

The magnitudes of the response coefficients ('ae,,gO (Ti) gl"(T1), 

g2 (Ti)) are .a.function of the soil test values, Til as shown-in.(20). 

For example, we may. have as the exact form: 

+ / 2  1/2 l/2+ + U
Y a 0 +a 1 .Ti. +a 2 Ti) (b0 b1 T +.b2 Td ii 

+ (c o +c T 2 + c2 Ti) x . (21) 

Colwell,(1967a, p. 279) stated that if an ordinary least squares analysis
 

was performed using a model-like (21), thecalculated residuals within
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sites would be correlated and this would invalidate the significance
 

tests. However, if all relevant'site variables are included in the g
 

functions, there is no reason tolexpect autocorrelation of residuals
 

within sites. Furthermore, Laird and Cady (1969) have shown that if
 

appropriate error mean squares are used when combining experiments, the
 

statistical tests are not invalidated. If the blocks are random, then
 

location (main) effects such as the coefficients of soil and weather
 

variables, are tested against the pooled block within location error.
 

Treatments (applied nutrient coefficients) and treatment x location
 

interactions are tested against-the combined experimental error if loca­

tions are considered fixed. If locations are random, treatments are
 

tested against treatment x location interaction, as Cochran and Cox
 

indicate (1950, pp. 394-396).
 

Colwell uses a combination of orthogonal polynomials and simultaneous
 

regressions to attempt to overcome the problem of non-homogeneity of resid­

uals between sites. He first fits an orthogonal response function to each
 

site of the form:
 

Yij c0i 6 + cli 61 +e+c y-li 6y-l,2
 

where y - fertilizer treatment;
 

6 j - orthogonal polynomial coefficients;
 

cki - regression coefficients for polynomials of order
 
k - 0, 1, 2, ... , y-1. 

The cki are then used as dependent variables in a series of k-regressions 

with i observations in each, relating the k values of c at each site to 

location variables such as soil nutrient levels, pH and rainfall. Ordin­

ary tests of significance are then made on these regressions and significant 
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coefficients.are inserted back In (22) to estimate the''generalized
 

function in'"a form like. (21).
 

Colwell .does not make'it clear how his orthogonal polynomials com-


Sbined with simultaneous regiessions actually overcomes the error hetero­
geneity-problem. 
Colwell (1968) and Colwell and Esdaile (1968) have used
 

the procedure to estimate-generalized response functions for wheat and
 

potatoes in.
Canada, and wheat in Australia, respectively.
 

Methods Employed,to .Measure Weather 

The-proper specification of the effects of climatic variables on.
 
yield response to added nutrients has come.to be.recognized as.an impor-.
 

tnt-part .of the development .of "generalized" response functions.
 

Invariably, studies that combined experiments over time and space showed
 

that significant.portions of yield variance can be explained by weather
 

Svariabil~ty. Furthermore, the interaction between weather and other 

.variables such as soil and.applied nitrogen can materially affect the
 
economic analysis. Whenweather is regarded as a random variable, the.
 

variance-of profits resulting from increasing rates of application of.
 

nitrogen-generally increases rapidly. 
This factcan affect Che recom-.
 

mendations which might be made to farmers regarding "optimum" fertilizer
 

rates. Knetsch.(1959), Colyer (1969), Tollini (1969), Tollini and
 
Seagraves (1970) and Colyer.and Kroth If(1970) have illustrated this. 

farmers have any aversion to risk, then the amount of.fertilizer they 
apply may be well .below the:point where marginal cost equals marginal 

revenue. This is'elaborated upon in Chapter IV.
 

Several studies have used'simple measures of rainfall a4d tempera-.
 

ture as their weather variables, often with considerable success. One of 
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the earlier attempts was R. J. Hildreth's (1957) who used total growing 

season rainfall as one of the independent variables in a lir.ear' function 

to represent forage response. He -then used rainfall records to calculate 

the probability that it will rain sufficiently to make it profitable to 

add fertilizer.
 

Rust and Odell (1957), Engelstad and Doll (1961) and Bondavalli et
 

al. (1970) all used rainfall and temperature variables in studies involv­

ing quadratic, square root and Mitscherlich response functions. All
 

found that these climatic variables explained a significant part of yield
 

variability. Oury (1965) found that better predictions of aggregate
 

corn yields in the United States were obtained with rainfall and tempera­

ture as independent variables than by calculation of complicated aridity
 

indices. Doll.(1967) found that rainfall explained 67 percent of aggre­

gate yield deviations from the trend in the United States.
 

Drought indices have been used frequently in response studies. Using
 

the Van Bavel criterion, Knetsch and Smallshaw (1958) demonstrated how to
 

calculate the number of drought-days in a growing season. This involves
 

consideration of daily rainfall, moisture loss, evaporation and soil 

water-holding capacity. Knetsch and Parks 
(1958) using the Knetsch and 

Smallshaw (1958) data for Tennessee fitted a quadratic yield equation to 

millet, involving nitrogen and drought-days as independent variables. 

Two experimental sites were involved and irrigation used to simulate a 

range of drought-days. In later papers, Knetsch (1959) and Parks and
 

Knetsch (1959, 1960) set up drought-indices which were calculated by
 

regressing the mean yield of various irrigation treatments against the
 

number of drought-days each treatment generated in each month. 
They
 

included linear, quadratic and interaction terms among the periods. The
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magnitudes of the coefficients derived from the regressions (excluding
 

:the constaht term) were. used as weights in defining the drought index for 

inclusion in.the overall regression involving nitrogen rates and the :index. 

Significant coefficients and. very.high.R values were .obtained. They used 

theequations to measure the probable benefits from irrigation,,given the:. 

probability distribution of the-drought index.in the absence of-irrigation.
 

Havlicek and-Seagraves (1962) preferred the use of._ priori weights on
 

drought-days or moisture .deficits to derive a drought index rather than
 

the regression procedure of.Knetsch (1959). As explained by Seagraves
 

in an unpublished paper, the regression procedure measures .the index.with.
 

error and also uses the same yield data'as in the ultimate response
 

equation. The R values using the two types of indices were sometimes.
 

in favor of the apriori weights and.sometimes in favor of the regres­

sion weights, .although.no statistical tests of,differences were given.
 

The _
priori weights are.also measured.with ,some.unknown error, although
 

Seagraves does-not mention.this.
8 

The evidence for a 
priori weights
 

hence does not appear conclusive. It would have been interesting if they
 

had also compared simple rainfall andtemperature variables with the.
 

various indices.
 

Ewalt et.al., (1961) compared simple rainfall and two methods of com-.
 

puting drought-days to explain corn yields in Missouri from 1905 to 19596 

The first drought-day measure used Penman's method of calculating evapo­

transpiration in the .soil.water budget and the second used Thornwaite's.
 

8See Seagraves, J. A. 1961, Quantification of climatic factors for
 crop response functions. Paper presented at the TVA.Symposium, Muscle.
Shoals, Alabama. 

http:index.in
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Penman!s .method generally gave slightly higher R2 values when total
 

drought-'days and rainfall-in the growing wereseason used.. When weekly 

measures.were employedp the.equation with rainfall gave the highest R2.
 

When-monthly orweekly measures used, thewere drought-day variables 

exhibited multicollinearity whereas the rainfall variable did not,
 

Another popular technique for measuring weather effects has been
 
Fisher's (1925) polynomial method. He-developed the technique to explain.
 

the effects of-weather on wheat yields at Rothamstead. Hendricks and
 

Scholl (1943) used this idea. to explain corn yields in Ohio, Indiana and 

Iowa. 
The essence of Fisher's model was that yield (y)was.a function
 

of a-weather factor (or factors) X, 
at n different periods:
 

y -A 0 + AiX1 +A2 x2 + ... + AnX (23) 

He reasoned that the Ai. could be'lexpressed by a.kth degree'polynomial
 

function involving, time, t:
 

a +A +.a t2 -a k (24) 

and that -iffwe use a 
quadratic (k-2), the-following equations"are
 

obtained: 

Al=.: ao. + +a1 +-ai-. 

A2 = a0 +2a1 + 22a2 

1 2 

An a + na1+na 2
 

When these are substituted -into (23), we obtain 
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y.= Ao%+ a0 (X. + 2 + .. xn ) + a,(X1 + 2X2 + ...nXn ) 

2 .2X.:,
 

++2. -n..a, (X 1 + .X (26). 

which can .be written: 

y -A 0 + a0 Zo +az + a2 Z2 .'(27) 

n n n 
X . iXl "and - ' where Z0 i i i i il ., 

Equation (27) is estimated using regression procedures and'the estiuiiated 

coefficients are used in equation-(25) to estimAte Ai (i-i, 2, ... , n), 

the effects of'weather on yield in each of the n periods. Instead of 

104 separate variables, the effect of annual rainfall and temperature on 

yield can be represented by nine variables., Runge and Odell (i958, 1960)• 

and Runge (1968) utilized Hendrick and Scholl's method to explaincorn. 

and-soybean .yields in Illinois.
 

Fitts et al. provided the above.description.of Fisher's orthogonal 

polynomial method.9 Using the 60 location-year.corn.experiments reported 

by Baird and Fitts(1957), they compared,Fisher's method with the drought 

index method outlined-inKnetsch (1959) and .Parks and Knetsch (1959, 1960). 

On the basis of R2 values, the models with Fisher's index incorporated 

were "best," On the..other hand, Colwell and Esdaile (1968).found that 

the Fisher variables using 52 weekly rainfall data for each of 49 mites 

were insignificant whenincluded in a squareroot eq'Uation to explain,,. 

wheat yields in Australia. Other variables in the equation-were pH, 

soil phosphorous, soil potassium and clay content. 

"See
9 footnote 4.
 

http:above.description.of
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'Although by no means complete, the review of literature on the pre­

ceding pages indicates.the type and-extent of.problems that, have confronted 

those studying crop-fertilizer respons.e. In the pages that follow, 

specificattention is given to each of these problems in thedevelopment
 

of a generalized production function for potatoes in.the Sierra region
 

of Peru.
 

10For a detailed bibliography on the subject, see Dillon (1968).
Hutton (1955) provides a review of empirical work in southern United 
States prior to 1955 and-Heady (1963) reviews United States work prior 
to 1963. 
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CHAPTER III
 
DEVELOPMENT OF RESPONSE EQUATION
 

The Data
 

The: data chosen *for tbis study were from the.cooperative-potato
 
field experiments carried out in Peru by.Professor R. E. MeCollum of
 

the North Carolina State:University Mission to Peru, Dr. Carlos
 

Valverde S'. et -al. of the Departmento de'Suelos y Abonos, Estacion
 

Experimental.Agricolade La.Molina, and Sven Villagardia etal. of the
 

Universidad Agraria.
 

The data from experiments conducted in 1960-64 were taken from the
 

appendices of the publcation by McCollum and Valverde S. (1968, pp. 48­

55). Data from 30 experiments at 20 locations were used from this perlod.
 

The locations included 1 in 1960-61, 11 in 1961-62, 6 in 1962-63, and 2
 

in 1963-64. These were.al factorial experfments.involving various.
 

levels of-applied nitrogen (NA), phosphorous (PA) and postassium,(KA).
 

On each of the 30 exp.eriments measurements were taken of.soil.p.1, per­

centage of organic matter in.:the soil (N ),soil.phosphorous (Ps) and
 

soil potassium (Ks). The data from other experiments in McCollum and
 

Valverde S. (1968) were not included as soil~analyses were not avail­

able. Generally, each observation included in.the analysis consisted
 

of the mean of four replications in a randomized complete block design,
 

including the soil analyses. 
The original data by replications.were
 

not available..
 

Unpublished data containing the results of 60-potato field experi­

ments over the period 1967-1970 for 45 locations were obtained from
 

Professor R. E. McCollum and his colleagues at the Estacion Experimental
 

Agricola de La Molina in Lima, Peru. 
These trials were made up of central
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composite and factorial-response surface designs. 
Most were trials.to 

determine response to NA, PA and KA, but some examined .the ,timeof 

application and others.compared various sources of.nutrients. 

The treatments,from the time of application trials where P and.KA A 
.were-applied at planting (siembra) andNA was,applied at planting and/or
 

prior,to the first cultivation (aporque) were used for the analysis.11
 

All other treatments were not used. 
An .analysis bf variance was.made
 

on the 20 experiments which compared various sources of nitrogen 
phos­

phorous and potassium on potato yield to determine if there were signifi­

.cant differences between sources. Twelve of the .20'experiments showed
 

no significant.differences among sources in potato yield response and
 

these .were.included. The complete data,from all .the NA, PAand K 
rate
 

experiments were included in. the analysis-also.. The number of locations
 

used for each year of the.1967-70 data were 12 in 1967-68, 17 in 1968-69
 

and 16 in 1969-70.
 

Other criteria for selection of .experiments for inclusion in the.
 

analysis were that each had soil analyses made and that-rainfall and
 

temperature data were..available. These data were necessary for develop­

ment of the generalized production function. 
The-1967-70.data included
 

yields and soil analyses for each block,in the experiment, unlike the
 

1960-64 dal-a, which, as previously mentioned,, contained the mean analysis
 

of four replications only. 12 .
 

11This was done after consultation with .Professor McCollum who stated
that these data would be~comparable with the NA, PA' KA rate experiments.
 
12Electrical conductivity was also measured, but not considered rele­vant.in the later analysis as-salt problems were not evident in any of
 

these experiments.
 

http:analysis.11
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Overall, the experimental data consisted of 3,075 observations.
 

Each observation involved eightvariables--potato yield, level of soil
 

organic matter, .soil phosphorous, soilpotassium, soil pH, applied nitro­

gen, applied phosphorous and applied potassium. 
Due to the experimental,
 

designs employed and the limited number of :soil.analyses~per experiment,
 

each of the 3,075 observations does not have unique values for each
 

variable. For example, the 1960-64 experiments each have the same soil
 

test values applying to all treatments used in the experiment. Appendix
 

A Table 1 contains the means and standard deviations of all variables
 

used in the analysis.1
3
 

Climatic data were not available for each of the 65 locations. The
 

best that-could be done was to use data from nine weather stations at
 

Cajamarca, Huamachuco, Otuzco, Huancayo, Cuzco, Puno, Asangaro, Huaraz
 

and;Huancavelica. The-data.from-these nine stations were applied to all
 

experiments in their vicinity. 
A total-of 22 different,sets of "region
 

by year" climaticdatawereutilized.
 

The Model
 

The aim is to develop a model which adequately represents the response
 

of potatoes tosoilnutrients, soil pH, applied nutrients and-weather. 
In,
 

consultation with Professor R. E. McCollum,,and using the concept of
 

Colwell (1967a) that the response coefficients of.applied nutrient vari­

ables are functionally dependent on soil and climatic variables, the
 

following model was specified:
 

13Due to space limitations, the data are not presented here. 
A com­
puter listing is,however, held by-the author.'
 

http:analysis.13
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y " S,+ + -b:N + b2 .+:b K + b4 PH + b5 NA.+b 6 PA
 .
 3 . 4. 6 PA 

+ b7 A +'b8 R +b 9 T +,bi N 2 +b Ps2 +b 33 Ks2
 T " N 2 22+ .2 
 s­

:. H+ .N2+ b -P- + b R2 44, 55 66
A A 77 A 88
 

2
T

b99 T+b 14 N sPH.
.+ b1 NNA + b N OR 

. 1 

+ b19 N T + b 
P ,P + b NA' 3 A
s 26 sO A . 2 Sb2 b7 KK
 A
 

+b4 p. + b5NATP + b Ne N! 
PH5PA+
A46 6 A5A 57AA 5+b8NA 

+b59 NAT + b6 7 PAKA. +'b 6 8 PAeR + b89 RT,+. (28) 

where 
y-- yield of potatoes.in units of 100 kilograms per hectare,
 

S - a dummy variable for magnesium deficient locations,
 

b0 --constant 'term,
 

N.. --soil'organic matter percentage,
 

P - soil phosphorous in ppm of P,
S
 

K - soil potassium in ppm of .K,
 

pH - soil PH, 

NA - applied nitrogen-in kilograms per hectare,-


PA "applied P205 in kilograms per hectare, 

KA - applied K20 in kilograms per hectare, 
R - total rainfall in the six m6nths October-March, in millimeters,
T m mean.of minimum daily temperatures in January and February in. 

degrees centigrade, and 

E.- random error. 
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The quadratic form was chosen:because it is simple to work with and
 

represented the functional form most used in previous response studies. 14
 

It is also amenable to the usual tests of significance using ordinary.. 

least squares.regression.analysis and allows diminishing returns, which
 

is expected to occur in these data. 
As the square-root function has
 

also proved to be adequate in many studies, it is planned to fit an
 

equation like (28) but with the squared terms deleted and replaced by
 

variables raised to the 1/2 power and similarly with the interactions.15
 

The Mitscherlich function was not considered because it has the severe
 

disadvantage that when there is
more than.one variable, it does not
 

allow variable input proportions. Furthermore, it becomes virtually
 

impossible to estimate empirically due to the iterative methods which
 

must be employed,
 

The expected signs of the coefficients in equation-(28), determined
 

in.consultation with Professor McCollum and based on the work of McCollum
 

and Valverde S. (1968) and Zapater (1970), are contained in Table 1. The
 

uncertain sign on pH.PA is due to the fact that at pH levels around five
 

or less, the sign is expected tobe negative. For pH levels in excess 
of
 

seven, it is expected to be positive. It is uncertain between these 

ranges. Uncertain responses to KA in the past led to the uncertainty of
 

the NA.K A interaction. The sign of the R.T interaction depends on the 

levels of R and T, as in the case of pH.PA. 

14In a paper by Heady (1963), of the 31 empirical studies he reviewed,.
26, or 84 percent of them, either used the quadratic or stated that the
quadratic or square-root functions fitted the data "best." 
 Abraham and
Rao (1966),Hutton (1955) and Hartley (1964) also preferred the quadratic

and square-root functions.
 

15Mason (1957) illustrated the power of the square-root function
 
with Anderson's (1956) data.
 

http:interactions.15
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Table 1. 'Expected signs of coefficients in.the quadraticmodel
 

Coefficient., Variable. ,Expected sign
 

S
 

bN 
 + 

b P + 

bK +
3S 

b4 pH 

b -NA + 

b6 	 + 

bKA 	 + 

b8 	 R
 

b9 	 T +
 

N-2
 

11.
 

2 2 

b3 	 K 2 ­

33 S.
 

pH2 
b4 


2
b 66N	 ­

2
b77  	 KA 

2b88 	 Ra2
 

T2
b99 




Table 1.(continued) 
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Coefficient. Variable Expected sign­

b14 

b15  

N.epH 

NaNA 

+ 

b18 Ns ER + 

b19 NT + 

b25N 

b26 

Ps A 

PsOPA-

Uncertain 

b37 

b46 

Ksa KA 

pHCPA Uncertain 

b56 NA*PA + 

b57 NA KA Uncertain 

b58 

b59 

b67 

NA *R 

NA T 

ppA.1A 

+ 

+ 

+ 

bA68 

b89 

PAR 

R.T 

+ 

Uncertain 
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For several reasons, simple rainfall-and temperature variables were
 

includad in.(28) instead of more complicated Fisher polynomials or drought 
indices. The-first was 
that the drought indices require soil and daily
 
rainfall measurements that were'not available at each site. 
Second,
 
Fisher's polynomials require a series of equally-spaced observations
 
which were 
not available and furthermore they are useof most in reducing 
the number of weathervariables a manageable number.to As we wereonly 
using two variables, the latter need did not arise. 
Third, rainfall and
 
temperature variables are simple to work with. Fourth, probability density 
functions are relatively easy to determine for rainfall and temperature. 
Finally, Ewalt_.et al. (1961) found rainfall in any one.week was less
 
&,,rially correlated with rainfall in any other week whtreas drought days
 
by weeks were highly correlated. 
When several weekly or-monthly weather
 
variables are used in a regression equation, simple rainfall and tempera­
ture may hence involve less multicollinearity problems.
 

Econometric Analysis. 

Generalized Least Squares Regression
 

The usual assumptions about 
 the random error eterm in equation. 

(28) are that: 

E [e )0 (29) 

E [C'] ­
(30)
 

=where.-. constant population-variance parameter of the e distribution.
 

The-ordinary least-squares estimator of-the coefficients of (28) is 
obtained from the relation-in.(31):
 

http:Ewalt_.et
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-b- [X'X] xY (31) 

where X is a 3,075.x 35 matrix,
 

Y is a 3,075.x 1 vector, and
 

b is a.35x 1 vector.
 

The.b estimators have the properties of unbiasedness and minimum variance
 

if:assumptions-(29) and (30) hold.
 

The potato data for the 1960-64 peri6d contained 420 observations of
 

the mean of four replications, whereas the later 1967-70 data contained
 

2,655 observations from individual,block data. 
Hence, assuming the popu­

lation variance,parameter a 
to be the game in both, the properties of
 

the random error were:
 

Cl 
 0
 
mI x1 mI xl
 

E. --. m ..l . (32)
 

m2 xl m2 x1
 

where m1 -420, m2 - 2,655, n 35 and 

* £1 2 I
o 0
 

ml N m2
E -- i----
2 F m I lx m2I0 4 .21m x
. m2 x m I m2 xim 2 

2° 
 2;-1,12
 

(m + m2)x(ml+ m2) 

"°2. @ 
(34)
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;The-

estimators of the b's in;.equation (31) with minimum variance, .Aitken's 

Generalized Least Squares,was used. *The solution vector, as described 

in Goldberger (1964, pp. 231-238) is: 

.- matrixiis positiye-definite and to obtain linear, unbiased.'
 

_-Ix' A; : x y.(35) 

Now
 

(m+m2)x(m1 +.m2) 

(mr +m2)x(ml +'m2 ) 

- [M] [ I4. ..(36) 

Hence-(35) may.also be written:
 

'b-[X'MM X] [X' M-MY] 

or
 

[X*'X - 1 [X*,. Y*] (37) 

where X*' - X'.M, 

X* - MX, and. 

Y* " M Y. 
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The results of.fitting the quadratic model F1 (equation 28) using
 

Aitken's Generalized Least Squares areshown in Table:2. The residual
 

mean square from the combined regression analysis..isnot the appropriate
 

error term to use in tests.of significance on the coefficients of F-. It
 

2is composed of the true residual error, a plus. any lack of fit error,
 

L'2arising from failure to adequately specify the model. Furthermore,
 

the residual errors.within each location-may.be correlated, which invali­

dates the usual-statistical tests. These problems are discussed in. 

Cochran and Cox (1950, pp. 391-413). 

Using Laird and:Cady!s. (1969) method of assuming the blocks to be
 

random and locations and treatments fixed, the analysis of variance 

structure for our datais..as shown in Table 3. The main effect of 

locations (.e.i the.variables involving only N5, PsI Ks, pH, R and T 

in the.regression):is testedagainst the blocks in locations error, 

while treatments (NA, PA and KA) and location by treatment interaction 

terms are tested against the pooled error. Appendix A Table 2 contains
 

the results of-the analysis of variance on the Peruvian potato data. The
 

t-values.in Table 2 were calculated.using theformuia: 

tes (38)
t* R 

sA
 

where t* -nadjusted t-value, 

t - t-value computed.from regression, 

sR - square root of residual error meansquare from regression, and. 

A = square root of block in location or pooled error mean squares,
 
as appropriate. (from Appendix A Table 2).
 

http:t-values.in
http:location-may.be
http:tests.of


Table..2. Generalized quadratto production .function.F1 
potatoexperments in Peru,190o-70a 

obt4inod from 
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Variable. coefficient. t~valueC 

S -198.1930*** " -28.72 

b -1761o3330A**. -19.18 

'N 8.8847*** 12.87-. 

P -0,1955.** - 4.67 

K 0.064620** 23.58 

PH 14.3407*** 14.63 

A 
A 
PA 

-0.1476 

1.01760*** 

l.4 

KA 

R 

T;. 

N.2 

.2 
P.9 

9. 

K 2-. 

0.8532*** 

0.1024*** 

26.3905*** 

-001432*** 

0i01052*** 

-O,0000049**A 

22,69 

10.27­

15.12. 

-10.87,. 

9066 

-12,68 

pH2 -041147*** 
-0,002089*** 

-15.33 
-17.23 

PA 

KA2 

-0,001903*** 

-0.004596*** 

- 9.92 

-25;91 

A2 0100000027 0.40 

T2 -0,1255** -16001. 

N.Op'E 0.01794***. 4&29 

N.N. -0.0002581 -10.47 

Na R. -0.0005579*** -13p25­
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Table 2 (continued)
 

Variable 
 I d ivalueC 

N *T 
5 

-0.'07517,**. -21;17 

Ps A -0.0004347**':: -:2.43 

Ps A. -0.002171*** -13.18. 

KA -0.0001531***. 
 M
-12.50
 
pH.PA -0.01664***.
 -17.58
 

NA PA. 0.002317*** 12.84
 

NAKA- ..00008246*** 4.56
 

N, R 0.00005193*** 4.62
 

NA 9T 0.006960*** 7.42­

PA'A, .0.001701*** 8.54 

'PAR 0.00006971*** 7.18 
R.T -.0001222*** :40 ,281 

0.47 

C.V. 40.75 percent. 

aCoefficients are associated with soil nitrogen.(N) 
in percent
 
organic matter x 10, soil.phosphorous (Ps) in p.p.m x 10, soil potassium
 
(K) in p.p.m. x 10, (pH) x 10, applied nitrogen (NA), applied P205 (PA) 
and applied K20 (KA) in kilograms per hectare, rainfall (R)in millimeters 
x 10, mean minimum temperature (T) in degrees centigrade x 10. 

b***, **I* indicate significance at the 0.01, 1 and 5 percentlevels, 

respectively, using a two-tailed test. 

CThese are the adjusted t-values as-explained, in the text. 



'50
 

Table 3. 	Analysis of variance structure for combined analysis of potato 
experiments, Peru, 1960-1970a 

Degrees of . 
Sources freedom Expected mean square.0 

,2- z 2
 

Blocks in 	 locationsc £(b!) 2 + 

22 

Locations x treatmentsXc ( ) (tl) 2 T 

Pooled error 	 9(b-l) (t-l) o2 

a€
 

aThis table is applicable to cases where there is a balanced design.In the case of the potato data, nor all treatments appeared in every 
location, hence the analysis of variance structure is not exactly as 
shown in the table. See Appendix A Table 2 for the calculated analysis 
of. variance. 

B t and b are the number of locations, treatments and blocks 
2 2 2 

respectively; ar o , and 0 L.T are the variances associated with 
experimental error, blocks and locations x treatments, respectively;shwcthe 	 2al.SeApni o acltdaayi
al h 
yj and y are the location mean yields (j = 1, 2, ,.., £) and theoverall 
mean of all locations, respectively; -i and r are treatment mean yields
 

and the overall treatment mean, respectively 


b~helack of fit error, L would be included in the locations,
 

treatments, blocks in locations, locations x treatments, expectedmean.
 

squares.• 
 •
 



A two-tailed t-test was used because, although we had a set of
 

expected signs in Table I, it was not felt these were held with sufficient
 

conviction to justify the one-tailed test. Table 2 shows that all vari­

ables~but.NA, and Ns*NA, which are not significant at-5 percent, have
 

coefficients significant at the 0.01 percent level. 
The R2 was 0.47 and
 

the F-test was highly significant. 
The sighs on P and NAwere negative
 

while Table 1 shows they were expected to be positive. This is not a
 

-serious flaw in:.the case of N as the squared term is negative as expected,
 

which means we have diminishing returns and a maximum point. With P 2 we
 
5
 

have an unexpected positive sign which generates increasing returns and
 

a minimum point. This implies the data range for P was such that yields

5
 

did not-begin to decline at high levels. 
The Ns.NA term was nonsignificant
 

although of the correct sign. 
This reinforces Professor McCollum's belief
 

that organic matter may not be a good predicter of response to NA in the
 

high altitudes of the Sierra region. 
The highly significant negative
 

coefficients on N .Rand N .Twere not expected. 
Upon further discussion
 

with Professor McCollum after he was shown these results, he said they
 

were not unreasonable. High organic matter soils are often poorly drained
 

and tend to occur at higher elevations. High rainfall may not be advan­

tageous in these instances. The negative sign on N *T is not as easy to
 

Justify, but in.retrospect, McCollum thought the sign could be positive
 

or negative. The coefficient on R 
was unexpectedly positive..although
 

not significant.
 

Generalized least squares was also used to fit the square root func­

tion (F2) to the data. The results are shown in Appendix A Table 3. All
 

variables were significant at the 5 percent level except VTA, P5, R, 
 -N 
N .The . eAPsN. and As
R2 of 0.47 was highly significant. The expectation
 

http:ables~but.NA
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was that S would have a negative coefficient, all the single-variable
 

square:root.coefficients would be positive, all the linearterms negative,
 

and all.the square root interactions the same as shown in Table 1. On
 

this basis, the square root function had correct signs on 25 of the 30
 

variables for which itwas possible to denote an expected sign. 
As in,
 

F., the signs on A , A-- T , R and A were not as expected. In.a s 
 A
 
additton, /NpH had the wrong sign in F2 , although it was correct in F1 . 

Contrary to FI, model F2 had the correct signs on the V and P coef­

ficients.
 

The quadratic equation F1 and the square root F2 were rerun with
 

the rainfall and temperature variables R and T, and all their inter­

actions deleted. In their place, 65 locati6n dummies and seven year
 

dummies were constructed. The purpose of this was to determine how the 

climatic variables fared in explaining yield variance over space and
 

time. 16 The R2 values increased from 0.47 to 0.84 for both equations
 

when the dummy variables were included. However, F3 and F4 , the dummy 

versions of F1 and F2 respectively, contained more soil test variables 

that were not significant at the 5 percent level than F1 and F2. In 

F3 these soil variables were K , pH, Ks, NAP and N.pH. In addition, 

three of the 65 location dummies were not significant as well as N A.K
A
 

Only two of the seven dummies for years were significant. In F4 the 

soil variables AK-, K, and P5 were not significant in addition to P 

and ANA-F. and two of the 65 location dummies. Only two of the sevenA A 
dummies for years were significant in F4. The signs on the coefficients
 

16Equation F3 is contained in Appendix A Table 4 and F4 is in 
Appendix A Table 3. Only the continuous variables are shown in. these 
tables. The dummy variables are not included.
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NA s NsPH and PsNA in F3 were the opposite to those in F1e InIF the 

signs on VT NW, Ps P and NpH were the opposite to those founds A s PA. s
 

in F2. 

The inclusion of location dummies caused a number of the coefficients
 

forsoil variables to become nonsignificant, especially for the quadratic
 

(F3). This indicates that the soil variables were explaining part of
 

locational differences. In the presence of the location dummies, there
 

apparently is not sufficient variation left for the soil variables to
 

explain. 
The large increases in the coefficient of multiple determination
 

when the location dummies were included suggests that the soil variables,
 

rainfall and temperature, may not explain locational differences very
 

well. Some other soil or environmental factors are involved. However,
 

as the .Rand T variables and their interactions in F1 and F2 are signifi­

cant, they do affect yield response. Also, large increases in the
 

coefficient of multiple determination are expected when the number of
 

variables is increased from 35 to 93. 
As long as the remaining variation
 

between locations has the effect of raising or lowering the response
 

function by a fixed amount (as the location dummies do), the inferences
 

drawn-in later economic analyses will not be affected.
 

Tests for Specification Bias
 

Cady and Laird (1969) and Anderson and Nelson in:an-unpublished
 

paper 17 have examined the problem of fitting a model which may not be
 
the "true" one. 
 Cady and Laird suggested that various degree polynomials
 

17See Anderson, R. L. and L. A. Nelson. 
1971. Some problems in
 
the estimation of single nutrient response functions. Unpublished

Mimeograph, Department of Statistics, North Carolina State University,

Raleigh.
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square chosen. Anderson!.and-Nelson have observed that many response data
 
seem to reach a yield plateau at relatively low nutrient levels and do
 
not decline until fairly high nutrient levels. 
They postulated that the
 
Mitscherlich-type function of the form shown in equation (3), 
Chapter II,
 
which allows yield to be positive at zero levels of applied nutrient,
 
would more adequately represent ."true" response, at least over the rele­
vant economic-range (approximately AB in Figure 2). 
 They suggested that
 
if a quadratic model were fitted to data generating such a yield plateau,
 
the estimated maximum yield and its accompanying input level would be
 
biased upward, as would any ecsnomic optimum. 
This is illustrated in
 
Figure 2. The quadratic would underestimate the slope of the response
 
in the region AB and overestimate it in the region BC. 
Particularly for
 
low value crops with a relatively high fertilizer/crop price ratio, this
 
would overestimate "optimum" fertilizer requirements.18
 

It was decided to use both the quadratic and square root equations
 
F1 and F2 to test the hypothesis that specification bias was present
 
when the quadratic and square root equations were fitted when a
 
Mitscherlich-type 
response was 
the "true" model. 
 If it was in F, then
 
one expects the calculated residuals 
() from FI (C Y
-
 -
Y) to be nega­
tive at zero level of fertilizer, positive in the range of A'C', negative
 
between C'E' and positive again thereafter, 
 The square root function
 
should be similar but have a somewhat steeper slope at low fertilizer
 

levels.
 

18Note that the Mitscherlich may seriously overestimate maxima and
optima when the price ratio is very low, as it is asymptotic with no down­turn 
 and with low price ratios the optima and maxima may occur to the
right of AC.
 

http:requirements.18


D 
-itscherlich ("true" Y) 

Quadratic (fitted Y) 

I I 
34 

0 I 

. .... I 
A 7 I ." -- I~ 

'"II I 

0 A' .C 
I
I E' 

In 
*1 

Fertilizer iut ( /ha.) 
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To test for this-specification bias,. the calculated residuals from
 

Fl and F2were plotted against PA' the level of applied phosphorous. 

High levels of phosphorous are not likely to damage yields but this vari­

able was chosen simply because it contributed more to the explanation of 

yield than NA*.or KA. Four intervals were chosen for PA: 0, 1-65, 66-180 

and > 180 kilograms per hectare. Within each of these, the algebraic 

mean of the residuals was calculated, a t-test was made on each of the 

means to determine if they were significantly different from zero. Given. 

the hypothesis that the Mitscherlich model is the "true" one over the 

range ABC, this indicates the probability that we have fitted a quadratic 

to a set of Mitscherlich-like data. To do this, it was assumed the 

residual mean square of each equation was the population variance (a2)
 
Ei
 

of the computed residuals. Then the 95 percent confidence limits were
 

placed on the residual means using this. That is if:
 

o a 

ciJ - 1.96 0 - + 1.96 (39)I I
 

for the jth class mean (j 1, 2 3, 4) in the ith equation (Cj), then
 

it was not statistically significant from zero at the 5 percent level, 

where n is the number of observations in class J. 

Table 4 contains the results of this analysis for equations Fi to
 

F4 as well as for P1 and P21which will be discussed presently. The
 

quadratics F1 and F3 had significant positive residuals in thel1-65
 

kilogram class. The square root equation F2 had a positive residual in
 

the 1-65 class but it was not significant. F4, the square root equation
 

with the location dummies, had the smallest positive mean residual and
 



Table 4. Algebraic.means of regression residuals (Ei ) by class intervals of applied phosphorous (PA) 

Number of numberb
 
Range of observationsa Equation
 

P(nljl F, jPF3 


(kgs./ha.)
 

0 822 -0.101 +0.892 -1.132 -0.123 -0.046 ­

1r- ..65 373 +12.092** +3.100 +4.696* +2.367 +11.083** +9.589** 

e66 - 180 2900 -1.629 -0.250 -0.681 -0.585 -1.434 -1.442, 

> 180 240 +1.233 -4.857 +4.806 +3.815 -- +2.520 

aThese are the number of observations included in the generalized leastsquares procedure.used.
 

The-program called for all-of the 420 observations for 1960-64 to be repeated four times. Hence, the
 
total of 4335 here is 1260 more than the 3075 actual observations in the original data.
 

b , * indicate significance at the 5 and 10 percent levels, respectively.
 

CThese figures were derived using 2660 as the value of nj in equation (39) as PI had 240
 

observations deleted.
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it was also not significant. 
No other class besides the 1-65 kilogram
 

interval had significant residual means. 
 The quadratics F1 and F3 hence
 

appeared to have the worst specification bias on this criterion. 
However,
 

it is not clear that only having a larger and more statistically signifi­

cant residual mean in the 1-65 PA range implies that the radius of curva­

ture of.the quadratic is a 
better or worse estimate of the "true" radius
 

of curvature than the square root, 
The implication from Anderson and
 

Nelson (see footnote 17) would be that significance of the residual means
 

in the other three classes is also required before it could be positively
 

stated that there definitely was specification bias of the type they
 

hypothesized. 
This was not the case in equations F1 and F3V
 

To further test if the quadratic did have this specification bias
 

the data were truncated the way Anderson and Nelson suggested.19 
All
 

observations with PA levels in
excess of 187 kilograms per hectare were
 

deleted. This was 
the level of PA at which yield was a maximum.20 This
 

Is expected to allow the quadratic to approximate the ABC portion of the
 

Mitscherlich in Figure 2 more closely. 
 Ideally, the data should be deleted
 

beyond a point somewhere around C in Figure 2. However, due to the dif­

ficulty of accurately specifying such a point, D 
was used. The deletion
 

should have the effect of shifting the point of maximum yield to the left
 

19See Anderson, R. L. and L. A. Nelson. 
1971. Some problems in
 
the estimation of single nutrient response functions. Unpublished
Mimeograph, Department of Statistics, North Carolina State University,

Raleigh, pp. 15,24.
 

20Equivalent to the point D in Figure 2. Itwas 
derived using the
 mean levels of variables entering the solution,. The figure of 187 kg./ha.

is much below the level of PA for maximum yields of 379 kg./ha. when

simultaneous solution for all three nutrients is performed.
 

http:maximum.20
http:suggested.19
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and of Increasing the radius of curvature of the function in:the range.
 

AIC1. A total of 240 observations was deleted. 

When the quadratic F1 was rerun deleting all data.which had PA ; 187, 

the result was equation P1 in Appendix A Table 4. Table 4 in the text
 

shows that P1 is not significantly better using the residual-mean 
 cri­

terion: as 
far as this type of apparent specification bias is concerned
 

than ie When 
 the levels of the variables which.gave maximum-yields were
 

calculated using the simultaneous methods for varying all three nutrients.
 

described in,Chapter IV,Table 5 shows that P1 gave much larger values
 

than F1. The-expectation, given tho hypothesis that the 
litacherlich.
 

was- the that the
"true" model, was level of PA that gave'maximum-yields 

would be smaller for P1 than for F1 . However, Table 5 shows the.reverse 

to be the case. The radius of curvature of P1 in the range A'C' was-in 

fact less than in F1,which was contrary to what was expected.after the
 

truncation. Hence the Anderson-Nelson (see footnote 19) truncation
 

method of-correcting this type of apparent specification bias existing
 

in F1 did not appear to be successful with this multinutrient.equation.
 

The results could be different were a further truncation made on the data,
 

There is
no criterion as to where or when to cease truncation. This makes
 

it a subjective procedure, particularly when more than one nutrient is
 

involved.. 

The 1-65 class in Table 4 is the only one exhibiting any significant
 

non-zero residuals. 
However, the economic optima are-likely to occur far 

to the right..of this interval. T4e prior work of McCollum and Valverde.S. 

(1968, p. 29) indicated optima of-272, 289 and 161 kg./ha. for NA, PA and 

KA, respectively. Hence, even though there are large deviations at low,
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Table 5. Values of applied variables to attain'maximumlphysical-and
 
economic-yields-for quadratic models, F, F3, P1 and"P2 and.
: l 2square root models.F 2.and F4a . F 

Equations
 

Variables. F b F 3 F b j l M2
 

Level for maximum physical yields (kg./ha.): 
NA 383 - 341 - 463 271 261 260 

PA 379. - 445 - 502 277 244 281.
 

A. A . 176 - 20 - 190 133 126 140 

Level for economic optimum. (kg./ha.):, 
N 346 - 304. 414 251 246 239A.
 

PA- 336 - 376 441
- 250 221 253. 

KA 164 185 - 173 126 120 131 

aSignificant and nonsignificant coefficients were included in the
 
calculations.
 

bEquations F2 and F4 generated minimum physical yields and profits 
rather than maxima due to the existence of increasing returns at-the
 
mean levels of the soil and weather variables entering the simultaneous
 
solution procedure outlined in.Chapter IV.
 

levels of PA in Table 4 for the equations F1, F3 and PI, it is not;clear 

that this is necessarily biasing the optima when .the price ratio is so
 

small and the optima so large. Since at the upper PA levels ihere are
 

no reciduals significantly different from zero, the residual means test
 

provides no basis for choosing between-the models.
 

Another possible form of specification .bias exists with F1 . This 

is..that there is a.phase of increasing returns at low levels of fertil.­

izer such as the range Y0B of Figure 2. This could bethe cause of the 

relatively poor fit of F1 to the data at-low levels .of PA as shown in 
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Table 4. To test .this hypothesis, equation F was-refitted-but with all 

data having PA 0 deleted.. This follows the technique of Stemberger
 

(1957) and:Anderson.(1957). 
 It was thought that this may riduce-speci­

fication bias if.there were a phase'of increasing returns at low levels
 

of PA" As Table 4 shows the equation.that-resulted (P2 ) did have­
smaller residual means in the 1-65 and 66-180 P Fanges. However, the
 

1-65 PA mean was still significantly different from zero at the 5 percent 

level. Equation.P2 is shown in Table 6. The-optima are shown in Table 5,.
 

and these are much lower,than those obtained in either F1 or P' and indi­

cate'it may.be preferable on these grounds. 
The residual mean test gives
 

no strong grounds for choosing between,F1 and P2 , particularly.in,the
 

upper ranges of PA where any large residuals-are likely to be biasing.
 

the optima.,
 

Comparing F1 and P2 in Tables 2 and 6,
we see that they have similar
 

sized coefficients on all but seven variables. 
The terms Ps, Ps.NA PsPA'
 

P&K andPA'R inP 2 all have the same'signs.as their counterparts in F1
 
but their absolute values are.substantially different. This is no doubt
 

due to the fact that the truncation involved primarily the variable P
 

and this affected the coefficients of variables with P 
or :A in them. 

In P2' the variables NA and N NAhad nonsignificant positive coefficients 

but in equation F1 the signs were negative and not significant. This
 

againcasts some doubts about the ability of soil.organic matter percent­

ages (N) to accurately predict the probable response to applied nitrogen,
 
(NA). The-variable R2 had a significant positive coefficient.inP 2 but
 

in F1 it was positive and not-significant.
 

Th: radius of curvature of-P2 is larger.than.that of F1 in the rele­

vant economic range,.and the residual mean test of-Table 4 indicates it
 

http:same'signs.as
http:particularly.in
http:Equation.P2
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Table 6. Generalized quadratic production function P2 obtaineA from
 
potato experiments. in. Peru; 1960-1970a 

Variable coefficientb t-valuec 

S ,217.3824** -28.50 

b -2084,2329*** -20-37. 

N 8.4717"** 11.32. 

P -0.3306*** -5.64
 

K- 0.07329*** 23.83
 

pH 13.6744*** 12.24
 

NA 
 0.1839 
 1.16
 

PA 
 1.1604*** 
 7.72
 
KA 1.0122*** 18.97
 

R, 0.1052*** 9.77.
 

T 34.7394*** 17.88
 

N -0.01280*** -8.80
 
2
 

P2 0.001359*** 10,84
 

K 2 -0.00000594*** -14.03.
 
S. 

pH2 
 -0.1022*** -11*.85
 

NA2 
 -0.002427*** -16.78.
 

2

P 
 -0.001688*** 
 -5.02.
 

K 2 -0.004565*** 
 23.90.
A,
 

R? 0.00000301*** 4.'04.
 
T2.­

-0.1666*** 
 -19.00­

Ns"pH. 
 0.02091*** 
 4.38;
 

NNA 
 0.0002613 
 0.40
 

N ,R -0.0005285*** 
 -11.33.
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Table 6 (continued)
 

Variable- ~ caefficientb 7 tvaluec' 

N.T -0.07705*** -19.97-


Ps NA -0.001124*** 
 -5.25
 
'' :
P oPA -0.0008689**. -3.67
 

KsKA' -0.0001659*** 
 -10.90
 

PH*PA, -0.02289*** -15;29.
 

NA*PA.. 0.001684*** 5.65
 

NAOKA 0.0006271** 2.86
 

NA.R , 0.00003912** 
 3.15.
 

NA-.T 0.006384*** 6.07
 

PA KA 0.0008900** 2.92"
 

PAR 0.0001106*** 9.25.
 

R.T -0.001696***. -12.86
 

R2 = 0.43
 

C.V. -.3923 

asee footnote a inTable 2. 

b*** * indicate.significance.at the 0.01, 1 and 5percent levels, 

respectively, using a two-tailed test.
 

These are adjusted t's as explained in the~text,
C T

http:indicate.significance.at
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has slightly smaller residuals in,.this range.' Thus, some of the apparent
 

misspecification at-low levels of PA was-perhaps caused by a-phase'of
 

increasing returns. Removal of observations invqlving zero level of P,

A

improved the fit at low levels of PA, but only.marginally, and not so in
 

the statistical sense. This margina-l;improvement in the fit with P how­
2
 

ever, did have a marked effect on the economic* and physical optima as
 

shown in.Table 5. The P2 optimaare aboUt 100 kg./ha..below those'in.
 

F1* for N' and'PA,.and about,40 kg./ha. below for K'. 
 Also, the P optima. 

are within the,range of. the experimental~data, except for PA, which only
 

just.exceeds the range, whereas in FI, .the optima for NA and PA far
 

exceeded the data range..21
 

Table 5 shows.how some other.functonol fors fared.in.generating
 

physical and economic optimum fertilzer-levels, The wide variation in
 

Table 5 indicates that model,specification can alter theoptima consid­

srably., The square root equations.F 2.and F4, although there was.no.
 

Lndications from Table 4,that,they had any Anderson-Nelson specification.
 

ias, exhibited.increasing returns and thus provided no estimates of
 

optimum application-levels. 
 This cautions against, complete reliance,on
 

the residual mean test as 
a-method of selecting among modela.with .dif­

ferent specifications or data sub.divisions.
 
0 

The two quadratic equations*F1 and.F3 gave realistic-optima as 

Table 5 illustrates. However, the optimum levels for NA and,PA exceeded.­

the data range-used-to derive-the equation F3 which has the location
 

and year dummies :generated lower-physical and economic optima for NA
 

21The experimental maxima for.NA 
PA and k were 300, 240-and-320.
kg./ha., respectively. 

. 0 2 

http:fared.in
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but .unrealistically higher optima for PA and: KA compared to FI• The
 

reason for this appears to be the .deletion.of-the N-.Rand N .T terms
A A 
from F3 , which were significantly positive in F1, 
This had the sffect
 

of lowering the marginal product curve of NA, thus lowering 
:he optima.
 

The higher optima for P and K are a result of flatter responses to

A * A
 

thesenutrients in F3.
 PI, as previously explained, gave unexpectedly
 

higher optima than F1 and cannot be considered.a useful equation.
 

The final choice of equations seems to be between F1 and P2 ' As
 

previously,stated, the residual mean test 
did not indicate that P was
 
2
 

a clear improvement on F1 . Furthermore, as we saw with the square root
 

models F2 and F4, specifications which pass the residual mean test may
 

fail other tests such as computation of the economic and physical optima.
 

It-cannot be relied upon as an adequate screening device with multinutrient
 

equations.
 

On the grounds that P2 generated optima which appear more "realistic"
 

to agronomists and soil scientists than F,, it is chosen as 
the equation
 

on which subsequent analyses will be made, There is no test known to
 

the author which would enable a more objective choice to be made between
 

F and P 
 It is entirely possible that other model specifications and/or
 

data truncations would be preferred to F 
or P2 which have not been con-.
 

sidered here. Table 5 indicates that the computed optima are sensitive
 

to the specification of the model and hence that the economic implications
 

of alternative specifications may b.e differentto those derived using P2 $
 

Hildreth (1956) has discussed the disadvantages of continuous models
 

when specifidation bias is present. 
 These biases do not disappaar in
 

large samples. 
 He developed a discrete model with.built-in.restrictions
 

such as diminishing marginal returns. 
 In such form-free models, Hildreth
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says the inefficiencies disappear as sample size increases. 
However,
 

these models require iterative solutions which becomedifficult with
 

morp than one variable.
 

Another'..possible approach which could be-employed to attempt to
 

increase the radius ofcurvature of the quadratic would be to subdivide
 

the ,data.by-level of applicationand fit two separate quadratics to the
 

two halves of the data. The two equations could then be spliced together
 

to generate a single model. 
A recent example of the use of this grafting
 

procedure is the work of Fuller (1969). 
 He specifies a point C in the
 

data.space of the independent variable where the production function
 

assumes a.different set of response parameters. Using the example of a
 

single variable quadratic function, he demonstrates how to set up restric­

tions on-the parameter space so 
that the curve and the derivative are con­

tinuous at the point C. The rescrictions are linear in the parameters
 

and reduce the number of independent parameters in the model. 
The param­

eters of the grafted model are estimated by using a constrained least
 

squares regression model. The technique 
can be used to join several
 

quadratics and could represent a curve with both increasing and decreasing
 

returns. Fuller also illustrates the use of the procedure for functions
 

in two or more variables. 
The choice of the point(s) where the functions
 

are to be grafted is not specifically discussed by Fuller and is 
an impor­

tant consideration inwork of this nature. 
Quandt (1960), Robison (1964)
 

and Hudson (1966) discuss the estimation of these "join" points. 
 It
 

would be of interest to attempt to fit two di more.quadratics to these
 

potato data and graft them in the way that Fuller illustrates.
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The Problem of Multicollinearity
 

There was evidence that there was multicollinearity among some;of
 

the independent variables. 
Of the 578 possible simple.porrelations,
 

between the 34 independent variables, only 55 or 10 percent of them-were
 

not.significant at the 5 percent level. 
The great majority of them were
 

highly significant at the 0.01 percent level,. Appendix A Table 5 contains
 

some simple correlation coefficients for a number of variables.
 

Another indication of multicollinearity was the smallness of some
 

of the,eigenvalues (roots) of the original X'X matrix. 
If the'eigenvalues
 

are close to zero, the absolute size :if 
 the estimated coefficients is
 

increased compared to 
their "true" values ani so 
is their variance. The
 

smallest eigenvalue was -32.3o 
 This was small compared to the largest
 

eigenvalue of 5.08 times 1018 and is close to zero in a relative sense
 

only.
 

The fact that equation P2 had a number of variables with unexpected
 

signs on their coefficients, which were statistically significant, is
 

also an indicationthat multicollinearity Ta be a problem.
 

Writers such as Engelstad and Doll (1961), Colwell and Esdaile
 

(1966), Laird and*Cady (1969), Colwell and Stackhouse (1970) and Seagraves
 

(see footnote 25) have experienced problems of multicollinearity among the
 

location variables. The procedures used to counter this problem have gen­

erally been either stepwise regression techniques, where variables are
 

sequentially added according to the magnitude ok their contribution to
 

regression sum of 
squarescr deletion .f all nonsignificanr variables.
 

Recently, Hoerl and Kennard (1970a, 1970b) di-aloped the ridge ragres-ion
 

technique, which enables one rc 
measurp tche -ifect chat multicollineatity
 
has on the estimated regression coeffiAnt, . If we consider the model:
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Y X +c (40) 

where.Y is an m'x 1.matrix, X is an m x n matrix of full rank, I is the
 
n xl.
vector of population parameters and e an m x 1 vector of axp..r­

mental ,errors with the properties E(e) 0, a 2 1 tie least
E(eE') oc


squares estimate of S is
 

A
 

0m(X' X) 1 X'Yi (41) 

If.L' is.the squared distance between 8 andO, Hoerland Kennard.*
 

(1970b) show that:
 

L2 
2.- (8 - 0)' (0- 0) 

"
and E(L2) a e 2 Trace (X'X) I
 

or E(0'0) = 31 + 02 Trace (X'X)-1 

If the eigenvalues of (X'X) are:
 

maxkmax 1 -2X - A3 > -" °'-n Amin> 0 

then the average squared distance from $.to 0 is given by: 

2 1 2>
 
E(L2) 1 a 2/ 
 (42)


ill. i,
 

Hence, if the data results In an XIX matrix with one.or more small eigen­

values, the average distance between 8 and 8 will be large. This iswhat 

occurs with multicollinearity in the data. 

The ridge regression procedure tests the senstivity of the least
 

squares solution to changes in the value of a small'constanto 0, added­
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to the diagonal elements of the X'X matrix.. Adding-O'to the.diagonal,
 

elements moves the smallest .eigenvalue away from zero. The.ridge solu­

tion is:
 

0*-[x'x + 0 1] XY (43) 

Ridge traces, showing the solution to equation (43) for 12 values of
 

0 are.shown in Figures 3 through 8 using the truncateddata of'equation P2 

The twelve values of 0 were chosen in the range 2 to 67 x -101 For values 
A 

of.0 in excess of this, the 8* coefficients all went to zero. The compu­

tation in (43) was accomplished by augmenting the.original Generalized
 

Least Squares X* matrix of equation (33) to derive Z where 

Z(m + n) x n. m x- n (44) 
_ n x n 

and W(+n)lx=1
 

where. m = original number of observations (mI1 + m2 ) and 

n = number of parameters to be estimated, 

and solving 

-a"(Z'Z) Z' W 

1,-,, IW re ] rIx* • XI, r ]I 
~ -1 

[X*'X+ 0 ]X*' Y* 

which is the same as equation (43).
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According to Hoerl and;Kennard (1970a, 1970b), if the 0*values
 

exhibit great.:Lnstability as e increases from zero, this is 
an indication 

that they have been affected by multicollinearity in the ditai They sug­

gest to choose'as the estimates the vector of 0* values where they become 

relatively stable with respect to 0 while not sacrificing too much in
 
increased error sum of squares. 22 The error sum of squares for the P2
 

222
 

ridge analysis is shown in Figure 8.
 

Compared with the examples given by Hoerl .and Kennard (1970a), the
 

ridge tracein Figures 3 through 8 exhibit a great degree of instability. 

Many of the variables have their coefficients change sign; notably, NA, 

T, R, R2, K 2, R.T, Ns.pH and NsR. The simple correlation coefficients
 

in Appendix A Table 5 show R and T to be highly correlated, also N and
 s
 
pH, N and T, and PA
, K and R, andPA and KA. Explanations of the 

behavior of these coefficients lie largely in their correlations with 

other variables. 

It appears that at a 0 value of approximately 17 x 105 (i.e., a 

log1 0 0 of about 6.3 in the figures) the coefficients reach some 

stability. The error sum of squares increases from some 19 x 106 to 

about 25 x 106, an increase of 32 percent at this value of 0.
 

Recently, Wallace in an unpublished paper developed a statistical,
 

criterion for testing whether constrained estimators such as 8*are bet-

A 2 

ter or worse than ordinary least squares estimators 8. At least one
 

22Hoerl and Kennard (1970b, pp. 58-59) show that the residual sum
of squjes for the solution to (43) is the ordinary least squares error
plus 08*' (X'X)-I O*. Hence the residual is a positive function of 0. 

23See Wallace, T. D. 1971. 
Weaker criteria and tests for linear
 
restrictions in regression. Unpublished Mimeograph, North Carolina State
 
University, Raleigh. Forthcoming in Econometrica.
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77 of-the elements of the constrained solution vector 8* is biased, 
 However,
 
all elements. of 8* 
are estimated with smaller variances than the corres­
ponding-elements of.:the Generalized Least Squares solution-vector8. 
The
 
Hoerl and Kennard (1970a, 1970b) ridge regression technique-ams to mini­
mize the.average squared distance between 8* 
and O.for each value of .0> 0.
 
As they show (1970b, pp. 60-61), equation (42) canalso be written:
 

E[L 2 ())]" 

45)
 

xi/(Ai+0)2 +02 ,(x'x + 0:.). 2 
 (46)
 

The-first'element of 
(46) is the sum of.-the variances of the elements of
 
*. The second element is the square of the bias introduced when 
* is
 

used instead of 8. 
'The-sum 
of these is the mean square error of 8*.
The Wallace24 second weak mean;squareerror test was 
carried out on
 
the equation where 0 was-approximately 17 x 105. 
The value of computed
 

5
u was 21.8. 
 The critical F value at the 5 percent level-from the unpub­
lished tables of Goodnight-and Wallace was 2,70.24 
The-null hypothesis
 
that the selected ridge equation was-better in weak mean squared error
 
(ie.-,a smaller average squared-distance-between 


AA
 8* and 8 than between
 
O.and. ) than-the Generalized Least .Squares equation was rejected. 
Hence,
the estimates could not be improved using the ridge regression technique,
 
to correct for apparent multicollinearity.
 

To further testwhether the existence of multicollinearity 
was,

leading to inexact estimates of the coefficients, .the data were divided
 

24See Goodnight, J., 
and T. D. Wallace. 1971. 
Operational techniques
and tables for making weak MSE tests for restrictions in regressions. 
Pre­liminary Unpublished Mimeograph, North Carolina State University, Raleigh.
Forthcoming in Econometrica.
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into two equal halves at random and model P2 fitted to both halves. This
 

wassuggested 1q the unpubiished work of Seagraves.25
 The-results of fit­
ting the two equations, called M1 and M2 
areshown in Appendix'A Table 6.
 

A test'of the equality of the two vectors of coefficients from M and M.
 

using the F test described by Johnston (1963, pp. 136-138) was performed.
 

The-calculated F was 0395 and the critical F 
at the 25 percent level was
 

1.16. 
Choosing the 25 percent level give6 a much more-powerful test than
 

lower levels of significance do. 
 This test fails to reject the hypothesis
 

that the vectors of coefficient- in the two halves of the data are.equal.
 

Hence, this is convincing evidence that multicollinearity is not affecting
 

the parameter estimates of P2 significantly,
 

In equations F1 and P2 the coefficient estimates on NA 
and NsN
 A
 
were not significant. The coefficient on NsoNA also had an unexpected
 

sign in equation P20 The only other coefficient that was.not significant
 

in the equations was that on R2 in equation FIV 
 R2also had an unexpected
 

sign in both F1 and P2 o 
In the ridge analyses of Figures 3 through 8,
 

the coefficients on these three i;-a:iables 
were awong the most unstable
 

ones and their signs also changed. It i psosable that these three vari­

ables areaffected most by multicollinea:-ty,
 

T-tests of the differvnce between all corresponding coefficients of
 

the unconstrained models MInd M2 were pe:f.rsd, as 
ahown in Appendix A
 

Table 6. The variables NA and Ns NA 
had dissLmilar coefficients, as
 

illustrated by their very large t-values, 
as did NA . and NAJTo The
 

25See Seagraves, J. A. 1971. Agro-ecounxni analyslis of data from
fertilizer trials: Regression procedures. Proposed Econ, Res. Rep.,
Department of Economics, North Carolina State University, Raleigh.
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t-vlue onR 2 


t-value on Rwas not significant but itwas greater than one. Hence,
 

this again suggests it may be that the correlation of variables NA, Ns NA
and R2 is causing disturbances in the parameter estimates for these and
 
other variables such as NA°R and NAbT
 ,


It is notable that the other unstable variables in the ridge analyses,
namely R, T,T2 and R.T, did not show up in the t-tests on M 
and M2 as
having dissimilar coefficients. 
These two methods of diagnosing multi­collinearity problems hence do not give similar answers on the same data.
This reduces the whole problem co a rather subjective evaluation of the
evidence. 
It is also necessary to point out that the series of sequential

t-tests performed on M1 and M2 inAppendix A Table 6 is 
not statistically

valid as the t-tests are not independent, 
This, of course, is also true
of all the usual t-tests in regression. 
The overall F-test on the two
halves of the data failed to reject the hypothesis that the vector of
coefficients in M1 was identical to that in M2.
 This is 
a statistically
 

valid test.
 
To illustrate the economic significance of the equations fitted to
the two halves of the data using P2
 .
 the physical and economic optima for
 

NA' PA and KA were calculated for equations M and M2. These are shown
in Table 5 of Chapter III. 
 The optima were only 7 kg./ha. different for
 
N in the two equations and about 30 kgo/ha, apart for P and 11 for K
The economic significance of apparent multicollinearity is of little
 
importance for N and KA, but it may be for PA.
expectations This is contrary to
as it
was only the variables involving NA which appeared
 
different between M1 and M2.
 

To perform a 
more valid test of the significance of the difference
between single coefficients in the two halves of the data, three more
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regression models were fitted. 
The specific variables whose coefficients
 

were chosen-to be tested for multicollinearity effects were NA, NsoNA
 

and R *A constraiped regression model was used whereby the coefficients
 

on all variables but the one of interest were constrained to be equal
 

"inthe two halves of the data. 
A single t-test was then performed on.
 

the difference between the coefficients of the variable of interest in
 

the two halves. The procedure is described at the beginning of the section
 

on multicollinearity in.Appendix A.
 

The above~t-values on the three coefficients were:
 

t-value
 

NA 1.35
 

Ns 'NA 0.49
 

R2 
 0.39
 

All of these t-values are not significant at the 5 percent level.
 

This evidence that the coefficients of NA Ns'NA and R2-may not be
, 


affected by,multicollinearity in the data is more valid than the pre­

.vious.t-.tests on M1 and M2 in Appendix A Table 6.
 

The-conclusion from all of this is that the evidence remains con­

flicting about the extent to which multicollinearity among the data may
 

be affecting the parameter estimates in equation P2' if 
at all. There
 

may be "disturbances" in the parameters of P2, but there are no unambig­

uous diagnostic methods of detecting these, as has been illustrated.
 

Furthermore, even if the diagnosis were positive and definitive, there
 

are no prescriptive devices available which allow objective measures of
 

the degree of improvement in the resulting equation. The imposition of
 

priori.constraints on the parameter space is
one possible prescription
 



81 

for multicollinearity, but as there were no independent parameter esti­

mates available, this was not a possibility here.
 

For the above reasons it was decided to utilize equation P as the
 

best estimate of the potato-fertilizer production function in theSierra
 

region of.Peru.
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CHAPTER IV
 
GENERATING FERTILIZER RECOMMENDATIONS
 

.The primary purpose of this study is to develop a basis for making
 

sound.fertilizer recommendations to potato farmers in the Sierra of Peru.
 

The" rst step in-this would appear to be to use the response equation
 

.P2 to determine the economic optima for a'range of-soils. Optima here
 

means the derivation of input levels using marginal analysis to generate­

the maximum net revenue or profit per hectare,
 

Derivation of Economic Optima for Fertilizers
 

To determine the optimum-level of N and K to apply to potatoes,

A' PA an A 

their marginal'products must be set equal to their respective price ratios 

and a.simultaneous.solution obtained, From P2 in Table 2 the marginal. 

product equations were: 

N + 0.1839 - 0.004854 N + 0.0002613 Ns 0.001124 PBN A s s
 

+0.001684 PA + 0.0006271 K + 0.00003912 R
 

+ 0.006384 T (47)
 

- 1.1604- 0.003376 P- -0.0008689:P -0.02289 pHPA. . A 8 

+ 0.001684 N A + 0.000890 KA+ 0.0001106 R (48)
 

A 1.0122 - 0.009130A 0.0001659 K + 0.0006271 N3K S A 

+ 0.000890 PA. (49) 
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If we let:
 

- +.0.1839 + 0.0002613 N -0.001124 
 P + 0.00003912,R
 

+ 0.006384 T 

(50)
 

1.1604'- 0.0008689 p 
 0.02289 pH + 0.0001106 R (51) 

y - 1.0122 - 0.0001659 K5 (52)
 

and-insert (50) into (47), (51) into 
(48) and-(52) into (49), 
we obtain
 
the following system of three equations in three unknowns. 
When solved,.
 
these equations give the optimum level of the three nutrients.NA, PA and.
 

KA for any given values of N5 , Ps, Ksa 
 pH, R and T and the price ratios
 

NA PA KA
 

y y 
P 
y -P 

0.004854 NA + 0.001684 PA + 0.0006271 K- - A 

AA P _ a (53) 

P y 

0.001684 NA ­ 0.003376 PA + 0.000890 K AAP B (54) 

P 
y 

0.0006271 NA + 0.00089 PA -
A 

0.009130 K 
A P ­ Y(5) 

5A 

y 

In matrix form we have
 

A.X - C 

where.A is the symmetric coefficient matrix 

http:nutrients.NA
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-0.004854 0.001684 0.00b6271 

0.001684 -0.003376 0.000890 
L0.0006271 0.000890 -0.009130 

X:is the solution vector'
 

NA
 

PA
 

KA
 

and C is the matrix of constants:
 

NA
 
P 
y 

P
 
py
 

A:
 

y

p Y 

The'solution to this system of equations.isgivenby:
 

X A c 
 (56)
 

where A71 is the matrix:
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-257.40 -136.56 - 30.99
 

-136.56 -376.48 - 46.08
 

- 30. 9 - 46.08 -116.15 

The costs of fertilizer in Peru vary according to the distance from 

Lima..: Appendix.B Table 1 contains the range of prices which were being
 

paid for fertilizer in March 1971. 
Appendix B Table 2 contains various.
 

conceivable price ratios that could be used to solve equation (56), using
 

low, medium, and high fertilizer prices combined with low, medium and
 

high potato prices.
 

The optimum levels of "A' "A' and KA for an average year on an
 

average-soil were 251, 250 and 126 kg./ha. respectively, a ratio of
 

10:10:5.26 This assumed a potato price of S/.200 per 100 kilos and
 

average fertilizer-prices of .9.1, 10.3 and 5.8 S1. kilo for NA, PA and
 

KA , respectively, as shown in Appendix B Table 1. In the 1961-62 period, 

NA and PA were priced'much lower at approximately 7 S/. kilo for each of 

them. KA has remained the same at about 6 S/. kilo according to the Food
 

and Agriculture Organization (1963). 

These optima for N and P are lower than those derived by McCollum 

and Valverde S. (1968, p. 29) of 272,289 and 161 kg./ha. for NA, PA and
 

KA, respectively, McCollum and Valverde S. used a lower potato price
 

2 6 The average values of the weather and soil variables used for this 
calculation were obtained from the experimental data, namely R - 568 m.m.,
T - 6.830 C, Ps = 7.98 p.p.m., N = 3.73 percent, pH - 5.93 and K. - 127 
p.p.m. These were used to calculate a, 0 and y in matrix C of equation

(56). It should be noted that the coded values of R, T, Pa, Ns, pH and
Ks were inserted in the above equations. The coded values are the ones 
shown in this footnote times 10. 

http:10:10:5.26
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of S/.150 per 100 kilos and prices of 12, 8.4 and 6 S1. kilo for NA, .PA 
and.KA, respectively. Hence, since 1965-66, the price ofNA has fallen 

about.3 S/..kilo while the price of PA has risen about 2 SI. kilo with KA
 
falling slightly. 
The limits of the McCollum.and Valverde S. data were
 

160 kg./ha. for all three nutrients, whereas .in..the data used here.it 

was.300, 240 and.320 kg./ha. for NA, PA and"KA, respectively. Part of 
the data used by McCollum and Valverde S. (1968) to derive their quad-.
 

ratic response equation was also used inthe present'analysis. Of the.
 
3,075 original observations used here, 420 
were from 1960-64, which were 

part of the data.used.by them. 

The-current (1971) recommendations .ofthe National Center of Soil
 
Analysis at La Molina, Peru.are about.130, 40 and 105 kg./ha., for NA,
 

PA and KA respectively .for an average-soil. These 'are much below the
 
optima derived here and 
 the optima ofMcCollum.and.Valverde S. (1968).
 

There is no evidence that at the levels of NA 
 derived in this study, 

potato quality would be affected sufficiently to affect the price
 

received and hence the computed optima. 2 7 

Sensitivity of. Optima to.Price Changes 

How-sensitive-are these optima to changes in the prices/of potatoes
 

and fertilizers? Table 7 contains the computed optima for nine-combi­

nations, of three price ratios. The minimum and maximum value of each 
ratio has been combined with the minimum and maximum of the other two. 
to generate the solutions in. Table 7, together with the existing-or 

average price ratios for all three nutrients. 

27Private communication, Professor R. E. McCo11 , NorthCarolina-'
State University, Raleigh,,North Carolina.
 

http:data.used.by
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Table 7. Sensitivity of fertilizer optima to changes in price ratiosa 

b Optimum level of nutrient

Price ratio 
 to apply (kg./ha.)

N P KNA 
 PA KA NA.P A.KA
 

_ _ _ _ _ _ _ _ 

Average Average., Average 251 251 
 126
 
mn. mn. 
 Mmn 256 260. 129
 
Min Min, Max.. 257 258 124
 
Min. Max. Min. 248 232 125
 
Min. Max. Max. 246 230 120
 
Max. Min. Min. 
 240 251 
 127
 
Max. Min. Max. 239 249 
 121
 

.-Max. Max. Min. 230 
 222 123
 
Max. Max. 
 Max. 229 
 220 118
 

.Using the procedure outlined in Chapter IV of the text.
 

bRefers to. the value of the relevant range ofprice ratios used in the
 
analysis. See.Appendix.B Table 2 for the actual values of the ratios.
 

From Table 7, the optimum amount of NA falls byabout 16 kg./ha.
 

when.its price ratio goes from its minimum to its maximum value with the
 

price-ratios of PA and KA held constant. 
For example, with the PA and
 

KA price ratios at their minimum values, the optimum level of ,NA falls
 

-from 256 to 240 kg./ha 
as its price ratio rises from its minimumto
 

its maximum.value. 
The-NA optimum-is relatively insensitive to changes..
 

in:the price ratios of,PA and KA. It-falls by a maximum of 11 kg./ha.
 

when their price ratios move.from their minima to their maxima, holding
 

the NA price ratio constant. It is possible that the prices of the ,three
 

nutrients will move almost in unison. 
When they all change-from;their
 

minima to their maxima, the optimum level,of NA falls by 27 kg./ha. from
 

256 to 229i'or about,10 percent.:"
 



Tie optima for PA are more sensitive to changes in the pricq ratios
 
than those, for N Table 7 shows the optimum level of P- falls by about
 

A.A a yaot 
30.kg./ha. when its price ratio goes from its minimum-to its maximum wit, 

the ratios-for NA and KA held constato 
Thefall is only ll.kga/ha. when 

the price ratio of PA is-held constant and the ratios.of:NA and KArise 

from their.minima to-their maxima. When the price ratios-of.all-three 

nutrients increase from their minima to their maxima) the optimum,level 

of PA falls by about 40 kgo/ha from 260 to 220.
 

The optimum amount of K to use falls by-only 5 kg0jha. 
a .the
 

price 
ratio of KA rises from Its minimum to its maxtmum value with che
 

other price ratios held constant. When the ratios for NA-and PA are
 

held at their minimum values, Table 7 shows the optimum level of K 
.to
 

go from 129 to 124 kg./ha. ae its"pr:ce ratio rises from 0M018 to 0.064.
 

The'optimum,.KA falls by 6 kg./hao from 129 to 123 whep the price rato
 

for KA.is held.at its minimum value and the NA and PA ratios change
 

from theirminimum to axinum.values.o
 

When we consider the change in optimum levels of NA, PA andKAthat
 

would occur should prices change from their present levels to the 

extremes.shown in Table 7, the conclusion is that the optima are quite 

-in snsitive to price changeso At -average prices and onan ,average soil 

the-respective optima were 251, .250 and 126 kg0 /ha. An extreme change
 

from the average price regime would change the NA cptimum by.a maximum
 

of 22 kg./hao, the PA optimum by a maximum of 31, and KA by a maximum
 

of 8.
 

This analysis-indicates that recommendations will not alter substan­

tially when the prices of fertilizezs and/or potatoes change within the.
 

bounds shown in Appendix B Tables 1 and 2. This conclusion was also made 

http:The'optimum,.KA
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by McCollum and Valverde S. (1968, pp. 28-29) using the 1960-64 potato
 
:data.,.Also, Table 7 shows the ratio of.NA: PA: KA to remain at approxi­
mately.10:10:5 for all price regimes, which compares with the 10:10:6
 

ratio derived by McCollum and Valverde S. (1968).
 

Sensitivity of Optima to Soil and Weather Variables
 

It is of prime importance to 
determine how fertilizer recommendations
 

should change when the levels of N , 
P , K and pH in the soil change. In
 
this way, some-idea can be obtained of the necessity for soil testing
 

before making fertilizer recommendations. 
If the optima do not alter sub­

stantially when the soil analyses change, this is 
an indication that gen­

eral recommendations may be appropriate.
 

It is also important to know how recommendations would change when 
the weather turns out to be below or above average. Farmers in the Sierra
 

of-Peru cannot predict what the weather will be months in advance. It 

remains of concern, though, just how far from optimum their fertilizer
 

decisions may-be when they plan for an average year and a non-average
 

.
one results.
28
 

Table 8 shows the sensitivity of the optimum levels of NA, 
A and 
K to various combinations of the soil test variables, for "average"A
 
weather. 
The-three values of.pH, P and K in Table 8 represent the
 

S S 
mean, and the mean plus and irinus cne standard deviation using the
 
experimental data. The interaction term NINA in P2 was such that the
 

optimum level of N 
was virtually independent of N Hence, N was not
A 
 S
 

28Specific attention will be given to the risk-aspects of fertilizer
decisions in the next section. 



Table 8. 
Optimum and recommended,levels of.applied nutrients for various soils with "average"
weather 

. .
 

Level Optimum and-recommended levels of appliedof soil variables nutrientsSolution I P pH (k. /ha. Yieldj K NNib I p Knumber p.m. me-ildunits 
 p..A Rec. Opt. Rec. 
 *oris/h 
1 1.14 4.82- 22- 319 
 387 190 
 163
2 1*14 4.82 190 37.31
127 313 
 379 190 143
3 115 41.28
114 4.82 232 308 371 190 123
4 1.14. 5.93 35 44.30
22 284 291 190 
 152 190
5 . 1.14 31.865.93 127 
 279 283 190
6 131 115
1.14 5,93 36.04
232 273 275 
 190 111-
7 1.14 35 39.26
7.04 22 
 249 196
8 190 140 195
1.14 7.04 26.32
127 244 
 190 120.
9 1.14 704 

188 165 30.70
232 239 
 180 190 99
10 7.98 105 34.13
4.82 22 
 291 354 
 115.. 158
I! 7.98 190 31.04.
4.82 127 
 286 346
12 115 138 115
798 4.82 232 280 35.10

338 U5
13 7.98 5.93 22 118 35 38,21
256 258 115. 147 190
14 7.98 26.42
5,93 127 
 251 250 115
15 7.98 5,93 126 115 30.69
232 245 
 242 115 106
16 7.98 7.04 22 35 33,99
222 163 115 
 135 195
17 7.98 21,72
7.04 127 
 216 155 115
18 7.98 7.04 115 165 26.19
232 211 
 147 115 94
19 14.82. 4,82 22 105 29.70
263 321 
 70 153 190
20 14.82 26.45
4.82 127 
 258 313 
 70
21 14.82 133 115 30.60
4.82 232 252 
 70 113
22 14.82 5.93 
305 35 33.80
22 228 226
23 14,82 5.93 127 

70 141 190 22.67
223 218 
 70 121 115
24 14.82 5.93 27.03
232 218 
 209 70
25 101 35
14.82 7.04 30.42
22 194 130 
 70 130
26 1482 195 18.80
7.04 127 
 188 122 
 70 109 165
27 14.82 23.36
7.04 232 
 183 114 70 
 89 105 26.96
 



Table 8 (continued) 

Nlote that several of the opt.ma exceed.the range of the data for NA-.and PA of 300 and 240 kg./ha., 
respectively.
 

b &-the optimum level of NA to apply is virtually independent of Ns , the level of organic matter in 
the soil, the recommendation for NA is not relevant here. As a guide, for soils in the range 2-4 percent
organic matter, the recommendation was 120-160 kg./ha. For soils with < 2 percent organic matter, it was
160-180 kg,/ha. and for those with > 4 percent, it was 100-140 kg./ha. 

0 
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included in Table8.' All possible combinations of the above values of
 

Ps. pH and.K generated 27 optima in Table 8.. 

All the optima are sensitive to changes in the soil characteristics. 
For.a soil low in P and K. but very alkaline, like number 7 in Table 8, 
the.optima are 249, 196 and 140 kg./hao for NA, PA and KA, respectively,
 

generating a-yield of 26.32 metric tons/hectare. On a rich, acid soil like
 

21, the corresponding optima are 252, 305 and 113 kg./ha., with a yield
 

of 33.80 metric tons/hectare. The soil generating the highest yield is 

number 3 in Table 8. With high acidity, low P and high K , soil 3 gen­s 
S 

erates a
yield of.44.30 metric tons/hectare when 308, 371 aud 123 kg,/ha°
 

of N' PA and K are applied in an "average" year.
 
The Cate-Nelson analysis performed by McCollum and Valverde 
 S. (1968, 

p. 27) on soil phosphorous and potatoes in the Sierra indicated a critical
 

level of P of about 7 pop.me The implication from this that littlewas5
 

or no PA was required if the soil P was above 7 p.p.m Table 8 shows
 
that even for soils with about,15 p.p.m. of Ps it is profitable to add
 

in excess of 110 kg./hao of PAo
 

Of more significance is how the current recommendations of the
 

National Center of Soil Analysis at La Molina, Peru compare to these
 

computed optima. 
Table 8 contains such a comparison,29 The recommenda­

tions for phosphorous are well below the computed optuma, particularly
 

for soils with average and high P levels. For example, the PA recom­5
 
mendation for soils with a P of about 15 pop.m. is from 315 to 44 kg./ha.


s 

29The recommendations were obtained by Mr. S, Tuten of the North
Carolina State University Mission to Peru from the Soil Department and
National Center of Soil Analysis, Agricultural Experiment Station, La
Molina, Peru. They apply from April 1971.
 

http:of.44.30
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below-the computed optima. For soils low in P., such as i p.p.m.,, the 

recommendation is below the optima by.200.kg./ha at-low pH but-above it
 

slightly at.high pH levels. Generally, the recommendations are closer
 

to the computed optima for PA*as the pH rises. Any build-up of Ps in
 

the soil will-be adequately taken account of by annual soil tests. Such
 

tests will indicate 'available phosphorous and the optima will change
 

accordingly.30 

On-soils with low K values of about.20 p.p.m., Table 8 shows the
 

current recommendations to be too high by about 30-65 kg./ha. On average
 

K soils of about.127 p.p.m., the recommendation is about 6-30 kg./ha of
 

K too low on acid soils. On more alkaline soils with 127 p.p.m. of K., 

the recommendations are above the computed optima by 45-50 kg./ha. The
 

recommendations on soils with high levels of K such as 232 p.p.m. are.
 
5 

about 70-90 kg./ha. too low on the acid soils and about 5-15 kg./ha. too 

high on more alkaline soils. 

It appears that no regard needs to be taken of.the level*.of soil 

organic matter (N) in generating nitrogen recommendations if.P2 is­
52 

31 
accepted as the correct model. Current.nitrogen recommendations to
 

farmers are far too low. On soils with less than 2 percent organic mat­

ter, the recommendations are between 5 and 160 kg./ha. too low, depending
 

on the pH, Ns, P and K levels. On soils with 2 to 4 percent organic
5 5 

matter, they are between 20 and 200 kg./ha. too low, and on fertile soils
 

30It should be.noted that the computed optima for PA in Table 8 often
 
exceed the range of the data used to derive the response equation P2 of
 
240 kg./ha.
 

31The NSNA coefficient in P2 was not significantly different from
 
zero and its inclusion in P2 did not alter NA optima by more than a few
 
kilograms when.Ns was changed.
 

http:level*.of
http:about.20
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with greater than 4 percent organic matter they are 40 to 220 kg./ha. too
 

lowe NA recommendations are closet to computed optima when soils are,
 

more alkaline and high in P and K
 
5 5
 

Present recommendations for PA do not.vary as soilpH changes.: Table 

8 shows that as soils become more~alkaline, the amount ofPA recommended 

should fall. When pH goes from about 4.8 to 5.9, the optimum level of PA 
falls by about 100 kg./ha. 3 2 The PA recommendation for a pH of around 7 

should be another 100 kg./ha. below that again.
 

Recently) the KA recommendations 
 have been made to depend on the
 
soil'pH in addition to K
s When pH exceeds 6.5, the KA recommendations,
 

are increased. The analysis of Table 8 shows that the opposite should
 

occur. 
As .pH rises, th: level of KA should fall. 
However, an interaction
 

term between KA and pH was not included in equation P2 to enable a definite 

conclusion to be made on this. 3 3 

Table 8 shows that the optimum levels of NA) PA and.KA vary signifi­

cantly depending on their respective soil nutrients. For example, soil1
 

had an 
optimum NA of 319 kg./ha. whereas for soil,.27, itwas 183. The
 

level of N 
was the same for both. *Soil 1 had an optimum PA of 387 kg./ha. 

whereas for socil'9 it was only .180, even.though the level of P 
was similar
 

in both. Soill had an'optimum KA of 163 kg./ha. whereas on soil'25 with
 

32The level of pHl which generates maximum physical yields varies sub­stantially with the level of PA (PA and N. are the only two variables
entering the marginal product function of pH). 
 For example, at an Ns
level of 3.7 percent, the pH for maximum yields is about 6 when PA is 
held at 100 kg./ha. When PA is 250 kg./ha., the optimum pH is about 4.3. 

33Professor McCollum did not believe there was a biological basis
for a pH.KA interaction. Furthermore, in their previous work, McCollumand Valverde S. (1968, pp. 25-29) only mentioned pH.PA inteiractions,
with no mention of pH.KA. 

http:soil,.27
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the same Ks, itwas 130. This illustrates the need..for the-Soil Testing 

Center to take account of the level of all soil nutrients in generating 

recommendationsi The optimum level of each element depends not only on% 

its level in the soil, but on the level of other relevantelements with 

which it has interactions. Theprocedures used in making recommendations 

should recognize the simultaneous nature of the solutions, to 'equations 

such as (53), (54) and (55). Table 8 shows how much-recommendations and 

yields .can change when such a general approach is adopted. 

For a soil laboratory to utilize the methods outlined in this study 

in making recommendations from the soil analyses would involve a series of 

about 15. calculations. First, they would calculate -, 8 and y from 

equations (50), (51),and (52) and subtract them from their respective 

price ratios to form the C matrix. Then nine multiplications are required 

to compute the A7I C solution.' All this would take a clerk about 5 minutes 

per sample. Knowledge of the approximate average values of Rand T based 

on the altitude from which each soil sample came would make ,recommendations 

based on,this procedure even more reliable than use.of regional average 

figures for R and T in equation (50). The quadratic form has a decided 

advantage over the square root form for these simultaneous solutions. 

The A71 matrix need only be calculated once. .Itwill not change when the 

values of the soil.and-weather variables alter, or when the price ratios 

change. For non-computerized laboratories, this is a valuable asset.. 

The A"I matrix must be recalculated for the square root equation when the 

price ratios change, although not when soil and weather variables do. 

A relevant question is why the current recommendations of the La
 

Molina laboratory differ so markedly from those generated by P2. The,
 

laboratory recently revised its recommendation prncedures on the basis
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of more research and experience. Whereas previously no account was taken 

of soil pH in generating recommendations, now La Molina uses.pH in potas­

sium recommendations. Also, potassium recommendations were increased
 

recently. While the results of this study do 
not support,:these..changes, 

it is
an indication that La Molina is constantly reviewing its procedures.
 

This study may be of some assistance in this process. At ,present they do 
not-appear.to have analytical procedures to address themselves to simul­

taneous consideration of all factors in crop response.
 

Appendix B Tables 3 rnd 4 contain the optimem levels of NA, PAand
 

KA to apply when weather is below and above average. When weather is 
dry and cold (below average), the optima and the resulting potato yields 

are all considerably reduced. When the weather is relatively wet and
 

warm 
 the optima are increased, especially for PA' and yields are about.
 

1 to 4 tons higher than when 
 the weather is average. The calculated 

optima for PA fall by about 80 kg./ha. when'the weather goes from average
 

to below average, and increase by 80 when it goes from average to above.
 

34.
average.
 

Table 9 summarizes the contents 
of Table 8 and-Appendix B Tables 3 
and 4. It-shows.how sensitive .the calculated optima are to the soil 

characteristics and weather. For example, with average weather, the 

34However, as most of the PA optima of Appendix B Table 4 exceed the
240 kg./ha. range of the experimental data, the quoted rise from average
to above average weather in recommended PA may not be valid.
 
35 It should be noted that the figures in Table 9 are the average of
nine values for PA and KA and 27 for NA. 
These represent the optima forthe element in question for a range of values of the other elements.Hence, Table 9 masks the changes in optima that occur for an element asthe levels of the other element and the pH change. 

http:not-appear.to
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Table 9. 
Changes in aconomic optima as levels of soil nutrients and
 

weather change 

..Level of soil Optimum level of applied
 
nutrient (average of 9 computed optima


nutrient over a range of values of Ps, K, pH)a
 
(p.p.m.) Rainfall and temperatureD
 

Low Average High 

Ns. Optimum NA (kg./ha.) 

All 189 251 313 
levels . 

P Optimum PA, (kg./ha.) 

1.14 205 283 362 

7.98 172 250 329 

L4.82 139 218 296 

K Optimum K. ,(kg./ha.) , 

22 135 147 158 

127 114 126 138 

232 94 106 118 

aThe values from which these averages were calculated are shown in
 
Table 7 and Appendix B Tables 3 and 4. The N optima are an average of
 
27 values. a
 

bLow, average and high growing season rainfall and minimum tempera­
tures were 432 m.m. and 5.130 C, 568 m.m. and 6.830 C, and 704 m.m. and
8,530 C respectively. (These were all coded by a factor of 10 in the
analysis.) 
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level of PA to apply should be about 220 kg./ha., for a.soil.high in PS 

. 
and about 280 for a soil low in P8.
 For KA, the amount applied should
 

rise from about,100 kg./ha. when soils have 230 p.p.m. of K 
to 150 when 

soils have only 22 p.p.m. -of K8. 
5
 

The NA optima do not change as 
the level of N changes. However,
 
5


they do change-substantially when the weather becomes warmer-and wetter 
as Table 9 illustrates. Theoptimum rises from 190 kg./ha, to some.250
 

when weather changes from below average to average weather. It rises
 

another 60 ig./ha. tn 313 when the weather is above average.
 

The absolute changes in the optima for PA 
 and:KA as we go from:high
 

to low analysis soils are the same whether the weather is normal or
 

otherwise. For PA the optimum rises-by 66 kg./ha. and-for KA it rises
 

by 40 kg./ha. regardless of the weather. 
The optimum level of P
 

changes with the weather due to the indirect effects of its interaction
 

with NA, which has weather interactions, and the RaP term inequation 
AA rmi.eqain

P2' The optima for K change only as a result of interactions between 
'it and N and P which have weather interaction terms.A A 

For a given soil analysis, Table 9 shows that the optima change 

significantly with the weather for all three nutrients. 
With a soil. 

analysis for P of about 8 p.p.m., the amount of PA to apply falls from 

330 kg./ha. for above average weather to 250 for average and 170 for 

below average weather. For a soil analysis of 127 p.p.m. for K the
 

corresponding optima are 138, 126 and 114 kg./ha. 
The decrements-are
 

the same when going from one weather situation to another regardless of
 

the soil analysis. The decrease in optimum-PA is about 80 kg./ha. going 

from average to below average weather for all three soil test values in.
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Table 9. 
For NA the drop is about 60 and for KA only.12. This analysis. 

shows that. the value of-improved weather predictions could hence be 'very 

high, particularly for NA and PA36 

In the next-section an attempt will be made to consider the specific 

effects of weather uncertainty on profits and the associated variance of 

profits., 

WeatherUncertainty and Fertilizer Decisions
 

Many writers have recognized that the calculation of economic.optima 

along the lines of the previous section do not go far enough when the aim 

is to generate recommendations about fertilizer use. Four main sources of
 

uncertainty have been alluded to in the literature which qualified state-.
 

ments about optimum fertilizer levels.
 

The first uncertainty involves the statistical confidence limits
 

around the estimated parameters of the response equation, associated with
 

the degree of experimental error, and how this affects the calculated
 

optima. One of the early papers on this was that of Box and Hunter (1954)
 

who demonstrated the theory and procedure involved in simultaneously
 

placing confidence limits around maximum points on response surfaces.
 

This paper was followed by Carter and Hartley (1958) who demonstrated
 

how to place confidence limits around the marginal product curves of a
 

Cobb-Douglas function. Doll et al. 
(1960) did the same thing for marginal
 

product curves, isoquants and isoclines of a quadratic function. They
 

noted that the confidence bands widened as the curves were further from
 

361n an excellent paper, Byerlee and Anderson (1969) used Bayesian

statistics to measure the value of perfect versus imperfect information
 
on rainfall for South Australian wheat. A similar approach could be used
 
here although it is beyond the scope of the present study.
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their mean points.. This is a property of statistical confidence regions 

as they: are" a positive function of xi , the deviation of independent varn­

ables.from.their means. Doll et al. (1960) suggest it may be reasonable
 

to assume that yield and varian6e are positively correlated in the bio­

logical sense which statistical confidence bands of the above-type do
 

not.reflect.
 

Many other papers have examined the statistical uncertainty around
 

estimated parameters and the calculated optima. 
Among the most notable
 

are.the papers by Lu (1961), Fuller (1962, 1965), Havlicek and Seagraves
 

(1962), Hoffnar (1963), Walker and Carmer (1967) and Anderson and Dillon 

(1968). 

A second type of uncertainty relating to fertilizer recommendations
 

is the degree of confidence in the functional form chosen for the empiri­

cal'analysis. 
Johnson (1953), Havlicek and Seagraves (1962), Cady.and
 

Laird (1969), Anderson and Nelson (see footnote 17) and others have
 

alluded.to this problem. 
It was previoualy discussed in.detail in
 

Chapter III under the heading of specification bias,
 

The third uncertainty entering the process of generating fertilizer 

optima is that due to the vagaries of weather. Parvin (1954) was one of 

the first to point out the need to consider not just expected profits in 

"average" years, but also the variance due to weather over time, Empiri­

cal studies by Knetsch and Parks (1958), Knetach (1959) and Smith and
 

Parks (1967) on corn and millet in Tennessee considered the drought index
 

in quadratic response equations 
as a random variable, Using historical
 

probability distributions of this index, they calculated expected profits
 

(E(fl)) for various levels of applied nitrogen, assuming all other 

http:alluded.to
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parameters and variables to be constants. They recommended the nitrogen 

rate which generated the highest E(n). 

Colyer (1969) and Colyer and Kroth (1970) computed the E(n) and 
8 2 2
 

variance of profits due to weather C [ni-E(fl)] = ; where i is

• ! i=l1
 

the number of years the experiments were conducre- for various levels of
 

nitrogen on corn in Missouri. This is termed the E-V map. They estab­

lished.thaton non-irrigated plots, o 2 increased monotonically with
 

E(f) and the level of nitrogen, up to the point of maximum yields. It
 

then declined. This confirmed the earlier beliefs of Doll et al, (1960).
 

Tollini (1969) and Tollini and Seagraves (1970) did a similar
 

analysis to Colyer and Kroth on corn in North Carolina. Unlike Colyer
 

and Kroth, who used only eight years of experimental data to calculate
 

their.E(ll) and o2 , without actually measuring weather, Tollini and 

Seagraves employed a cross-sectional moisture index in a response equation 

and applied historical probabilities to compute E(1) and 2 
. They found 

that the variance of profit increases as the level of applied nitrogen
 

increases. This may explain a significant amount of "under use" of fer­

tilizer by farmers if they have a disutility of risk.
37
 

The fourth uncertainty aspect in discussing fertilizer optima con­

cerns,that which exists at the farm level. It arises .because the
 

researcher really cannot know all the on-farm uncertainties facing the
 

'farm decision maker. Johnson (1957) suggested that unexplained residuals
 

37"Under use" is defined here as levels of fertilizer use where the
 
marginal return is greater than the marginal cost of applying additional
 
fertilizer. Other cuases could be a high proportion of tenant farmers
 
bearing all fertilizer costs but receiving only a portion of the returns,
 
capital rationing, pessimistic weather expectations, differences in man­
agement skills, different responses due to differences in the skills and
 
high personal discount rates.
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in experimental data may bear little or.no repemblance to unexplained..
 

residuals in a farm situation. He says the size of experimentalresiduals
 

:and their correlation with unexplained residuals on farms is crucial as
 

farmers form subjective,estimates of the uncertainty of experimental,
 

results. .In other-words, he says that farmers are more interested in
 

on-farm residuals than experimental residuals, which is obvious. 
Odell
 

(1958,*1959) found that yields of crops on farms were roughly 80-90
 

percent of those,achieved in experiments using similar treatments-and
 

weather. Davidson and Martin.(1965) and Davidson etalo (1967) found that
 

this ratio fell as experimental yields increased and also as the area-of
 

crop.per .farm rose. 
While these studies did-not specifically say that
 

the variability of-farm yields is larger than experimental yields, they
 

did seem to-imply that.
 

Farmers respond to uncertainty in a.variety of ways. Sometimes they
 

formulate their own.subjective probability estimates of possible:outcomes
 

of'various farm activities, which may differ from those derived from
 

•historical probabilities of weather and the like, 
Their reaction to
 

uncertainty may-be to impose internal capital constraints on their
 

activities.. They may also react in
a manner consistent with various
 

game-theoretic models such as those of Wold, Hurwicz, Savage and Laplace.
 

Examples of the use of game-theoretic models to "tailor"'recommendations
 

to farmers are 
:he papers by Swanson (1957), Havlicek (1960), McQuigg
 

and-Doll (1961), Walker et-al. (1964) and Swanson and Tyner (1965). 
All
 

these models have implied assumptions about the.shape of the.E-V utility
 

surface, some of which are quite unusual. 
Another possibility is to esti­

mate .an Indifference curve in the E-V space-as Officer and Halter (1968)
 

did. There is 
some question as to whether the latter is consistent with
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:generally held concepts of utility theory, particularly the concept of
 

non-measurability of.utility.
 

In the context of.potato farming in'the Sierra.of'Peru, attempting
 

to determine-the'E-V tradeoff would be.a hazardous task which is beyond.
 

the-scope,of this study. Swanson's (1956) technique of incorporating
 

fertilizer activities.into a~linearprogramming analysis, which has
 

capital,.rotation and.minimum income constraints, requires intimate
 

knowledge of the individual farm and farmer. This and game-theoretic;.
 

modelsare hence not utilized in the subsequent analysis.
 

It is also notplanned to consider the~uncertainty generated.by
 

statistical considerations In this section. As noted.in Chapter III,
 

the data were used at least 20 times before.equation.P2 was chosen as
 

the appropriate empirical response function. The inherent biases that
 

result from such sequential estimation procedures are well known and
 

have been recently discussed by Ashar (1969). The usual-statistical
 

tests and confidence limits on parameter estimates and linear combina­

tions of them (such as marginal-product equations) are invalidated as a
 

result, Furthermore, if the works of Brown and Oveson (1958), Knetsch
 

(1959) and Havlicek and Seagraves (1962) are any guide, in practice the
 

costs of the wrong decision on optimum fertilizer use as a result-of
 

inexact parameter estimates may be slight 6 For these reasons, attention
 

will.only.be given here to the effect of weather uncertainty on fertil­

izer decisions. The uncertainty effects of nitrogen, phosphorous.and
 

weather are the.only ones considered here as these were the only
 

interactions assumed in the model.
 

http:will.only.be
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Table-10. 
Expected profits (E(,)) and variance of-profits (aR2) for an
 average soil at .various rates of NA applied to potatoes a
 

NA:PA:KA E(R2) 2 

(kg./ha.) (S/.) ('000 S/;) 
0. 0 0 14884 13,882 0M010503 

20 20' 10 20314- 14,399. 0.004307 
40 40 20 25293. 15,555 0,002524 
60 60 30 29823 17,350 0,001675 
80. 80 40 33902 19,785 0.001181 

100 100 50 37531 22,858 0.000732 
140 140 70 43438 30,923, 0.000387 
180 180 90 47545 41,545 0.000175 
220-220 110 49850 54,724 0.000032 
260 260 130 50355 70,459 -0.000071 
300 300 150 49060 88,751 -0.000149 
340 340 170 45963 109,600 -0.000209 
380 380 190 41066 133,006 -0.000258 
420 420 210 34368 158,969 -0.000315 
500 500 250 15570 218,564 -0.000378 

aThelevels of.Ns, P, K. and pH were set at 3.73 percent, 8 pop.m.,

127 p.p.m. and 5.93, respectively (all coded times 10).
m R and T were 568
m; and 6.83* C, respectively. 
These were the experimental data averages
as shown.in.Appendix'A Table 1. Average prices were used for fertilizers
andpotatoes as shown in Appendix B Tables 1 and 2.
 

b is the loss or increase in E(H) per unit.change in .12. 
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2 40,000 ,,[B 2a2 + 22 + 2 2 2 211a +,,24oO2 2 2IR +2 T 3 T2 + 4 R2 + b22.2 N222 Q.2' 22 + 

­" N+°7NA 2 +22
R'2 8erAOT ba9R.T
+ D1LAR~ 2A 2 2 
lbllbb~ 
 bl12R
T 3aR.T2
N. N 

+ b,N + b+ '+bX"'4aR-R2 + b1SNe.R 
+blb 6 s +
T + libNAOR.R 
 1 8INAR.T 

1 b9 ReRT + llPAoRR + b2b3aTT2 + b2b4aT R2 + B2 SN OT R
 

+152b6 NT 
 T + 22 AOT-R + 52T8NAT.T + 2 9 T.RT + 2B10PAOT.R
 
3 40T2 R2 
+ N
 

3 6N2.2T 
+ 53 7NAOT2.R
 

(59) 
+ b3 8NT2T + 3
3 9OT2 RT + u3uoAOT2,R + b455NsOR2 ,R
 

sOR2oT
+ 541NNAOR2R 
+ 5458NAaR2 T + 5419oR2,RT
 
A---
 2 
 *R .5 A..
 

+ 54 IoPAOT2.R + b5b6NsRT + b5
 7NNARoR + b5b8NsNAR T
 

+ b559NsRo RT + 
5 10PANsaR.R + b6b7NsNAcT.R + b6 8NsNAOT°T
 

+ 6 9N aT RT + 6 1 bAOR T + b7b9NARRT

0loPANsOT R + b7 8 


+ 7 10PANAaR.R + 
 9NeT.RT +
A8 
 81OANAT.R 
+ b9510A
oRT.R)]-


The b 
are the estimated coefficients of terms with R or T in them in
 

equation P2, Table 6, They were:
 

b1 0.105172 (R),. 
 2 -4.739410 

3 =0.166596 (T2 (T)p
 

4 ' 0.00000301 (R2)p
 

0.0005285 (NaGR)O 
 '6 --0.0770512 (NaT),
 

b7 a 0.00003912 (NAR)g 
 8 - 0.00638416 (NA-T),

9 . 0.0016959 (RT), 
 b10" 0.0001106 (PA.R).
 

5 
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a2The terms in (59) are the computed variances of:the ,rainfall and tem­

perature distributions from Huancayo and the a terms are the respective
 

covariance terms from the variables 
 of the production function with the 

appropriate'numerical values from the Huancayo data utilized. 
For
 
exmpe,2 (T)2

example, aRT " (aRT) and aR.T m aT.R After inserting the coded numerical 

values shown in Appendix A Table 1 into (59), it reduced.down.to a more
 

manageable quadratic form
 

2p
 

a1 2 38,691,440- 1,403,418 N + 109,472 NA + 161,344 PA
 

+19;793W 2 23N2 + 387 P 2 3116 N.N-+s973N 2 A A sA 

- 3880 PA.Ns + 289 NA.PAo (60) 

Table 10 shows the respective values of E(I) and a112 from equations 

(58) and (60) for an average soil using avera3e prices for potatoes and
 

fertilizers. 
The profit equation for Table 10 with the assumed numerical
 

values for the variables shown in footnote a of Table 10 inserted in (58)
 

was
 

E(Hl) -14,884 + 143,NA + 62 PA + 154 KA - 0.4854NA2
 

0.3376 A2 0.9130 KA2 + 0.3368 NA.PA
 

+ 0,1254 N AK A + 0.1780 PA*KA (61)
 

The variance equation for Table 10 was 

aT2 -13,881,752 - 6755 NA + 16620 P A + 123 NA2 + 387 PA 

+ 289 NA.PA. 
 (62)
 

http:reduced.down.to
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Table 10 shows that for an average-soil, with average prices, the
 

variance of profits b6gins to monotonically increase-at an .increasing
 

rate as the level of fertilizer-applied increases. The level of expected
 

profits (E(n)) at first increases until the optimum quantities of fertil­

izers are reached. This occurs when 260, 260 and.130 kg./ha. of NA, P 

and.KA are applied, which are almost exactly the rates derived earlier
 

for the average soil in solution 14, Table 8. The E(R) at these fertil­

izer levels is SI. 50,355. Figure 11 graphicallylillustrates the contents 

of Table 10.
 

The X column in Table 10 measures the change in E(R) for each unit 

2.
change in a11 It represents the trade-off.that must be made between 

increasing profits by adding more fertilizers and the attendant increase 

in the variance of those profits. If potato farmers on average soils 

were completely averse to the additional risk associated with the use 

of fertilizers, then they'would not apply any NA, PA 6r KA. In the 

Sierra of Peru these added risks associated with the use of more fertil­

izers as shown in Table 10 may help to explain why only about an average 

of 10 kg./ha. of nutrients is being applied, even though the marginal 

net return from increased fertilizers is substantial. 

In making recommendations to potato farmers on average soils, risk 

considerations could conceivably drive the recommendation from about
 

260, 260, and 130 kg./ha. of NA, PA and KA, respectively, down-to zero. 

The current recommendation of the National Center of Soil.Analysis at
 

La.Molina, Peru .for this type of soil is 140, 115 and 115 kg./ha., respec­

tively. The implied X value of 0.0105 for a zero level of fertilizers is 

well'above the average of 0.0002 obtained by Officer and Halter (1968, 
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lp. :273)"for five Australian farmers using utility. analysis. It. is, of. 

courset not strictly valid to use the Officer-Halter average 1X value as 

allmeasure of desired.risk aversion levels in the Peruvian context, not
 

only-because they varied substantially from farmer to farmer in that
 

study, but also they canbe expected to varylbetween farmers of different 

countries, In addition, their sample was.verysmall. However, if we use 

the )-value of 0.0002 they darived as.the preferred positi.n for Peruvian
 

potato farmers, we arrive at a~recommendation of-about 160, 160 and 80 

kg./ha. for NA, A and K from-Table 10.
 

Figures 12 and 13 havebeen drawn from'Appendix B Tables 5 and 6 
to 

illustrate the E-V trade-offs for soils with low and~high levels of. 

organic matter. For soils low in organic-matter, Figure 12(b) shows 

that variance is a monotonically increasing function of the level of 

fertilizers. The maximum level of E(fl) occurs at.about 260, 260 and
 

130 kilos per hectare for NA, PA, and KA. as was the case for the average
38
 
soil. There is a greater absolute variance in the less fertile soil
 

at each level of fertilizers than in the average soil and also a greater
 

increase in variance,as 
fertilizer inputs increase. The recommendation
 

one would make on a low organic matter soil is the same as for an average
 

soil when farmers have absolute risk aversion; namely zero. If farmers
 

on these soils have a lower degree of risk aversion similar to the X
 

value of 0.0002 found by Officer and Halter (1968, p. 273), the appro­

priate racommendation would-be about 160, 160 and 80 kg./ha. of NA 
PA.
 

and KA, respectively, the same as for an average soil.
 

38This is because the optimum level of NA is independent of ,the level, 
of NS due to the coefficient on the N&NAterm in .the fitted equation P2. 
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Figure-13(a) shows that the level of fertilizers generating the maxi­

mum E(H) for a high organicmatter soil'is about 260, 260 and 130 kg./ha.
of"N. ad
 

of'N P and KA the same as in both previous cases. However, there is
 

a 
marked phase Figure 13(b) of decreasing variance as the level of fer­

tilizers and E() rises. This occurs up to a level of about 120, 120 and
 

60 kg./ha. of NA, PA and KA. 
For farmers who are completely averse to
 

additional risk, one would recommend this latter level of fertilizers.
 

This generates minimum variance and an expected profit from fertilizers
 

of about S1. 36,000, which is S/. 15,000 below the maximum expected profit.
 

The reasons for the decline in variance are the negative signs on
 

the Ns NA and PANs interaction terms in equation (60). 
 At high levels
 

of Ns 
these terms dominate the positive effects of increased levels of
 

NA and P. on variance. The cause of the negative N and PANs terms
 

in equation (60) is the negative signs on the N R and N T coefficients
 
s 5 

of the fitted equation P2 These were opposite to the a priori, expected
. 


signs, but.after the equation was fitted Professor McCollum thought the
 

negative N' R term was logical and the sign of the N T term was really
 

uncertain anyway.
 

This analysis leads to the apparently anomalous conclusion that
 

when risk is 
to be averted the amount of fertilizers to apply should
 

increase as the level of N in the soil rises. 
 If farmers on high N
 

soils have less than absolute risk aversion, like the X value of 0.0002
 

of Officer and Halter (1968, p. 273), Figure 13(c) and Table 6 in Appendix
 

B show the recommendation would be about 200, 200 and 100 kg./ha. of NA,
 

PA and KA compared to the figure of 120, 120 and 60 with complete
 

aversion to risk.
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The E-V patterns found on soils with organic matter :levels greater
 

than about'3.5 percent are all similar to those.shown'inFigure 13. That
 

is,.the variance of profits with respect to fertilizers has a U shape.
 

This is contrary.to the relationship found in most studies of this kind.
 

Colyer (1969), Colyer-aiid Kroth.(1970), Tollini (1969) and Tollini-and
 

Seagraves (1970), all-established that a 2 increased monotonically.with
 

E(1) as the level'of nitrogen.on unirrigated corn was increased. 
 Colyer
 

and.Kroth found -a 
began to decrease after maximum yields were-attained,
 

Tollini and.Seagraves found it continued to increase.
 

However, Colyer and Kroth (1970, pp. 489-490) obtained similar
 

results to ours for irrigated corn. As-plant population-was increased,.
 

they found a11 2 at first fell and then rose to give a U shape, particularly
 

at high levels of applied nitrogen. Of course, the irrigation reduced the
 

variance due to rainfall
* which is included in the present.analysis, so
 

their results are not strictly comparable to ours. Also the interaction
 

of plant population and moisture is more complicated than that between
 

nitrogenand moisture due to.the added variability of-weed population
 

with the former.
 

Internal capital rationing is another possible way in which farmers'
 

behavior is alteredby risk.. They may apply fertilizer according to-a
 

rulesuch as:
 

BY Y¥

A 6-- ' (l+r) (63)
8NPA
 

and 6 is the internally imposed constraint. If we had knowledge of,the
 

appropriate 6 for each farmer, specific recommendations could-be made.
 

However, we do not have this information.
 

http:nitrogen.on
http:contrary.to
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One of the main conclusions of this analysis is that considerations
 

of-weather risk when making fertilizer recoumendations.should'be less
 

impor:tant on soils which are-high in organic matter. 
Oq~soils with an
 

N level in excess of about 3.5 percent, the added risk in using the,
 

recommendationswhich generate maximum profits (see Table 8) would be
 

minimal,.given the U-shaped variance.map. 
The implications of this is
 

that on highly fertile soils, aversion of risk due to weather is not a­

valid reason for the "under use!' of fertilizer by farmers.39 Where cli­

matic variables.have negative interactions.with soil and applied nutrients,
 

as was-the case here, variance of profits can be reduced by using more
 

rather than less fertilizer on certain,'soils. -Other reasons must~be
 

sought to explain farmer behavior in these instances. 40
 

On the otherhand, this analysis shows that for average and below
 

average soils there is support for the widely held view that risk aversion
 

'
could be.one of the main causes of "under use of fertilizer. Variance
 

of profits was a monotonically increasing function of NA, PA and KA and
 

E() on these soils. To.the extent that the'previously.mentioned studies
 

by Colyer (1969), Colyer and Kroth (1970), Tollini (1969), and Tollini
 

and Seagraves (1970) were-applicable to average soils, the present analysis
 

for potatoes in'the Peruvian Sierra supports their conclusions for these
 

soils.
 

39See footnote 37.
 
40See-footnote 37 for some other possible explanations. To the extent
 

that high organic matter soils are often at high elevations or are poorly

drained, the E-V equations do not adequately reflect the risks of growing

potatoes under such unfavorable circumstances. The overall risk of crop

failure could make high levels of purchased inputs unlikely in such places.
 

http:instances.40
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CHAPTER V
 

VALUE OF THE GENERALIZED FUNCTION AND SOIL.TESTING
 

On the presumption that the hypothesized model in equation (28) of 
Chapter.III is in fact the "true" one, an evaluation of the benefits
 

that would accrue to farmers and the Peruvian economy from using P2,
 

empirically-derived (truncated) form of (28), 
can be made. This is an
 
important consideration in view of.the extensive research which is pro­

ceeding on potatoes in Peru and the fact that it is the principal .crop
 

in that country. 4 1 

A small number of writers have attempted to calculate the "costs of
 

the wrong decision" after deriving response functions. Havlicek and
 
Seagraves (1962) computed these "costs"i 
 assuming that 37.1ocation-year
 

functions for corn in North Carolina were "correct." The optimum lqvel
 

of nitrogen was 
calculated for each location using a generalized function
 

including soil phosphorous and a 
moisture deficiency index. This was
 

then used in the respective location-year functions to calculate net
 

revenue. 
This net revenue was compared to that generated by using the
 

level of nitrogen.that was optimum employing each of the 37 separate
 

functions.. 
They found the average "cost" of using the generalized
 

function to be quite low, at $1.02 per acre. 
They recognized that this
 

"cost" would become the advantage of a generalized function if the
 

hypothesis was that the generalized function was the "true" model.
 

41In 1967 the value of potato production in Peru was S/. 
3.443 bil­lion, which was in 
excess of SI.. 1.3 billion more than the next most
important crop, alfalfa. 
Potat~s were second to corn in 
area cultivated
at 272,000 hectares, more than 95 percent of which was grown in the Sierra
region where all the data used in this study were derived. Source:

Ministerio de Agricultura (1970, p. 32).
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Colwell (1968) performed a 
similar analysis to Havlicek and Seagraves
 

using generalized response functions for wheat and potatoes in Ontario,
 

Canada. 
However, Colwell only chose ,an arbitrary "average" recommendation
 

to compare with that generated by inserting the relevant soil test values
 

into his generalized functions. He-found that the gross gains from the
 

use ofthe soil test fertilizer recommendations were negligible when in
 

the-vicinity of the "average" recommendation, and only became appre­

ciable when the divergence was large. He emphasized the need.for sepa­

ration of the benefits derived from soil'testing from those due to the
 

application of fertilizer. For example, in 
a region that-is uniformly
 

very deficient in
a particular nutrient, the benefits from fertilizers­

will-be high. 
However, since the district is uniform, the benefits from
 

soil test recommendations will be almost identical with-that from a proper
 

estimate.of the "average" fertilizer requirement. Here, soiltestig may. 

not be economically justified.
 

The aim in this chapter is first to generate'two sets of recom­

mendations--one using the generalized functionP 
inTable 2, and the
 

other using the procedures of the National Center of Soil Analysis at 

La Molina in Peru. Then, using a multivariable probability distribution
 

of soil analyses derived from a 
sample of records from the Center, cal­

culate t1he* expected benefits per hectare from using theP 2 recommenda-.. 
2.
 

tions compared to existing recommendations. The difference measures the
 

expected value of the generalized function. This is 
more ambitious than
 

any ofthe previous studies of this kind as it
uses actual recommendations
 

rather than simulated ones; it involves recommendations.for three nutri­

ents rather than one; 
 and to compute expected benefits, a four-variable 

probability distribution is employed. 
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Second, a general recommendation is to be derived for an."average'
 

soil, and the expected profits from using this regardless of soil test
 

analyses are to be compared with the expected profits from using P to

2 

generate recommendations based on soil tests. The difference measures 

the value of carrying out soil tests. 

A total of 144 classes was established representing the range of 

soil.test values to be expected for the four variables pH, Ns, P. and 
a 

K . 
The relevant intervals were:
 

pH: < 5.5, 5.5 - 6.5, > 6.5,
 

N5 (percent o.m.): < 2.0, 2.1 - 4.0, > 4.0,
 

P (p.p.m.): < 4 , 5 - 8, 9 - 15, > 15,
 

K (p.p.m.): <.60 , 60- 120, 121 - 230, > 230.
s
 

these were all cross classified using a random sample of 1,541 soil test
 

results from La Molina for potato soils in the Sierra.42 The mean value
 

of each of the four soil variables for each of the 144 cells was calcu­

lated, together with the relative frequency of occurrence. The means
 

are shown in Table 11, which also contains those of the soil variables
 

from the experimental data. T-tests of the significance of the differ­

ences between the experimental and the La Molina data were made. The
 

computed t-values are shown in Table 11. All the means were signifi­

cantly different at the 0.01 percent level. The sample of data from
 

the National Center of Soil Analysis at La Molina had significantly
 

larger means for all four soil variables. This indicates that the
 

42These data were kindly extracted by Mr. S. A. Tuten and his staff
 
at the North Carolina State University Mission to Peru, Lima,
 

http:Sierra.42
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Table 11. Means of the soil variables from experimental data and the


National Center of Soil Analysis (NiC°S.Ao) at La Molina0
 
Peru
 

Experimental N.C SA.
Variable. Units a.
data data 
 t-valusa
 

Ns percent o.m. 3.73 4.26 
 6.57,**b
 

P p.p.m. P 7.98 
 10.78 10.09*** 

K p.p.m. K 127 158 9.69*** 

pH -standard 5.93 6.65 20.99***
 
units 

Number of observations 4o335 1,541
 

aThe t-values were calculated using the formula 

-X2
 

and using s 2a pooled estimate, of in calculating the denominator. 
b*** represents a significant difference between the means at the 

0.01 percent level.
 

potato farmers who utilize the soil testing services in Peru generally
 

have better quality and more alkaline soils than those on which the
 

experiments were conducted. 
The joint probability distributions of
 

the two samples of data were also quite dissimilar. 

Using the class means from La Molina, the optimum levels of NAtPA 
and KA to apply were calculated using the procedure outlined in Chapter 

IV, equations (47) through (56). Then,the appropriate recommendations
 

using the procedures of the National Center of Soil Analysis at La
 

Molina were derived for the same soil nutrient means. These are shown 

in-Appendix C Tables I through 3. 

http:NiC�S.Ao
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Particularly for NA and PA' the recommendations generally fall well
 

below the computed optima, as was the case in Chapter IV, Table 8 and
 

Appendix B Tables 3 and 4. 
For KA, the optima are closer to the recom­

mendations and often exceed them as Ks 
falls. The recommendations gen­

erally are further below the optima for NA the higher the level of N. 

The same occurs with PAas P rises. Hence, the Soil Analysis Center is
S 

more conservative on fertile soils than on infertile ones. 
 This is an
 

elaboration of the analysis of Chapter IV.
 

The expected profit function (using equation P2) as shown in equation
 

(58) of Chapter iVwas calculated for each cell of Appendix C Tables 1
 

through 3, first using the computed optima for NA, PA and KA, and then
 

using their recommended levels. 43 Rainfall and temperature were set at
 

the Huancayo average values of 577 m.m. and 6.870 
C, respectively,
 

2 2together with the means of R.T, T and R . The results of these profit
 

calculations are shown in columns 
(2) and (3) of Tables 12 through 14.
 

The value of the generalized function P2 in making fertilizer recom­

mendations on the basis of soil tests is shown in column (5) of these
 

tables. 
 It is calculated by subtracting column (3) from column (2).
 

It can be seen that the benefits of using the generalized function could
 

be quite large. 
 On some soils it could be as much as SI. 24,000 per
 

hectare. Generally, the soils high in N 
and P , where recommendations 

tend to be far below the computed optima, derive the largest benefits 

from the use of the generalized function P2. 

43It should be noted that 
a number of the computed optima for P in

Appendix C Tables 1 and 2 exceeded the range of the experimental data
 
of 240 kg./ha.
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Table 12. 
Expected profits using computed optima and recommendations for NA, PA and KA and theprobability of their occurrence on soils with pH < 5 . 5 a A A 7 

Expected profits with NA, PA
 
and KA at: (S/.ha.) 
 Value of
 

One general generalized 
 Value of Probability
 
recommen-
 function
analysis levels levels dation 

soil of soil

(S/.ha.)c testingd analv- ­(1) (2) (3) (4) (5) 
 (6) (7) 

1 63014 44738 
 49129 18276 
 13885 .001298
2 68254 53956 56728 
 14298 
 11526 .000649
3 66461 57183 59261 
 9278 7200 
 .001947
4 ­

5 56454 32728 
 44597 23726 11857 
 .000649
6 -0
 

7 65731 55975 58145 
 9756 7586 
 .001298
8 
9 

- 0 
0 
0 

10 

11 
 -0
 

12 

- - 013 44765 27221 41549 
 17544 3216 
 .000649
14 41267 28088 
 39958 13179 1309 
 .000649
15 47800 39494 
 46510 8306 
 1290 .000649
16 94655 83241 83292 
 11414 11363 
 .000649
 

17 64597 46166 
 52852 18431 
 11745 .004543
18 68814 51520 56786 
 17294 12028 
 .006489
19 71078 58936 
 63268 12142 
 7810 .012980
20 78050 64748 70156 
 13302 7894 
 .001947
21 59581 41727 
 49543 17854 
 10038 .006489
22 61545 47363 54505 
 14182 7040 
 .002596
23 65677 53058 
 58339 12619 
 7338 .003894
24 75729 61810 69538 
 13919 6191 
 .001298
 



Table 12 (continued) 

Expected profits with NA, PA 
and K at: (S/.ha.) Value of 

Soil 
analysis 

(1) 

25 

Optimum 
levels 

(2) 

-

Recommended 
levels 

(3) 

One general 
recommen-
dation 

(4) 

generalized 
function 
(S/.ha.) 

(5) 

Value of 
soil d 

testing 

(6) 

Probability
of soil 

analysis 

(7) 

26 
27 
28 
29 

30
31 
32 

57481 
63445 
63673 
41788 

-
48388 
54317 

36445 
50134 
45312 
23470 

35709 
43127 

47848 
57621 
56679 
39559 

47194 
52588 

-
21036 
13310 
18361 
18318 

-
12679 
U190 

-
9633 
5823 
6994 
2229 

-
1194 
1729 

00 
.001947 
.001947 
.000649 
.000649 

00
.000649 
.000649 

33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 

64501 
68498 
74242 
83551 
59426 
60846 
66704 
76565 
52728 
55593 
57836 
70158 
45914 
51336 
52043 
68810 

46187 
50142 
56541 
66780 
36238 
43344 
51136 
59637 
28416 
33176 
39731 
52677 
31070 
41477 
43656 
60735 

54773 
58505 
63114 
74362 
47207 
52621 
58293 
68579 
43361 
46288 
51095 
63509 
42887 
48500 
50193 
64344 

18315 
18356 
17701 
16771 
23188 
17502 
15568 
16928 
24312 
22417 
18105 
17481 
14844 
9859 
8387 
8075 

9729 
9993 

11128 
9189 

12219 
8225 
8411 
7986 
9366 
9305 
6741 
6649 
3027 
2836 
1850 
4466 

.007788 

.026609 

.026609 

.011033 

.003245 

.009086 

.012980 

.007139 

.001947 

.005192 

.004543 

.003894 

.003894 

.020119 

.013629 

.004543 



Table 12 (continued) 

]Expected profits were calculated using the respective values of soil characteristics sho'n in
Appendix C Table 1 and the mean value of Rs T, R9 T and R.T at Huancayo. Blank-entries occur when 
column. (7) is -zero. 

bSee Appendix C Table 1 for the details of-the anlyses-corresponding to the .numbers° 

cThis is column (2) minus column (3). 

dThis is column (2) minus column (4). 

I-.
U'o 



Table-13. 	 Expected profits using computed optima and recommendations 
probability of their occurrence on soils with 5.5 < pH < 6 

Expected profits with NA, PA 
and.KA at: (S/ihs.) Value of 

One general generalized

Soil b Optimum- Recommended recommen- function 


analysis- levels levels dation (S/.ha.)c
(I) (2) 	 (3) (4) (5) 

49 	 52391 44472 49206 7919 
50 	 52790 46057 50166 6733 

51 64425 59255 61360 5170 
52 66535 58285 64635 8250 
53 45167 39138 43755 6029 
54 50466 44543 48412 5923 
55 
 54055 51236 53298 2819 

56 65409 60080 62579 5329 

57 ..... 

58 44753 37201 43651 7552 

59 46618 44788 46580 1830 

60 
 60160 57003 56958 3157 

61 36640 22395 35650 14245 

62 40572 28442 
 40008 12130 

63 44829 37476 43121 7353 

64 ..... 


65 	 54128 43718 50794 10410 

66 57460 48903 54565 8557 

67 65627 59716 63006 5910 

68 69841 60555 66644 
 9287 

69 44025 36657 42939 7368 

70 
 49164 41801 47877 7363 

71 56907 51546 55535 
 5361 

72 66579 58079 64741 8500 


for NA, :P 	 and K andthe 
a .. An5 d e 

Value of Probability.
 
soil.d of soil,
 

testing analysis
 
(6) 	 (7) 

3185 .003245 
2624 .001298 
3065 .005192 
1900 .000649 
1412 .001298 
2054 .003245 
759 .004543 

2830 .000649 
0 

lil .007139 
38 .001298 

3202 .001298
 
990 .001947
 
564 .002596
 

1708 .000649
 
0
 

3334 .005192
 
2895 .014278
 
2621 .009735
 
3198 .004543
 
1086 .001298
 
1287 .002596
 
1372 .009735
 
1838 .007139
 



Table 13 (continued) 

Expected profits with NA, PA
and KA at: (S/.ha.) 


One general
Soil b Optimum Recommended recommen-

analysis levels levels 
 dation

(1) (2) (3) I (4) 

73 45338 35421 43792
74 A5717 38743 45217 

75 51763 47721 51483 

76 63956 57507 
 61970

77 38404 25621 37582 

78 39819 30696 39293 

79 47388 41901 
 46427 

80 59228 52365 55785 


81 58504 46227 
 54977 

82 61649 49607 57782 

83 67052 57349 63668 

84 75759 61353 
 72381 

85 51356 39220 
 48751 

86 56140 46176 53666 

87 60913 52691 
 59193 

88 67084 56550 64990 

89 ­
90 51541 40427 
 50004 

91 53079 46156 52384 

92 63105 53888 
 61687 

93 38681 28551 
 38234 

94 54648 49310 50069 

95 47882 42028 
 47161 

96 73693 71098 
 64168 


Value of
 

generalized 

function 

(S/.ha.)c 


(5) 


9917 

6974 

4042 

6449 


12783 

9123 

5487 

6863 


12277 

12042 

9703 


14406 

12136 

9964 

8222 


10534 


11114 

6923 

9217 


10130 

5337 

5854 

2595 


Value of 

soil d 


testing 

(6) 

1546 

500 

280 


1986 

822 

526 

959-


3443 


3527 

3867 

3384 

3378 

2605 

2474 

1720 

2094 


1537 

695 


1418 

447 


4579 

720 


9525 


Probability
 
of soil
 

analysis
 
(7)
 

.001947
 

.007139
 

.007788
 

.005841
 

.000649
 

.003245
 

.005841
 

.001947
 

.004543
 

.012980
 

.012980
 

.005841
 

.001298
 

.005192
 

.012980
 

.004543
 
0
 

.003245
 

.011033
 

.007788
 

.000649
 

.002596
 

.013629
 

.014278
 



Table 13 (continued) 

aExpected profits were calculated using the respective values of soil characteristics shown in 
Appendix C Table 2 and the mean value of R, T, R2 , T Iand R.T at Huancayo.- Blakentries occur whencolumn (7) is zero.
 

bSee Appendix C Table 2 for the details of the analyses corresponding to the numbers.
 
cThis is column (2) minus column (3).
 

dThis is column (2) minus column (4). 

CO 



Table 14. Expected profits using computed optima and recommendations 
probability of their occurrence on soils with pH > 6.5a 

for NA, PA and KA and the 

Expected profits with NA, PA 

andKA at: (SI.ha.) Value of 

Soil b 
analysis 

(1) 

97 
98 
99 

100 
101 
102 
103 
104 
105 
106 
107 
108 
109 
110 
Iii 
112 

Optimum 
levels 

(2) 

32963 
35489 
43091 
50088 
40289 
35291 
43751 
57073 
27874 
35474 
37696 
38488 
26804 
31987 
39204 
52386 

Recommended 
levels 

(3) 

24979 
26864 
38400 
44110 
35115 
29553 
39621 
52567 
22297 
31879 
36968 
32951 
21418 
23640 
37783 
48271 

One general 
recommen-
dation 

(4) 

30874 
33135 
41255 
47408 
39858 
33001 
43341 
55480 
25879 
34221 
35414 
27780 
23162 
31407 
36774 
36928 

generalized 
functionc 
(S/.ha.)c 

(5) 

7984 
8625 
4691 
5978 
5174 
5738 
4130 
4505 
5577 
3595 
728 

5537 
5386 
8347 
1421 
4315 

Value of 
soil d 

testing 
(6) 

2089 
2354 
1836 
2680 
431 

2290 
410 

1593 
1995 
1253 
2282 

10708 
5642 
580 

2430 
15458 

Probability 
of soil 

analysis 
(7) 

.031682 

.015576 

.010384 

.003245 

.005841 

.005192 

.010384 

.001947 

.001298 

.006489 

.007788 

.001947 

.001298 

.000649 

.000649 

.004543 

13 
114 
15 
116 
117 
118 
119 

120 

37519 
43199 
49183 
57757 
35900 
38429 
41879 

54163 

27831 
35365 
43703 
50272 
28503 
32419 
36878 

48421 

35746 
42278 
48271 
55802 
34525 
36878 
39261 

52520 

9688 
7834 
5480 
7485 
7397 
6010 
5001 

5742 

1773 
921 
911 

1955" 
1375 
1551 
2617 

1643 

.033099 

.046728 

.024662 

.008437 

.017523 

.029854 

.021417 

.009086 



Table 14 (continued)
 

Expected profits with NA, 
A
 
-- -- ]and KAA at: (S/.ha.) 


Soil optimum

So l One general-
analysis O ti umRecommended
levels | levels 
 recommen_
tio
dation 

(1(2 (3 (4)121 
 32956 
 28023 
 31434
122 
 36135 
 31104 
 34007
123 
 43499 
 41854 
 41992
124 
 46997 
 42496 
 41157
125 
 32443 
 25609 
 29810
126 
 35837 
 31033 
 31758
127 
 45707 
 44495 
 36144
128 
 59839 
 57209 
 41358 

129 45048 34961 44373 

130 
 49444 
 38818 
 49000
131 
 54681 
 47886 
 54323
132 
 62980 
 55399 
 62078
133 
 43270 
 34817 
 42777
134 
 44440 
 35854 
 43483
135 
 48294 
 39127 
 46721
136 
 63411 
 54502 
 60823
137 
 37628 
 31082 
 36770
138 
 40938 
 34867 
 39847
139 
 46409 
 43781 
 44936
140 
 56711" 
 52005
141 51788
46073 
 41282 
 32936
142 
 38555 
 33633 
 34718
143 
 46766 
 45938 
 37695
144 
 73230 
 70163 
 55148 


V e
Value of
 

generalized

fntio
fun t o
(SI.ha.')c 

(5) 
4933 

5031 

1645 

4501 

6834 

4804 

1212 

2630 


10087 


10626 

6795 

7581 

8453 

8586 

9167 

8909 

6546 

6071 

2628 

4705 

4791 

4922 

828 


3067 


Value of Probability
soillfsi
soi drofb
testing sil y

analysis
 

(6) (7) 
1522 
 .009086
 
2128 
 .0201191507 
 .014278 
5840 
 .007788 
2633 
 .002596
 
4079 
 .016225 
9563 
 .009735 

18481 
 .014278 
675 .015576 

444 
 .023364
 
358 
 .017523 
902 
 .009086
 
493 
 .003894 
957 
 .018172
 

1573 
 .013629
 
2588 
 .005841 

858 
 .002596
 
1091 
 .007139
 
1473 
 .006489
 
4923 
 .004543
 

13137 
 .000649
 
3837 
 .009735
 
9071 
 .012980
 

18082 
 .020119
 

Total 1.0001050
 



I 
0 

-
*-I 

0 
N

 

a)W
 

0 

0i 

0 

0
 ~. 

0 

4.4 

0 
a) 

p
.!1

 
1 

to
 

H
~ 

U
n 

E
-1 



132 

To compute the expected value of the generalized function per hectare
 

,,Of potatoes (E(P 2 )) in the Sierra region of Peru, is fromwhich the loss 


using. the La.Molina recommendations, equation (64) was used:
 

144 
.E(P[2 )-0 E( • Pi (64)i-i " 

where i the number of soil classifications used in the sample;
 

EOIi - expected-profits using the optimum levels of.NA 9 A and.
01 KA from column (2),Tables 12 through 14; A. 

E(RI) " expected profits using the recommended levels of NA, PA 
R and KA from column (3), Tables 12 through 14; 

P1 -probability of the soil analysis from column (7) of Tables 
12 through 14.
 

As previously mentioned, the probabilities. (Pt) for the sample of 1541 

soil test analyses from the National-Center of Soil'Analysis do not
 

resemble the distribution of soil analyses in the experimental data used.
 

to derive P2 , and the sample means are also significantly different. The 

experimental data were not a random sample of sites as 
the experiments 

were set up to cover a wide range of soil .types rather than to randomly. 

sample the population. Also, the choice of soils for the experiments
 

depended on the cooperation of the farmers in the area, which again 

affected the randonness of the sample. However, farmers who send soils 

into the La Molina Laboratory also may not be a random selection so that
 

neither sample may be completely random. With these qualifications, the 

results of the estimation of equation (64) should give an idea of the. 

magnitude of the benefits to be derived from using equation P2 for gen­

erating fertilizer recommendations for potatoes in the Sierra of Peru.
 

The added assumption of constant prices is also made in this analysis, 
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which is unlikely in. view of the large increase 'in production which would 

occur if fertilizer use:were.increased to the levels'implied by the
 

analysis.
 

".
' The expected value of the generalized function from equation (64)
 

using Tables 12 through 14 was S1. 8,593 per hectare of potatoes. In
 

1967, 226,735 hectares of unirrigated potatoes were grown.in the Sierra
 

region of Peru.44 The average.yield was 5.845: m.t./ha. with a gross value 

of S/. 11,910 per hectare. Of course, potato farmers, in the aggregate,
 

would not.be using the recommended nutrient levels of the .SoilAnalysis.
 

Center. 
Not even all of those who utilize the services of the Center.
 

would follow the recommendations precisely. 4 5
 

The expected value of the 
current recommendations, can be estimated 

by the following:
 

.144
 
E(R) m E(I) " P 
 (65)
ii i
 

where.E(R) ­ expected value of current procedures for generating recom­
mendations and the other parts of (65) are as explained
earlier for equation (64).
 

The E(R) was 
 S1. 43,724 per hectare. This would not represent the 

net-profit from the potato.enterprise if current recommendations were used.
 

Other costs of production of potatoes would also have to be deducted,
 

44Ministerio de Agricultura (1970, p. 254).
 

45The average fertilizer application rate is only six to ten kg./ha.
of plant nutrients in the Sierra according to a 
private communication
from S. A. Tuten of the North Carolina State University Mission to Peru,
Lima. 
On the coast of Peru, an average of 90 kg./ha. of plant nutrients are used, although it is all irrigated with an average-yield in excess
 
of 13 m.t./ha. 

http:grown.in
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making the figure less than S/. 30,000 per hectare. By utilizing the 

generalized function P2 instead of current recommendations, the net
 

profits of farmers in the Sierra of Peru could be increased annually
 

by S/. 8,59,3 per hectare, or by more than 30 percent, which is the ratio 

of E(P2) to the estimated net profits from using current recommendations
 

of S1. 30,000, (assuming constant prices). The benefits of using the 

optima from equation P2 compared to the present farm practices of 6 to
 

10 kilos of nutrients per hectare could be about four times the value of
 

the generalized function, as yields could be quadrupled from their pres­

ent levels at a small increase in fertilizer cost compared to the added
 

returns. However, if yields were quadrupled, potato prices would be
 

substantially reduced, particularly if the area sown did not change.
 

Furthermore, it is extremely unlikely that farmers in the Sierra of Peru
 

would increase fertilizer use to the levels implied by that figure due
 

to capital constraints, risk, sharefarming agreements and the like.
 

To measure the value of soil testing (E(S)) in generating recom­

mendations compared to the use of one general recommendation based on
 

an average soil of 219, 177 and ill kg./ha, of NA' PA and KA, respec­

tively, the following was estimated:
 

144
 
E(S) = E [E(noi) - E(nGi)] 'Pi 
 (66) 

iml
 

where E(TGi) = expected profits using one general recommendation on all 
i soils from column (4)of Tables 12 through 14, and the
 
rest of (66) are as explained for equation (64).46
 

46The general recommendation was based on the average soil from the 
La Molina data. The characteristics of this soil are shown in column (4) 
of Table 11. 
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The expected value of soil testing for potatoes was calculated to be
 

S. 14,053 per hectare, per annum over the Sierra region of Peru. The 

value of soil'testing, as expected, was greatest on soils far removed
 

from the average, such as soil numbers 144, 141 and 128. 
The range was
 

from S1. 18,481 per hectare on soil number 128 to only S1. 38 per hectare
 

on soil 59.
 

The figure of S1. 4,053 is only 47 percent of the value of the gen­

eralized function calculated earlier. 
This value of soil testing is
 

quite low compared to the prospective annual increase in profits from
 

increasing fertilizer use from the present levels of about 10 kilos of
 

nutrients per hectare up to the above blanket recommendation levels
 

(about S/. 35,000 per hectare).
 

Itwould appear from this that the highest p-tority ought to be
 

given to increasing fertilizer use on all potato farms rather than on
 

doing individual soil tests and generating farm-specific recommendations.
 

Of course, as Williams and Couston (1962) point out, soil tests can often
 

make farmers more confident about increasing fertilizer use, even though
 

they may not follow recommendations precisely. Soil tests hence may be
 

of prime value in 
a general extension program aimed at increasing fer­

tilizer use. It seems clear though that it is not necessary at this 

stage to exhort farmers to have soil tests for the sole purpose of
 

"tailoring" recommendations to each farm. Increasing general fertilizer
 

use on all farms would appear to have the greatest rewards at the present 

time. 

The Food and Agriculture Organization (1966) recommend the planning 

and design of simple experiments with as few treatments and replications
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as possible in cultivators' fields to enable maximum cooperation and 

coverage of farmers. This may be another useful way of increasing gen­

eral fertilizer use as an alternative or complement to a soil testing
 

program.
 

As previously mentioned, if potato fatmers in the Sierra of Peru
 

followed the recommendations in this study, it is likely that production
 

would be substantially increased. It was decided to attempt to estimate
 

the effect of adoption of the blanket recommendation for an average soil
 

on production, prices and economic welfare.
 

To do this, it was assumed the existing supply curve is perfectly
 

elastic at the current fair. price level of S/. 2,000 per metric ton.
 

This assumes the supply curves for the land, labor and capital inputs
 

required for potato production are also perfectly elastic. The existing
 

supply curve for potatoes is shown as S0S 0 in Figure 14. 

To estimate the new supply curve SIS in Figure 14, the cost struc­

ture for growing 1 hectare of potatoes under an advanced but non­

mechanized system, over a range of yields and fertilizer inputs was 

calculated.
 

First, the optimum levels of NA, PA and KA were calculated for a 

range of potato prices assuming the fertilizer prices remained constant 

at the average values in Appendix B 'fable 1. These are shown in Table 

15 along with the predicted yields associated with them. Fertilizer 

was assuned to be the only viaiiabl input in the analysis, as the labor 

and materia]s costs of land prepaiarion, seeding, pesticides and har­

vesting were considered as fixed c,;sts per hectare and independent of 

nn-ljab- cOmlp;crLL wasyield. 1lie 4 obr .f Lhese custs estimated to be 
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Figure 14. 
 Possible effects of increased fertilizer use on potatoes

in the Sierra of Peru, on production, prices and welfare
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Table.15. 	Fertilizer input levels, potato yields, supply and demand
 
estimates for a range of potato prices in Perua
 

Optimum level

of fertilizers
 

Farm pricesb f fertiz Yield of Quantity Quantity
 
of potatoes PAA potatoes supplied demanded
 

(SI. per (metric
 
metric ton) (kg./ha.) tons/ha.) (1000 metric tons)
 

2,000 219 177 111 28.10 6,371 1,325
 

1,500 212 168 109 27.98 6,344 1,432
 

1,000 199 150 104 27.70 6,281 1,586
 

800 189 137 10i 27.43 6,219 1,670
 

600 173 115 95 26.84 6,086 1,765
 

400 140 70 83 25.10 .5,691 1,885
 

200 42 65 47 19.62,. 4,449 2,037
 

0e 0c
100 0c 	 13.10 2,970 2,129
 

aThs assumes an average soil with the characteristics shown in
 

column (4), Table 11.
 

bThe market price of potatoes was assumed to be S/. 175 per metric
 

ton higher than each of the farm prices to allow for marketing costs.
 
The market prices were used to construct the demand curve and farm prices
 
were used in the supply analysis.
 

http:Table.15
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4,561 soles per hectare at 1965 prices by Coffey in an unpublished
 

47
 
paper. To allow for price inflation since*1965, Coffey's figure for
 

materials costs was inflated by a factor of 0.71. 
This represented the
 

71 percent increase in the consumer price index since that time.48
 

Present day labor costs were assumed to be 4 soles per manhour.49 The
 

combined labor and materials fixed cost per hectare at 1971 prices came
 

to 9,102 soles.
 

The annual cost of land was estimated by calculating the per hectare
 

costs of a traditional, non-mechanized system of growing potatoes. (at
 

1971 prices), as outlined in Coffey's unpublished work50 and subtracting
 

this from the gross returns per hectare on an average crop of 5.845
 

metric tons. The gross return per hectare at a farm price of 2,000 soles
 

per metric ton was 11,690 soles. The costs of potato production per
 

hectare for this traditional system were estimated at 5,570 soles at.
 

1971 prices giving a residual of 6,120 soles, which was attributed to
 

the annual cost of land in potato growing. This residual can be correctly
 

47See the unpublished paper by J. D. Coffey, 1965, "Estimated Costs,

Yield, and Resource Requirements for Crops and Livestock for the Cuzco
 
Sierra Region of Peru." Faculty of Social Sciences, Universidad Agraria,
 
Lima, Peru, p. 47.
 

48For the period 1965-1969 the source was Banco Coninental (1970,
 
p. 6) and for 1970 it was Banco Central de Reserva del Peru (1970, p. 5).

For 1971 an estimated increase of 5 percent in the index was used, based
 
on a private communication with Professor J. A. Seagraves, North Carolina
 
State University, Raleigh, North Carolina.
 

49Source: Private corrmunicaion, Professor J. A. Seagravas, North
 
Carolina State University, Rale.gh, North Carolina.
 

50See the unpublished pdper by J. D. Coffey, 1965, "Estimated Costs,

Yield, and Resource Requirements for Crops and Livestock for the Cuzco
 
Sierra Region of Peru." Faculty of Social Sciences, Universidad Agraria, 
Lima, Peru, p. 41. 
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assumed to be.the opportunity cost of land as in equilibrium the marginal 

value product of land in alluses mustibeequal. Hence, there is no ele­

ment of rents-to potato land included in the calculated annual cost of 

land of 6,120 soles per hectare, even though it was estimated as a 

residual.
 

When this figure of 6,120 soles is added to the previously derived
 

fixed cost of growing one hectare of potatoes under an advanced tachnology
 

of 9,102 soles, we obtain an estimate of 15,222 soles as the total fixed 

cost of growing one hectare of potatoes. Again, this does not.include
 

the cost of fertilizers, which is considered the only variable cost.in 

this analysis.
51
 

Appendix C Table 4 contains estimates of the average variable, average
 

fixed, average total and marginal costs of growing potatoes per metric ton
 

at various yields per hectare for an average soil using the above cost
 

figures. Figure 15 has been drawn from this table and shows that below
 

a price of approximately 700 soles per metric ton, average total costs
 

per metric ton (A.T.C.) would not be covered. The supply curve under an
 

.advanced management system with about 400 kilogramo of fertilizers applied
 

per hectare and.yields of 27 metric tons is assumed to be perfectly elastic
 

at this farm price of about 700 soles per metric ton. This, of course,
 

assumes perfectly elastic supplies of land, labor and other productive
 

inputs, at the above per unit prices of 6,120 soles, 4 soles and 9,102 

soles, respectively, and perfectly elastic supplies of fertilizers.
 

51The labor costs involved in marketing are specified as a fixed 
cost per hectare by Coffey rather than varying with yield. The cost of
jute bags. is not included in costs as the farm price has been adjusted
to take account of this. 

http:analysis.51
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The curve.SIS1 has been drawn in Figure 14 to represent the produc­

.tion which would be forthcoming if the area devoted to potatoes remained
 

at the .present figure of 226,735 hectares, while the yields per hectare
 

variedwith .the price of potatoes, as shown in columns (5)and (6)of
 

Table 15. It indicates that if the supply of land becomes perfectly
 

inelastic at 226,735 hectares (the present area of potatoes), the supply
 

curve of potatoes will not be perfectly elastic above 6 million metric
 

tons. However, given our estimate of demand, represented by D0D0 to be
 

explained 	presently, this portion of the supply curve is not relevant. 

To estimate the demand curve for potatoes in Peru, use was made of
 

the concept of the arc elasticity of demand. The formula used was: 

Q0 - Qn PO + P 
' -P (67)

0QQ n 

where Q0 	 ..current demand in 1967 of 1,325,000 metric tons;
 

=
Qn demand at the new price of Pn;
 

P0 - present retail potato price of SI. 2,175 per metric ton;
 

P = potato price for which the new quantity demanded % is to be

fl calculated; 

n - price elasticity of demand for potatoes in Peru of -0.3.52 

The various values of P as shown in Table 15, each with a figure of 

S/. 175 adaed to cover cash marketing costs, 53 were inserted into equation 

(67) and the quantity demanded, Qn , was calculated. This is shown in 

column (7)of that table. 

5 2 This etimate was taken from a recent study by Torres (1970, 
pp. 41-42). 

53These were the costs of jute bags which were assumed to last 
about two 	 seasons. 
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The demand and supply curves are drawn in.Figure 14.which shows: the
 

effects of an autonomous shift in the supply curve due to adoption of 
...
 

the blanket recommendations .of.this study on prices, production and
 

welfare. The equilibrium point would be shifted from F in Figure 14 to
 

G. The reduction in farm-price would.be SI. 1,310, or from S1. 2,000 per
 

metric ton to S/. 690. 
The increase in total utility for consumers of
 

potatoes would be the shaded areas B plus D. 
This assumes 	the marginal
 

utility of money is the same for all consumers. The added resource costs
 

associated with this gain-in utility, excluding the costs of any research,
 

extension or 	education required to shift the supply curve from.S S00to 

SlS1 are areas (Cplus D) minus (Aplus. C), If we assumeFG is linear, 

an approximation of.these areas can be made as follows: 

Gain in utility'- G.= B + D-	 (68)
 

Added resources - R - (C +.D)- (A + C) 

or R-.D- A. (69) 

.Net gain in'economiezwelfare..- W - G - Ri.and.from equations (68) and. 

(69) 	this -is 

W- (B+D) - (D - A) 

or as an approximation,
 

w -'(P0 -P1 ) 	Q + (Po - P1)(Q1 -,Q') 

' 1,993 million soles 

http:would.be
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where P0 - 2,000 soles per metric ton; 

P1 " 690 soles per metric ton; 

Q1'i,718,000 metric tons; 

Q0- 1,325,000 metric tons.
 

The annual-net welfare gain of approximately S1. 1,993 million is
 

equivalent to about 46 million U. S. dollars. This gives a general idea
 

of the possible net benefits to Peruvians generally from a program aimed
 

at boosting fertilizer usage on all soils without recourse to a soil test.
 

Of course, there would be a reduction in total revenue to potato farmers
 

in the Sierra as a result of such a program due to the inelastic demand
 

for potatoes in Peru. Those on marginal land with lower opportunity costs
 

than was assumed in the above analysis would be most adversely affected
 

by such a price decline. There would tend to be a redistribution of
 

income away from owners of marginal potato land that has few other alter­

native productive uses. 

If there were such a dramatic increase in fertilizer use in the
 

Sierra and there were not a completely elastic supply of land and labor
 

at the existing estimated prices of 6,120 and 4 soles per unit, respec­

tively, then their prices would be bid down by the large substitution of 

fertilizer inputs for land and labor. To the extent that this occurs, 

the S1E portion of the new supply curve in Figure 14 would be lowered.
 

The net welfare gains, represented by the areas A plus B in Figure 14,
 

would be increased. However, this gain in overall welfare would be at
 

the expense of a redistribution of income away from potato farmers due
 

to reduced factor rewards. Hence, there is an inverse relationship
 

between the size of the gain in welfare and the amount of redistribution
 

away from potato farmers in this situation.
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If the supply of fertilizers is not perfectly elastic at today's 

prices, as was assumed-in the analysis, the new supply curve S1S1 would. 

shift up to the .left and the welfare gains would be reduced. Empirical
 

estimation .of fertilizer supply elasticities in Peru would be an impor­

tant topic-for future research to enable a more accurate-assessment of
 

the welfare implications of expanded fertilizer use to be made.
 

With. these qualifications, it may be a worthwhile policy to under­

take a program of research, extension and education of potato farmers in
 

the Sierra aimed at boosting fertilizer usage. 
 For an annual return in
 

the vicinity of $U.S. 46 million, expe.diture of significant amounts of
 

resources could be justified to achieve the desired increase. 
Fertil­

izer use would have to increase about 40 fold from the present level of
 

around 10 kilograms to in 
excess of 400 kilograms per hectare to derive.
 

the above benefits.
 

The above analysis only gives 
an estimate of the possible economic
 

benefits that may accrue from a program aimed at substantially increasing
 

fertilizer use on potatoes in the Sierra. 
It would be an important topic
 

for future research to investigate in detail the present supply function
 

for potatoes and determine the likely changes in land use that may occur
 

if potato prices fall to the levels implied by the previous analysis.
 

Also, the use of a point estimate of the demand elasticity to draw the
 

demand curve when employing the concept of arc elasticity introduces some
 

biases in the above analysis. Only after a more 
refined analysis is made
 

can definite statements be made about the impact of expanded fertilizer
 

use on economic welfare.
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CHAPTER VI 
CONCLUSIONS
 

One of the conclusions of this study was that it is possible to 

develop a generalized crop-fertilizer production function involving many 

soil, weather and applied nutrient variables, compared to the hypothesis 

that no relationship exists between these variables. The quadratic model 

was found to be better than the square root function on the experimental 

potato data: from Peru which were used in this study. The quadratic gener­

ated much more realistic figures for nitrogen, phosphorous and potassium
 

physical and economic optima than the square-root models.
 

There was some evidence, using a regression residual mean criterion, 

that the quadratic entailed some specification bias in the rational eco­

nomic region., One suggested truncation procedure to correct for this, 

involving deletion of data with large amounts of one applied nutrient, 

was not successful. A second truncation where all data with zero level 

of one applied nutrient were deleted resulted in marginal improvement in 

the specification bias. However, the computed physical and economic
 

optima for this model were witbin the range of the data and appeared more
 

realistic to soil scientists familiar with the region. The computed
 

optima for the non-truncated quadratic model were mostly outside the data 

range for nitrogen and phosphorous. On these grounds, the quadratic 

model, with zero levels of applied phosphorous deleted, was chosen as the 

bcst representation of the generalized potato-fertilizer production func­

tion in the Peruvian Sierra. Many other types of truncations could have
 

been attempted to improve the fit of the quadratic model as measured by
 

the algebraic size of the regression residuals over various intervals of 
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the production surface. The analysis could have.utilizednitrogen, potas­

•sium or.the total amount.of nutrients as the variable on which to base
 

the truncation instead of phosphorous.. Previously the data truncation
 

procedure-had only been employed with single nutrient productionfunc­

tions,. Obviously, where multi-nutrient responses are involved,.the
 

problems of data truncation are much more complex,. There is no clear
 

relationship between an improvement in the residual mean test and an'.
 

improved.model specification for economic analysis.
 

There was some indication from a ridge regression analysis, the'sim­

ple.correlation coefficients, and incorrect 
signs on.some coefficients,
 

that multicollinearity may have been affecting some-parameter estimates°
 

Tests of.the difference between coefficients for two (randomly selected).
 

halves.of the data indicated- otherwise, however. An F-test supported
 

the hypothesis that the two sets of coefficients were equal. T-tests.
 

..
on the difference between single coefficients for the two halves, with
 

all other coefficients constrained to be equal for both halves, also
 

supported the hypothesis of equal coefficients.
 

One suggested method of improving the estimates when apparent multi­

collinearity exists,.namely constrained least squares using the constraints
 

suggested by the ridge analysis, was no improvement on the quadratic model
 

with zero applied phosphorous.data deleted, using the weak mean square
 

error test. 
 From all this, it appears that ridge regression analysis
 

was.not successful in identifying coefficients sensitive to multicol­

linearity in the data, nor in 'choosing a set of constraints on the
 

parameter space to improve the estimation of the model,
 

http:halves.of
http:amount.of
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The quadratic model with the zero levels of applied phosphorous data
 

deleted was used in the economic analyses. It was.found that soil phos­

phorous, potassium and pH affect fertilizer recommendations considerably.
 

These data and analyses did not consistently show that soil organic matter
 

directly affects nitrogen recommendations. In some other models examined,
 

soil.organic matter did affect response to added nitrogen, while in others,
 

including the chosen model, it did not. 
 All computed optima were rela­

tively insensitive to realistic changes in the various price ratios.*
 

Nitrogen recommendations generated in this study for soils with less
 

than 4 percent organic matter are 5 to 200 kg./ha. higher than current
 

recommendations, depending on the level of soil phosphorous, potassium
 

and the pH level. On high organic matter soils they are-40 to 220 kg./ha.
 

higher, due to interactions between soil organic matter, pH and other
 

soil nutrients.
 

Phosphorous recommendations from this study are 30 to 250 kg./ha.
 

above the current recommendations on soils with average to high levels
 

of soil phosphorous. The computed recommendations are further above the
 

.current recommendations the higher the soil phosphorous level. 
On high
 

pH soils the two recomnendations are closer. 
On acid, low phosphorous
 

soils the computed optima are 85 to 200 kg./ha. above current recommen­

dations but up to 10 kg./ha. below them on alkaline soils low in phos­

phorous.
 

On soils low in-potassium the computed recommendations in this study
 

are 30 to 65 kg./ha. below current recommendations. On soils medium and
 

high in potassium with a pH less than 6, they are 5 to 90 kg./ha. above
 

them. On soils with a pH greater than 6 and with medium to high
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potassium levels, the computed recommendations-are below the current ones
 

by 15 to 55 kg./ha.
 

The Soil Testing Center at La Molina, Peru, should take into account
 

the level of all nutrients in making recommendations, not.just.the one'of
 

interest. 
The procedures used should recognize the.simultaneous nature
 

of.the economic solution for several nutrients, as shown in Chapter IV.
 

Such methods could be utilized in making recommendations b&sed on soil
 

tests. 
 It-would not require the use of a computer, and each recommen­

dation would take about five minutes to calculate after the soil tests
 

are made.
 

On average soils with about 3.7 percent organic matter, the analysis
 

showed that risk (measured by the variance of profits due to rainfall
 

and temperature variations over time) increased as the levels of applied
 

nitrogen, phosphorous and potassium were increased in 
a fixed ratio of
 

10:10:5. It may be reasonable for highly risk averse potato farmers on
 

these soils not to apply any fertilizer. This compares with the figure
 

of 251, 250 and 126 kg./ha. of applied nitrogen, phosphorous and potas­

sium, respectively, which generates maximum expected profits on these
 

soils, and-the current recommendation of about 140, 115 and 115 kg./ha.
 

respectively.
 

For high organic matter soils, the analysis shows that risk due to
 

weather variability falls as the level of applied nitrogen, phosphorous
 

and potassium is increased up to about 120, 120 and 60 kg./ha., respec­

tively. This indicates there may be no necessity for modifying recommen­

dations generated for soils in this range because of risk effects. 
Even
 

completely risk averse farmers would be advised to put on at least these
 

amounts.
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Hence, on low and average organic matter soils there is support for
 

the widely held view that risk aversion could be one of the main causes
 

of "under use" of fertilizer. On highly fertile soils on the other hand,
 

aversion of risk due to weather variations does not appear to be a valid
 

reason for any "under use" of fertilizer by farmers. Other reasons must
 

be sought to explain farmer behavior in these instances. Some possible
 

explanations are a high proportion of tenant farmers bearing all fertil­

izer costs but receiving only a portion of the returns, capital rationing,
 

pessimistic weather expectations, differences in management skills, dif­

ferent responses due to the differences in these skills and high personal
 

discount rates.
 

One of the primary implications of the study was that the use of
 

fertilizer recommendations as generated by the study, instead of current
 

soil test recommendations, could increase annual profits on the average
 

by 8,600 soles per hectare, assuming no price changes resulting from
 

increased production. This is about $U.S. 200 per hectare and it is
 

one measure of the value of the generalized function.
 

The use of the generalized function for generating recommendations
 

for each farm based on a soil test compared to one blanket recommendation
 

with no soil testing could result in increased annual profits of 4,000
 

soles per hectare, which is $U.S. 94 per hectare, again assuming no
 

price changes. This.represents the value of soil testing. The marginal,
 

net benefit of raising fertilizer use from current levels to the blanket
 

recommendation of this study for an "average" soil ic estimated to be.
 

some 35,000 soles per hectare, or $U.S. 815 per hectare annually, which
 

is about eight times the value of soil testing. However, these figures
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must be regarded as upper limits because potato prices would be substan­

tially reduced if all farmers in the Sierra of Peru increased fertilizer
 

use to the levels implied in this analysis. This would involve quad­

rupling production if the area in-production remained constant; Indeed,
 

it is unlikely that the average fertilizer use would be increased to
 

these levels due to capital constraints, risk aversion and the like on
 

the part of farmers.
 

The above estimates indicate that the value of soil testing is small
 

compared to the value of a general increase in fertilizer use on all.
 

potato farms. Soil testing may not be relevant on most farms until fer­

tilizer use is increased considerably. This is not to say that a soil
 

testing program would not have a valuable role to play in achieving this
 

general increase in fertilizer use. It merely implies that the returns
 

from generating farm-specific recommendations are small compared to those
 

to be derived from a general increase in fertilizer use.
 

An analysis of the likely impact of the widespread adoption of fer­

tilizer recommendations generated in this study showed.that the price of
 

potatoes could fall from the present level of S/. 2,000 per metric ton
 

to about S/. 690. This assumed that all farmers applied the optimum
 

amounts of nitrogen, phosphorous and potassium fertilizers, which are
 

rather heroic assumptions. The net gain in economic welfare from such
 

a shift in the supply curve of potatoes could be some S.1 1993 million
 

or $U.S. 46 million annually, excluding the resource cost of the.
 

extension, research and education program required to shift the supply
 

curve. This assumes a completely elastic supply of all inputs at their
 

current prices. There would be a reduction in total revenue to potato
 

farmers in the Sierra of Peru upon such a price reduction due to the
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inelastic demand for potatoes inthat..country. Those on marginal farms
 

with-few alternatives to potatoes andhence closeto~zeroopportunity
 

costs .for their land and labor, would be most~adversely affected by this
 

price decline. There is a strong possibility of a significant redistri­

bution of income away from the poorer farmers if fertilizer use were sub­

stantially increased. Consumers of potatoes would be the main bene­

ficiaries of such a program. 
The more inelastic the supply curves of
 

land and labor are, the greater will be the size of this welfare gain,
 

due to lowered unitary costs of the remaining land and labor resources
 

in potato production after the substitution of fertilizer for them.54
 

However, at the same time, the more inelastic these input supply curves,
 

the larger the redistributive effects on potato farmers would be due to
 

reduced land and labor returns. Hence, there-is an inverse relationship
 

here between possible welfare gains and redistributive effects of 'apro­

gram to boost fertilizer use.
 

More detailed ;:esearch is required to specify accurately the supply
 

function for potatoes in the Sierra. 
Only after a more refined analysis
 

can definite statements be made-about the impact of expanded fertilizer
 

use on economic welfare and income distribution.
 

In this study, no attempt was made to compare the generalized pro­

duction function with individual functions for each site. 
It is possible
 

that much explanation is lost with a generalized function compared to
 

site-specific functions. 
 However, the advantage ofa generalized function
 

is that it can be utilized for a
wide range of-soils. Site-specific
 

54This would be offset :to 
some extent by a possible increase in the
 
per unit cost of fertilizer.
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functions have a 
much more limited sphere of applicability. There is a
 
need for research on the optimum size of geographic areas or soil type
 
groupings inwhich to employ a single generalized production function.
 

Another fruitful research topic for future attention-would be to
 
utilize: the technique of grafting quadratic functions-fitted to differ­

ent parts of the potato response data) as described by Fuller (1969).
 
This may be a 
more efficient way of estimating the "true" production
 

function, especially if the."true" function exhibits a 
Mitscherlich
 

shape at low levels of applied nutrients..
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Appendix A
 

Developing the Appropriate Response Equation
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Problems inModel Specification
 

Appendix A Tables 1 through 4 are concerned with the specification
 

of the correct model.
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Appendix A Table 1. Means and standard deviations of variableo from the
 
experimental data for potatoes in Peru, 1960-1970
 

Variable •Units I 


y metric tons/ha. 


N percent o.m. 


P p.p.m. P 


K p.p.m. K 

5!
 

pH standard units 


NA kg./ha. 


P kg./ha. 


K kg./ha. 


R m.m. 


T C 


Number 	of observations 


Standard 
Mean I deviation 

17.5 	 9.81
 

3.73 	 2.87
 

7.98 6.84
 

127 105
 

5.93 1.11
 

127 62
 

103 	 66
 

96 60
 

568 136
 

6.83 	 1.7
 

4,335
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Appendix A Table 2. Analysis of variance on Peruvian potato data, 1960­

1970
 

d.f. Sum of squares Mean square
Source 


Loc.-treat, combinationsa
 
(i.e., loc. + treat.
 
+ (loc. x treat.)) 391 34,740,106, 88,849
 

194 458,695 2,364
Blocks in locations 


3,724 6,460,099 1,734
Pooled error 


Corr. total 4,309b 41,658,902 9,668
 

aAs every treatment did not appear at each location, the analysis
 

involved an unbalanced design. It war not possible to separate out
 

location, treatment and location x treatment mean squares.
 

bThe 420 observations which represented the means of four repli­

cations were repeated four times to ensure a correct analysis of vari-


This accounts for the apparent discrepancy between the number of
 ance. 

observations in the regression (3,075) and the number here (4,309).
 
(Twenty-six cards were also inadvertently omitted from the analysis of
 

variance.)
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Appendix A Table 3. Generalized square root production functions.F2 and
 
F4 obtained from potato experiments in Peru, 1960­1970 a
 

I Equation F2 

Variable coefficientb t-valuec 

S- 192.9097*** -27.78 

b0 -5232.6547*** -22.26 

IF 138.0343*** 9.28 
s 
PV'2.6255* 2.08 


5 

7.3063*** 18.60

5 

577.9596*** 18.67 


A - 0.3996 - 0.12. 

27.9784*** 9.88,

A
 

/K-. 12.3574*** 19.99
A 
6.56
15.6957*** 


16.34
408.2980*** 


N - 1.4129*** - 6.345 

P5 - 0.07462 - 1.33. 

K - * 0.04165*** -10.17 

pH - 38.2886*** -20.40. 


N - 0.1750*** - 5.03 

A 
PA - 0.09837** - 2.41 

KA - 0.7321*** -17.98 

R 0.00600 0.49 

T - 11.9581*** -19.72 

A- -pH 7.3206*** 9.15 
S.
 

Equation F4

j coefficientb t-valuec 

d d 
d-d
 

-1485.6661** -2.96
 

99.0824** 3.97 

- 4.9225* -2.45 

1.5461 1.66
 

305.7868* 2.49
 

7.5563*** 8.19
 

16.8862*** 8.76
 

6.6288*** 9.60
 

__d _-d
 

-_dd_d 


- 1.2036* -1.99
 

0.1327 1.55 

- 0.004606 -0.55. 

- 18.2306* -2.42
 

- 0.1319** -3.57
 

0.02637 0.58 

- 0.3321*** -6.56 

__d __d 

.dd 

- '8.5876** -3.18 

http:functions.F2
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Appendix A Table 3 (continued)
 

Equation F2 Equation F4
 

Variable coefficientb tvalueC tc oefficientb 
 t Cvaluec
 

- 0.2328** - 2.36 - 0.6161*** -6.70
 

YI -- 0.5118*** - 6.14 
 -- d -__d
 

A -15.8833*** -23.54 d 
 d 

0.05982 
 1.19 0.1771** 3.41
 

VTP. 	 - 0.6405*** -14.78 - 0.3152*** - 671
 

- 0..1639** -11.04 
 - 0.08387*** - 5.22
 

rpHOPA - 3.5174*** -17.09 - l,9580*** - 8.47
 

NA A 0.4022*** 
 11.38 
 0.2398*** 
 6.76
 

NA'A 0.1612** 4.64 0.05175 1.48
 

A 0.01737 0.64 ---d _d
 

A 	 0.5992** 3.91 d d
 

AKA 0.3007*** 8.84 0.1777*** 5.08 

A 0.05101* 2.24 -_-d -_-d 

- 1.4346*** - 7.88 ---d d 

R2 = 0.47 	 R2 0.84
 

C.V. = 40.88 	percent 
 C. V. = 22.65 percent 

aSee footnote a in Table 2 of the text, 

b***, **P * indicate significance at tho 0,01, 1 and 5 percent levels,
respectively, 	using a two-tailed test.
 

CThese are the adjusted t's as explained in the text,
 

dVariables R and T and theit interactions were not included in F4
.
 Coefficients 	of the dummy variables for F4 are not included in the table.
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Appendix A Table 4. Generalized quadratic equations F3 and P1 obtained
 
from potato experiments in Peru, 1960-1970a
 

Equation F3 gquation P1 

Var iable coefficientb t-valueC .coefficientb t-valueC 

d d - 196.2254*** -27.80 

b0 -305.5729* - 2.48 -1784.0217*** -18.81 

Ns 3.9450** 3.96 8.4492*** 11.64 

P - 0.3909*** - 5.55 " 0.1646** - 3.84 

K 0.0103 1.91 0.06399*** 22.16 

pH 6.8144 1.73 15.5504*** 15.46 

NA 0.7444*** 17.24 - 0,1440 - 1.09 

PA 0.8549*** 10.74 0.7329*** 6.40 

KA 0.4156*** 10.27 0.8882*** 23.14 

R __d -__d 0.09476*** 9.27 

T- --- d 27.01080*** 15.07 

NS2 - 0.009977** - 3.47 - 0,01418*** -10.37 

Ps 0.0008651*** 5.15 0.0009530*** 8.56 

Ks2 - 0.0000002 - 0.30 - 0.00000498*** -12.02 

pH2 - 0.06338* - 2.04 - 0.1256*** -16.35 
NA2 - 0.001758*** -13.72 - 0.002085*** -17.10 

2 
PA - 0.0008868*k* - 4.41 - 0.001596*** - 6.89 

KA2 - 0.001912*** - 9.08 - 0.004717*** -26.04 

R ---d 0.00000092 1.32 

T _--d ___d - 0.1296*** -16.10 

N *pH - 0.02505 - 1.84 0.02197*** 5.04 

Ns*NA - 0.003321**A - 6.57 - 0.0003667 - 0.65 
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Appendix A Table 4 (continued)
 

Equation F3 Equation P1
 

Variable.. coefficientb tvlCe coeffiietb tvlec 

N'R ___d d - 0.0005342*** -12.25a 

NS.*T -d d - 0.07330*** -19.66 

PsoNA- 0.0003099 1.66 - 0.0004860** - 2.68 

P. PA - 0.0009690*** - 5.40 - 0.002140*** -12.04 

KO.KA - 0.0000618*** - 4.35 - 0.0001500*** -11.78 

PH.PA - 0.01020*** - 8.98 - 0,01515*** -15.02 

NA.PA 0.001199*** 6.63 0.002410*** 13.14 

NA.KA 0.0001105 0.60 0.0008024*** 4.40 

NA'R - .d 0.00005403*** 4.69 

NA'T 
 dd 0.006723*** 7.04
 

PA.KA 0.0009726*** 0.001432***
4.47 6.91
 

PA'R d--.. 0.00009692*** 9.07
 

R.T ___d __d - 0.001252*** -10.30 

R2 2- 0.84 Rm 0.48,
 

C. V. - 22.87 percent C. V. - 41.13 percent
 

aSee footnote a in Table 2 of the text.
 
b***, **) * indicatesignificance at the 0.01, 1 and 5 percent
 

levels, respectively, using a two-tailed test.
 

CThese are adjusted t's as explained in the text.
 

dThese variables were not included in Hquation F3 . The coefficients 
for the 65 location and seven year dummy variables are not shown here in
 
order to save space.
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Tests for Multicollinearity among the Data
 

The following discussion and Appendix A Tables 5 and 6 are concerned
 

with diagnoses and prescriptions for the problem of multicollinearity.
 

The following constrained regression models were fitted to the sub­

divided data:
 

01
 

1 *X 1 1 Xi~ 0 'k-l­

01 2 . k-1 0 k8'k 

_k
 

This generated two regressions:
 

Y Xs +X10 + . • + X1lk +l oX (2)k 

Y"- x o + x,. 1 + • ' • • -li + X1'0 (3)XlO.0'
0hrX' + 


where Y' X, X, .... the first half of the data, 

Y", X1', X1', X1', .... X the second.half of the data, and 

- the variable of interest LA.&., A, N NA and R2 ). 

The variables X0, X1, X2, ....Xk-l whose coefficients are not being
 

tested, are constrained to be equal. The coefficients on the variable
 
of interest, I and 'tand
 

of inen t , are not. To test the hypothesis that nk
 

Ok are the same, the t-test in Graybill (1961, p. 133) was used. The
 

hypothesis tested was
 

r'0 " r0 -.0 
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where
 

r' [0 . .0O 1 i-1] A '- ' 

.k-


Bk v
 

The t-test statistic was:
 

(5)
ta= 
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Appendix A Table 5. Some simple correlation coefficients among indepen­

dent variables,
 

NN s Ks PH JNA. PA KA R T 
y 0.12 -0.08 0.26 0.04. 0.32 0.'31 0.20 -0.17 -0.0 3 a 

N 1 -0.22 0.22 -0.34 0.07 0.24 0.13 -0.08 -0.35 

P5 
Ks 

0.17 

1 

a0.02 

0.06 

0 oa0.03 

0.17 

-0.07 

0.33 

0.03 

0.24 

-0.12 

-0.28 

a0.03 

-0.07 
pH 1 0.04 -0.06 -0.0ia -0.04 0.22 

NA 1 0.20 0.19 -0.13 -0.06 

PA 
1 0.33 -0.20 -0.11 

KA 

R 
1. -0.11 -0.11 

1 -0.42 
T 

1 

aThese were not significant at the 5 percent level.
ficients were. These All other coef­coefficients are based on 4335 observations on eachpair of variables, many of which are repeated observations. Hence, the
significance levels are biased downward. 



Appendix A Table 6. Generalized quadratic production functions M1 and M2 from randomly dividing data
into halves for potato experiments in Peru, 1 9 6 0 - 1 9 7 0 a 

Equation M1 Equation M2 f-value 
riable coefficientb I tvaluec I coerffiIentb t-valuec inooeffice 

S - 207.6948*** -19.21 - 223.8510*** -20.67 0.69 

b0 -2345.4784*** -15.88 -1913.7096*** -13.29 1.36 
N 9.5176*** 8.98 7.6630*** 7.21 0.80 

P 

K 

- 0.4083*** 

0.06868*** 

- 4.86 

15.84 
- 0.3065** 

0.07648*** 
- 3.68 

17.25 
0.57 

0.82 
pH 14.4360*** 9.14 13.2454*** 8.29 0.35 

NA 1.3868*** 5.82 - 0.7571** - 3.42 3.68** 

PA 1.2479*** 5.93 1.1936*** 5.53 0.10 
A 1.0733** 14.71 0.8617*** 10.74 I.3-1 
R 0.1424*** 9.08 0.08299*** 5.53 1.78 
T 35.9808*** 12.97 34.1503*** 12.40 0.31 
N 2 - 0.01369*** - 6.71 - 0.01263*** - 6.02 0.21 

2 
S 

0.001478*** 8.41 0.001316*** 7.25 0.42 
K 2 - 0.00000583*** - 9.91 - 0.00000594*** - 9.63 0.84 



Appendix A Table 

Variable b 

PH2 

NA2 

PA2 

K 2 

R2 

Ns -pH 

NS-NA 

Ns-R 

Ns -T 

smNA 

PsOPA 

K *K 
s A 

pHPA 

N *P 

6 (continued) 

Equation I', 

coefficient 

- 0.1038*** 

- 0.002397*** 

- 0.001712** 

- 0.004826*** 

0.00000112 

- 0.1663*** 

0.01913** 

- 0.002875** 

- 0.0005715*** 

- 0.08039*** 

0.001429*** 

- 0.0002928 

- 0.0001542*** 

- 0.02611*** 

0.001193** 


t-valuec 

8.47 


-11.76 


- 3.61 

-18.05 


1.06 


-13.30 


2.86 

- 3.20 

- 8.53 

-14.67 


- 4.66 

- 0.87 


- 8.53 

-12.30 


2.87 


Eq
 2
Equatbo 

b coefficient 

- 0.1008*** 

- 0.002684*** 


- 0.001842** 

- 0.004219*** 

0.00000411** 

- 0.1685*** 


0.02056** 


0.003427*** 

- 0.0004848*** 

- 0.07448*** 

0.0007142* 


- 0.001353*** 

- 0.0001763*** 

- 0.02144*** 

0.002056*** 


t-value" 

- 8.21 

-12.67 


- 3.82 

-15.28 


3.90 


-13.51 


2.99 


6.58 


- 7.38 


-13.66 


- 2.29 


- 4.01 

- 8.30 

-10.06 

4.63 


t-valueof difference 

in coefficients 

0.11 

0.54 

0.IU 

0.88 

1.30 

0.08 

0.09 

2.66** 

0.60 

0.50 

0.91 

1-24 

0.44 

0.86 

0.79 "j
Oo 



Appendix A Table 6 (continued) 

Equation 1 Equation M2 t-value 
Variable bb coefficientb t-valuec b coefficientb t-valuec of differencein coefficients 

NA"KA 

NA*R 

0.00004234 

- 0.00005445** 

0.14 

- 2.89 

0.001196** 

0.0001086*** 

3.60. 

6.43 

1.42 

3.60** 
NA -T 0.001434 0.96 0.01054*** 6.97 2.38* 

PA*KA 0.001349** 3.14 0.0008241 1.84 0.47 
PA.R 

R-T 

0.0001194*** 

- 0.001793*** 

7.16 

- 9.53 -

0.0001004*** 

0.001652*** -

5.83 

8.81 

0.44 

0.35 

R2 = 0.45 R2 = 0.43 

C-V- = 39.16 percent C.V. = 39.31 percent 

aSee footnote a in Table 2 of the text. 
b***, ** * indicate significance at the 0.01, 1 and 5 percent levels, respectively, using a two­

tailed test.
 

cThese are the adjusted t's as explained in the text. 
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Appendix B
 

Calculation of Economic Optima
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Appendix B Table 1. Total costs of fertilizer in Peru, March 1971a 

Cost Per kilogram (S.
I Materials plus transportLowest 
 Average 
 Highest


EeetMaterials 


6.400
 

ElementI (F.O.B. LimaL 
(FL) (m H 

NA 8.358 8.758 9.118 9.758 

PA 9.500 9.900 10.260 10.900 
KA 5.000 5.400 5.760 

Source: 
 Ingo*Ramiro Fernandez O.1 Jefe del Dpto. de Fertilizantes.
 



182 

Appendix B Table 2. Price ratiosa.
 

Prices PNA P AI PKA 
usedb p 

y 
p 
'Yy 

P 

FL/PL 0.08758 0.09900 0.05400 

FL/PM 0.04379 0.04950 0.02700 

L/ P "  0.0.02786 0.03300 0.01800 

FM/PL 0.09118 0.10260 0.05760 

FM/PM c 0.04559 0.05130 0.02880 

FM/PH 0.03039 0.03420 0.01920 

PH/P L 0.09758 0.10900 0.06400 

FH/PM 0.04879 0.05450 0.03200 

H 0.H/P0.03253 0.03633 0.02133 

Range 0.027860- 0.033000- 0.018000­
0.097580 0.109000 0.064000 

aThis is based on the price ratio required to solve the optimum

input levels from the fitted equations; namely price of element in
 
S/. per kilogram divided by price of potatoes in S/. per 100 kilograms,
 
as these were the units used in the equation. Source: see footnote
 
a, Appendix B Table 1.
 

bSee code in Appendix B Table 1 for fertilizer (F)prices. PL' 

PM and PH reler to the following potato prices--S/. 100, S1. 200 and
S/. 300 per 100 kilos, respectively. 

cMost likely price ratios. 



soils with "below average"ious 
a .Optimum levels of applie 
Appendix B Table 3. weathxer Yieldie u r e t 
mum le es1 

.. ....
varia.es
Le e of 


k . hatons/ha. 
u ./ha..Iha.kusbe 

35.8
257
22 
 30.13
4.82 ...
1.14 251
28 127 26.304.82 111.14 292
246
29 232 15.45
4.82 140


30 1.14 
5.93 22 222 213 19.83119
205
31 1.14 217
127 99 23.26
5.93 197
32 1.14 211
232 128 11.91
5.93 117
1.14
33 187
22 16.50
108
7.04 109.
1.14 182
34 
 127 20.13
7.04 88
1.14 101
35 232 176 146 13.57
7.04 275
36 114 22. 229 126 17.84
4.82 267.
37 7.98 223
127 21.16
4.82 106
7.98 259
38 
4.82 232 218 

180 
10.96
135 


39 7.98 194
22 15.43
114
5.93-
40 7.98 189 172 

127 94 18.95
5.93
7.98 164
41 183
232 8.25.
123
5.93 84
7.98
42 159
22 12.93
103
7.04 76
7.98 154
43 7.04 127 16.65
7.98 82
.44 68
149
232 141 9.93
7.04 242
7.98
45 201 
 14.29
4.82 22 234 121 


46 14.82 195
127 17.69
101
4.82
47 14.82 232 190 226 

8.15
4.82 129 


48 14.82 166 147

22 12.71
5.;93 139 109
14.82
49 127 161 89 .16.32
5.93 131
14.82 155
50 232 6.28
i18
5.93 .14.86
14.82 51 7751 131 "35
22 121 • 
7.04 232 97 11.05
14.82 7.04 43
52 14.82 126
-54 127
7.04
14.82
53 


to rainfall of 432 m.m. and 
a mean minimum temperature 

of 5.130 C.
 

refers
a"Below average" weather 

The optima were derived by 
the procedures described 

in Chapter IV.
 

http:varia.es


Appendix B Table 4. Optimum levels of applied nutrients for various soils with "above average" 
weathera 

Solution Ps 

Level of soil variables 
PH K s 

Optimum 
N

A 

levels 
I 

of applied nutrients 
P

A KA 
Yil 
metric 

number p.p.m. units p.p.m. kg./ha. kg./ha. kg./ha. tons/ha. 

55 1.14 4.82 22 381 466 175 41.43 
56 1.14 4.82 127 376 458 155 45.20 
57 
58 

1.14 
1.14 

4.82 
5.93 

232 
22 

371 
347 

450 
370 

135 
164 

48,00 
33.98 

59 1.14 5.93 127 341 362 143 37.95 
60 1.14 5.93 232 336 354 123 40.96 
61 1.14 7.04 22. 312 275 152 26.44 
62 1.14 7.04 127 307 267 132 30.61 
63 1.14 7.04 232 301 258 111 33.82 
64 7.98 4.82 22 353 433 170 34.21 
65 7.98 4.82 127 348 425 150 38.07 
66 7.98 4.82 232 343 417 130 40.96 
67 7.98 5.93 22 319 337 158 27.59 
68 7.98 5.93 127 313 329 138 31.65 
69 7.98 5.93 232 308 321 118 34.75 
70 7.98 7.04 22 284 242 147 20.89 
71 7.98 7.04 127 .279 234 127 25.15 
72 7.98 7.04 232 273 226 106 28.45 
73 14.82 4.82 22 326 400 165 28.67 
74 14.82 4.82 127 320 392 145 32.62 
75 14.82 4.82 232 315 384 125 35.60 
76 14.82 5.93 22 291 304 153 22.89 
77 14.82 5.93 127 285 296 133 27.04 
78 14.82 5.93 232 280 288 113 30.23 
79 14.82 7.04 22 256 209 142 17.02 
80 14.82 7.04 127 251 201 121 21.37 
81 14.82 7.04 232 245 193 101 24.76 

above average" weather refers to rainfall of 704 m.m. and a mean minimum temperature of 8.550 C. 

The optima were derived by the procedures described in Chapter IV. 
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Appendix B Table 5. Expected profits (E(11)) and variance of profits (a],2 ) 
for a soil low in organic matter (N.) Et various rates 
of NA, PA and KA applied to potatoesa 

N :P :K I 2 b 

A A A. E(11) a IT
 

(kg./ha.) (S/.) ('000 S/.)
 

0 0 0 9,961 28,086 .0 001191
 

20 20 10 15,361 
 32,619 0.000957
 

40 40 20 20,311 
 37,790 0.000774
 

60 60 30 24,810 43,601 0.000628
 

80 80 40 28,859 50,052 0.000508
 

100 100 50 32,458 57,141 0.000363
 

140 140 70 38,305 
 73,237 0.000217
 

180 180 90 42,352 91,891 0.000106
 

220 220 110 44,598 113,101 0.000019
 

260 260 130 
 45,043 136,867 -0.000052
 

300 300 150 43,687 163,191 -0.000109
 

340 340 170 
 40,530 192,071 -0.000158
 

380 380 190 35,573 223,509 -0.000200
 

420 420 210 
 28,815 257,503 -0.000250
 

500 500 250 9,897 333,161 -0.000310
 

aThe levels of all variables were the same as desribed in footnote
 
a 
of Table 9 of the text except N was 0.86 percent here.
 

bSee footnote b in Table 9.
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Appendix B Table 6. Expected profits (E(fl)) 
 and variance of profits (o012 )for soils high In organic matter (N.) at various rates 

of NA, A and KA applied to potatoesa 

NA:PA:KA . E() b2 

(kg./ha.) 

0. 0 0 
(S/.) 

15,590 
('000 S/.) 
32,284 -0.001560 

20 20 10 21,049 28,785 -0.001752 

40 40 20 26,059 25,926 -0.002053 

60 60 30 30,618 23,705 -0.002599 

80 80 40 34,727 22,124 -0.003884 

100 100 50 38,386 21,182 0.175529 

140 140 70 44,354 21,216 0.001608 

180 180 90 48,520 23,806 0.000460 

220 220 110 50,886 28,953 0.000073 

260 260 130 51,451 36,657 -0.000120 

300 300 150 50,215 46,918 -0.000237 

340 340 170 47,179 59,736 -0,000315 

380 380 190 42,341 75,110 -0.000370 

420,420 210 35,703 93,041 -0,000429 

500 500 250 17,025 136,574 -0.000487 

aThe levels of all variable. were the same as 
described In footnote
 
a of Table 9 of the text except N which was 6.6 percent here.
 

bSee footnote b in Table 9,
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Appendix C
 

Soil Test .Probability Distribution, Computed.Optima
 
and Present Recommendations
 



Appendix C Table 1. Means, computed optima and recommended levels of NA, PA and KA for soils with

pH < 5.5, average weather, and a range of values of N , P and K a
 

Cell 

number 

Class intervals 

N P Ks 

Number 
of ob-

tions 

Class means 
(p.p m.) 

PH I Ps T Ks 

Amount of fertilizer to apply (kg./ha.) 
NA PA KA 

Rec. t Rec opt Rec. 

1
2 
3 
4 
5 
6 
7 
8 

<2.0
F2.0 
<2.0 
<2.0 

<2.0 
72.0 
<2.0 
<2.0 

<4
Z4 
74 
<4 
3-8 
5-8 
5-8 
5-8 

<60
61-120 

121-230 
>230 

<60 
61-120 

121-230 
>230 

2 
1 
3 
0 

1 
0 
2 
0 

4.5 
4.8 
5.2 

-

4.5 
-

5.0 
-

1.0 
1.5 
1.8 

-

2.0 
-

1.3 
-

4 
2 
3 
-

8 
-

5 
-

55 
98 

142 
-

40 
-

170 
-

317 
313 
295 

-

302 
-

291 
-

170 
165 
165 

-

160 
-

170 
-

402 
383 
340 

-

384 
-

345 
-

175 
190 
180 

115 

170 

159 
149 
135 

159 

130 

180 
160 
110 

185 

105 

9 
10 
11 
12 
13 
14 
15 
16 

<2.0 
<2.0 
<2.0 
<2.0 
<2.0 
72,0 
<2.0 
<2.0 

9-15 <60 
9-15 61-120 
9-15 121-233 
9-15 >230 
>15 <60 
>15 61-120 
>15 121-230 
>15 >230 

0 
0 
0 
0 
1 
1 
1 
1 

. 
. 
. 
. 

4,5 
5.3 
54 
5.1 

. 
. 
. 
. 

2.0 
1.5 
2.0 
1.7 

. 
. 
. 
. 

40 
30 
32 
60 

. 
. 
. 
. 
60 

100 
170 
320 

-

. 

. 
170 
183 
169 
56 

-

. 
160 
165 
160 
165 

-

-
229 
205 
181 
61 

" 

_ 
20 
20 
20 
20 

-

_ 
131 
122 
106 
59 

-

-

175 
160 
105 

0 
17 
18 
19 
20 
21 
22 
23 
24 
25 

2.1-4.0 
2.1-4.0 
2.1-4.0 
2.1-4.0 
2.1-4.0 
2.1-4.0 
2.1-4.0 
2.1-4.0 
2.1-4.0 

<4 
<4 
<4 
74 
5-8 
5-8 
5-8 
5-8 
9-15 

<60 
61-120 

121-230 
>230 
<60 

61-120 
121-230 

>230 
<60 

7 
10 
20 

3 
10 
4 
6 
2 
0 

4.8 
4.7 
5.1 
5.1 
4.8 
5.1 
5.0 
5.2 

-

3.3 
3.0 
3.3 
2.5 
3.1 
3.6 
3.4 

.3.6 
-

3 
3 
3 
2 
6 
6 
6 
5 
-

48 
94 

171 
286 
53 

102 
152 
350 

-

313 
314 
297 
295 
301 
289 
289 
27 

-

135 
140 
135 
150 
140 
135 
135 
135 

-

382 
387 
347 
343 
367 
338 
343 
315 

-

185 
185 
185 
190 
160 
160 
160 
170 

158 
150 
131 
109 
155 
142 
133 
94 

180 
160 
105 
25 

180 
160 
U0 

0 
26 
27 

2.1-4.0 
2.1-4.0 

9-15 61-120 
9-15 121-230 

3 
3 

4.5 
5.0 

3.2 
2.7 

11 
9 

93 
197 

288 
274 

140 
150 

366 
325 

110 
110 

146 
122 

160 
100 



Appendix C Table 1 (continued) 

Class intervals Number Class means Amount of fertilizer to app kCp.p.m.) of ob- pp.m.) . /ha.
N .Cl N K sH A Apnumbertions Opt. Rec. Opt. c.c 

28 2.1-4.0 9-15 >230 1 4.6 3.129 2.1-4.0 >15 <60 1 
13 240 269 140 337 100 1155.4 3.3 18 3050 233
30 2.1-4.0 135 258>15 61-120 0 30 140 180- - - -31 2.1-4.0 >15 121-230 
 1 5.4 2.3 21 170
32 2.1-4.0 214 160 234
>15 >230 20 114
1 5.1 3.2 33 234 172 135 

105
 
198 20 
 96 25
 

33 >4.0 <4 
 <60 12 5.1 5.7
34 >4.0 74 2 48 309 120 362
61-120 41 5.0 6.5 190 156 180
35 >4.0 2 95 311 115 367
74 121-230 41 4.8 6.6 190 148 160
2 159 314
36 >4.0 115 380
Z4 >230 190 137
17 5.0 5.9 2 393 -10

37 >4.0 5-8 295 120 344 190
<60 5 4.6 90 0
6.8 6
38 >4.0 5-8 41 310 115 387 160
61-120 14 4.9 6.9 159 185

39 7 104 293
>4.0 5-8 115 351
121-230 20 160 143
4.8 6.3 160
7 173 292
40 >4.0 115 354
5-8 >230 11 4.9 6.0 160 131 105
 
41 6 363 283 120 336
>4.0 9-15 <60 3 4.6 160 94 0
7.2 11
42 58 289 110
>4.0 9-15 61-120 8 4.5 362 110 152 180
6.1 12
43 89 286 120
>4.0 9-15 121-230 7 4.8 8.5 

363 105 147 160
11 170 278
44 >4.0 100 336
9-15 >230 6 4.8 5.2 110 129 105
45 11 352 266
>4.0 125 321
>15 <60 6 4.6 6.6 10 93 0
42 52 
 162
46 >4.0 115 213
>15 61-120 31 4.9 20 130 180
7.3 44
47 >4.0 94 143 110
>15 121-230 21 5.0 174 20 117 160
6.8 37
48 >4.0 >15 >230 7 4.9 
172 164 115 193 20 107 105
7.1 46 318 123 110 
 148 20 
 73 0
 

aBlanks indicate there were no soil samples in the releyant ranges from the La Molina laboratory. 

I-.w% 



Appendix C Table 2. 
Means, computed optima and recommended levels of NA, PA and KA for soils with

5.5 < pH < 6.5, average weather, and a range of values of N', P and K a 

S5 

Class intervals Number Class means 
 Amount of fertilizer to apply (kg./ha.)
(p.p.m.) 
 of ob- (p.p.m.) N PA K

number N PCel K era-A pH NsjP s_5F-TRc An~~rI P5 ~ a p K j Optc. Ot.IRec' Opt.- -Rec.
 
49 <2.0 
 <4 <60 5 6.1 1.9 2 42 276 165 275 185 
 146 185
50 <2.0 <4 61-120 2 6.0 1.5 4 83 269 
 165 271 137
180 170
51 <2.0 Z4 121-230 8 5.9 1.7 
 2 182 275 165 281 185 121 105
52 <2.0 <4 >230 1 
 6.1 2.0 4 300 255 160 246 175 95 10
53 <2.0 5-8 .s60 2 6.3 
 1.8 6 50 253 165 238 160 139 18
54 Z2.0 5-8 61-120 5 6.0 1.5 6 90 260 165 160
260 135 160
55 <2.0 5-8 121-230 7 6.3 1.7 6 
 166 247 229 117
165 160 105
56 <2.0 5-8 >230 1 6.1 1.7 8 444 
 231 165 215 115 64 0
57 <2.0 9-15 <60 0 - - - ­ - - - - - -58 <2.0 9-15 61-120 U1 6.0 1.7 11 88 240 
 165 237 131
110 170
59 <2.0 9-15 121-230 2 6.5 1.2 11 
 176 219 187
170 110 109 105
60 <2.0 9-15 >230 2 
 6.2 1.4 13 480 205 170 180 105 52 0
61 <2.0 >15 
 <60 3 5.9 1.7 17 
 43 221 165 220 30 137 185
62 Z2.0 >15 61-120 
 4 5.8 1.7 22 108 200 165 200 121
20 160
63 <2.0 >15 121-230 
 1 5.5 1.5 35 125 156 165 20
162 iii 115
64 <2.0 >15 >230 0 - - ­- - - - - -

65 2.1-4.0 
<4 <60 8 6.0 3.2 
 -3 46 276 135 279 185 145 180
66 2.1-4.0 <4 61-120 
 22 6.0 3.0 3 89 273 140 185
276 137 160
67 2.1-4.0 <4 121-230 15 6.0 2.7 
 2 187 272 150 273 190 119 105
68 2.1-4.0 <4 >230 7 
 5.8 2.9 3 256 271 150 280 180 107 30
69 2.1-4.0 5-8 
 <60 2 6.5 2.13 6 
 35 248 150 222 160 140 190
70 2.1-4.0 5-8 61-120 4 6.2 
 2.9 7 79 251 140 240 160 134 170
71 2.1-4.0 5-8 121-230 
 15 6.1 2.9 6 153 255 
 140 248 160 122 ie
72 2.1-4.0 5-8 >230 11 6.0 3.4 6 
 298 251 245
135 160 95 20
73 2.1-4.0 9-15 <60 
 3 6.0 3.1 10 55 247 
 140 245 138
no IPO
74 2.1-4.0 9-15 61-120 11 6.2 3.3 
 12 96 230 135 215 105 127 160
75 2.1-4.0 9-15 121-230 12 
 6.2 3.1 12 181 226 140 
 208 105 111 105 0 



Appendix C Table 2 (continued) 

Class intervals Number Class means Amount of fertilizer to apply (kg./ha.)
(p.p.m.) of ob- (p.p.m.) N K 

Cell N K PH P .1FK 6F1 ec.P serva- N Rpt. }-ZtA Rc 
number s s S tions s Ap.. 

76 2.1-4.0 9-15 >230 9 6.1 3.3 11 401 222 135 205 110 70 0 
77 2.1-4.0 >15 <60 1 6.0 2.3 16 50 222 160 216 35 135 180
 
78 2.1-4.0 >15 61-120 5 6.1 2.8 23 95 188 150 170 20 120 160
 
79 2,1-4.0 >15 121-230 9 5.9 3.0 28 178 170 140 157 20 102 105
 
80 2.1-4,0 >15 >230 3 5.8 2.8 33 358 143 150 128 20 65 0
 

81 >4.0 <4 <60 7 6.1 5.5 1 49 282 125 280 190 146 180 
82 >4.0 <4 61-120 20 5.8 6.1 3 101 281 120 293 185 137 160 
83 >4,0 -4 121-230 20 5.8 5.9 3 177 277 120 287 185 123 105 
84 >4.0 <4 >230 9 5.9 5,6 2 330 270 125 271 115 93 0 
85 >4.0 5-8 <60 2 5,9 6.5 7 58 264 115 269 160 141 180 
86 >4.0 5-8 61-120 8 5.9 5.0 6 98 265 125 270 160 134 160 
87 >4.0 5-8 121-230 20 6.0 6,7 6 176 259 115 256 160 118 105 
88 >4.0 5-8 >230 7 5.9 5.8 6 268 257 120 257 160 102 25 
89 >4.0 9-15 <60 0 - - - - - - - ­-

90 >4.0 9-15 61-120 5 5.9 6.3 10 104 249 115 251 110 130 160
 
91 >4,0 9-15 121-230 17 6.0 6,2 12 159 235 115 228 105 117 110
 
92 >4,0 9-15 >230 12 6.0 6.1 12 345 226 115 214 105 81 0
 
93 >4,0 >15 <60 ! 6.4 6.7 19 60 200 115 168 25 127 175
 
94 >4.0 >15 61-120 4 5.8 6,8 44 103 114 115 96 20 106 160
 
95 >4.0 >15 121-230 21 5,9 6.7 27 170 177 115 164 20 105 105
 
96 >4.0 >15 >230 22 6.1 7.0 44 403 89 115 47 20 45 0
 

alanks indicate there were no soil samples in the relevant ranges from the La Molna laboratory.
 



Appendix C Table 3. 	 Means, computed optima and recommended levels of NA, PA and K for soils with 
pH - 6.5, average weather, and a range of values of Ns , Ps a Ka 

Class intervals Number Class means Amount of fertilizer to apply (kg./ha.)
(p.p.m.) of ob- (p.p.m.) NA PA K 

nell serva- p O c 
number NS Ks tions PH N Ps I Ks Opt. I Op Opt. c. 

97 <2.0 <4 <60 18 8.1 
 1.6 
 2 47 213 165 102 190:- 124 185
98 <2.0 74 .61-120 24 8.2 1.7 2 82 208 165 91 190 116 18099 <2.0 <4 121-230 16 8.0 1.7 3 167 206 
 165 97 185 	 101 115
100 <2.0 .4 >230 5 7.9 1.3 4 303 198 170 90 175 75 30101 <2.0 5-8 <60 9 
 6.9 1.8 6 53 234 165 186 160 132 185102 <2.0 5-8 61-20 8 8.0 1.8 6 104 197 165 87 	 160 11 170103 <2.0 5-8 	121-230 16 
 7.3 1.7 7 152 212 165 139 160 108 160104 <2.0 5-8 >230 3 7.3 1.7 5 348 210 165 	 134 170 72 20
105 <2.0 9-15 <60 2 7.4 1.4 15 50 182 165 100 
 40 121 185
106 <2.0 9-15 61-120 10 7.5 1.7 10 101 196 165 11 110 114 170
107 <2.0 9-15 121-230 12 7.7 1.5 
 11 163 183 165 84 110 99

108 <2.0 9-15 >230 3 8.7 1.8 13 145 	

.15 
280 165 0 100 67 35109 <2.0 >15 <60 2 7.5 1.8 
 25 40 138 165 44 20 314 185
i10 <2.0 >15 61-120 1 6.7 1.0 17 65 194 170 149 30 124 180
ill <2.0 >15 121-230 1 7.3 20 18 170 
 167 160 85 30 97 1.5
312 Z2, 0 >15 >230 7 7.9 1.6 30 404 102 165 0 20 41 0 

113 2.1-4.0 <4 <60 51 8.0 3.1 2 45 217 
 140 111 185 	 125 185
114 2.1-4.0 <4 61-120 72 7.7 
 3.1 3 92 220 140 129 180 119 170
115 2.1-4.0 <4 	 121-230 
 38 7.7 3.1 3 168 216 140 123 180 104 115
316 2.1-4.0 74 >230 13 7.7 3.0 3 316 209 140 112 180 75 30117 2.1-4.0 5-8 <60 27 
 7.7 3.0 6 50 210 140 118 160 125 185
18 2.1-4.0 5-8 	 61-120 46 7.8 2.8 6 92 205 150 106 160 .15 170119 2.1-4.0 5-8 	121-230 33 8.0 2.9 7 163 191 140 78 160 
 99 115
120 2.1-4.0 5-8 >230 14 7.5 3.2 7 289 135
200 112 	 160 80 35
121 2.1-4.0 9-15 <60 14 7.5 2.8 
 ii 52 196 50 ll 110 122 185
122 2.1-4.0 9-15 61-120 
31 7.7 3.2 11 94 187 135 
 90 10. 112 170
123 2.1-4.0 9-15 	121-230 22 7.5 3.2 11 
 169 190 140 	 102 110 100 115
 



Appendix C Table 3 (continued)
 

Class intervals Number 
 Class means(R.P.m.) Amount of fertilizer to apply (kg.of ob- (PP.m. haj,NCell N KP se IPHINSIAIAnumber K T K N_ Anumber s Io p. pt- , ,
 

124 2-4.0 9-15 >230 
 12 8.2 2.9 
 10 298 165 140
1?5 2.1-4.0 36 110 68
>15 <60 4 6,9 2.6 25 .30

53 157 155
126 2.1-4.0 >15 61-120 95 20 118 185
25 7.3 3.2 24 98
127 147 135 
 62
2,1-4.0 >15 121-230 20 106 170
 

128 
15 7.5 31 32 176 104 140 0 20
2,1-4,u >15 >230 22 7,9 1,9 83 115
33 459 95 140 0 
 20 31 0
 

129 >4.0 <4 
 <60 24 7.4 
 5.6 3 48
130 233 125 159
>4.0 74 61-120 185 131 185
36 .4 6.2 
 3 95 231 115 156 
 185 122 170
131 >4.0 <4 121-230 2 ,-4 5.2 3
132 170 227 125 149 185
>4.0 :,230 107 115
133 >4.0 5-8 <60 
14 
6 7. 

2 5.3 307 222 125 151 175134 5.3 6 46 230 82 30
54.0 5-2 61-0 28 7,6 5,3 6 96 213 
125 170 160 132 185
120 124 
 160
135 >4,0 5-S 121-230 21 7,8 6.0 6 160 

117 170
 
136 >4.0 5-8 >230 9 7, 6.3 6 394 

203 120 102 160 103 160

137 201L 115 118
>4.0 9-15 <60 4 7.2 4,2 160 62 0
 
138 10 54 207 130 133 110
>4,0 9-15 61-120 ii 7C4 5,8 125 185
1 91 199 120
139 >4.0 9-15 3.21-230 117 110 116 17010 1.5 5,5 i! 169 191
140 >4.0 125 103 110 100
9--15 >230 7 115
7.6 5.2 
 1- 394 168 125
141 >4,0 67 105 54
>15 <60 1 7.5 9 1 0 
142 40 60 91 100 0
>4.0 >15 61-120 15 7 2 5,3 20 103 175
25 94 147 125 67 20
143 >4.0 >15 121-230 107 170
20 7.6 5.6 
 30 172
144 >4.0 il 125 2 20 84
>1. >230 31 7.4 6.1 115
42 395 77 115 
 0 20 41 
 0
 

aBlanks indicate there were no soil samples in the relevant ranges.from the La Molina laboratory.
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Appendix C Table 4. Estimated average fixed, average variable, average


total and marginal costs of growing potatoes in the 
Sierra of Peru, at 1971 pricesa 

Total IAverage Average Average
variable 
 variable 
 fixed total 
 Marginal
Yield 
 cos tsb costs costs I costs costs(1) (2) i (3) (4) (5) (6)
(m.t./ha.) (S/. per ha.) (S/. per metric ton)
 

13.10 
 0 0 1,162 1,162
 

19.62 1,321 67 203776 843 
-25.11 2,473 98 210606 704 

26.84 3,305 481123 567 
 690
 

27.43 3,711 688135 555 
 690
 

27.70 3,953 896143 550 693 
27.98 4,285 1186153 544 697 

28.10 4,452 158 542 1670 
700
 

aCosts are calculated for one hectare. 
They are based on the unpub­lished data in J. D. Coffey, 1965, "Estimated Costs, Yield, and Resource
Requirements for Crops and Livestock for the Cuzco Sierra Region of Peru."Faculty of Social Sciences, Universidad Agraria, Lima, Peru, p. 47. 
bIt is assumed fertilizer is the only item in variable costs. Thelevels of fertilizers to attain the yields in column (1) are shown inTable 14. The per unit costs of fertilizers used shownare in Appendix

B Table 1, column (4). 
CThese are based on a cost per hectare of S/. 15,222 taken from 

Coffey's unpublished 1965 paper cited in footnote a above, after allow­ing for price inflation since 1965. 


