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Induced irnovation: A Critical Review of the Theory 

and the Conclusions From Nlew Evidence 

Introduction 

1) The formal analysis of economic growth has started as an analysis 

of the accumulation of factors of production, in particular of capital. 

The, simple ilarrod-Domar models regarded increases in the capital-labor 

ratio as the only source oi increases inpercapita Income. Therefore, 

increases in investment into physical calpital (through increases in the 

savings rate) were considered the single most Important policy goal 

for countries trying to achieve growth. 

However, with the work of Solow (1957) and others it soon became 

apparent that increases in the prhysical capital-labor ratio could explain 

only a very small part of the Increases in per capita incomes. What the 

capital-labor ratio could not explain was termed technical change, Mwlthough 

the more neutral term "efficiency increases" might have generated less con

troversy or misunderstanding. Since then Denison (1969), Jorgensen and 

Griliches (1967) and others have made great effort to allocate "technical 

change" to various elements of efficiency increases or quality chtanges of 

traditional factors: increases in education, quality changes of capital 

equipment and land, changes in utilization rate of capital and ccononles 

of scale, etc. 

The ultimate source of those changes is always some sort of Invest

ment, althtough not the traditional Investment of the larrod-Domar model 
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Into new units of already developed physical capital. Schultz (1966) 

therefore stresses that less developed countries will not be able to
 

obtain growth by Investing more Into capital goods of traditional form.
 

Instead they will have to create new Institutions capable of provid!ng
 

improved inputs Into production such as better educated 'labor force, better 

Intermediate inputs (e.g. seeds) and nev capital equlpin.nt adapted to the 

local conditons. Some Institutions (extension, Information) and the 

proper market incent;ves for the difrusiosi of the new Inputs will also be 

required. Government activity in tih, production and diffusion of new 

techniques Is necessary because private firms will be. unable to capture 

all the benefits of their investments. Schultz argues that only if the 

less developed countries are successful in this endeavor will they obtain 

growth.
 

2) Suppose a country is succer.%ful In obtaining efficiency growth. The 

rate of growth of labor Income and employment (not necessarily the wag.% 

rates) will not only depend on the rate of efficiency growth but also on 

whether the ensuing efficiency growth will be biased, i.e. labor saving or
 

labor using.* If the countries simply import tchniques fro the developed 

countries without adapting them to their own factor cndotmnents, their 

efficiency growth will be labor saving and labor Incomes and employment 

t The terms factor saving and factor using biases are unfortunate because efficiency gains ill nost often reduce the absolute ancunt used per
unit of output of all factors. Hotsver, the terms factor saving and using
dko not refer to the absolute requirements, but to the relative speed with
which the ruquirei~twnts are reduced. Efficiency gains are said to be saving
the factor which has its input requirements reduced in the highest proportion at constant factor prices. Absolute changes of factor productivity 
are not conside red. 

http:equlpin.nt
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will not r!se fast or may even decline. On the other hand if they could 

develop their own techni 4 ues or adapt, advance techniques such that, for a
 

given 
 inerease in total factor efficiency (or productivity), they would
 

use substantially lower capital-labor ratios 
than the techniques of the
 

developed countries, then labor Incoiws and employment vould rise faster.
 

The Induced Innovation hypothesis maintalns that this is possible and will
 

occur If the necessary Institutions 
#bxket and factor prices reflect the true 

opportunity cost of factors. 

The basic idea of the induced Innovation hypothesis Is that the biases 

are not determined outside of the economic system but depend on the con

ditions prevailing within each economy. In the Hlicks-Ahmad version (Ahmad
 

1j66) the biases depend on changes ini relative factor prices while in the
 

Kennedy-Samuelsoi version (Samuelson 1365) they depend on 
thA level of tie
 

factor shares. Only with empirical 
 evidence can: we decide whict Inducerient
 

mechanism is 
 the correct one and whether t,. induced innovation hypothesis 

is relevant at all. 

This paper first presents the theoretical models of Induced Innovatioln 

and discusses their weaknesses. The second part of the paper is devoted 

to a review of toe empirical evidence now avaiiable.* The conclusions of 

this paper are that toe evidence strongly supports the view that biases are 

determined wi thir, the economic syster' and are not exogenous to it. On the 

other hand it Is not yet clear how the economic variables interact to 

*ln particular llayami and fluttan (1970), Feliner (ls7a) and IBinswanger
(1t372). Thc last reference discusses the measurement of biases in
Japanese ano U.S. agriculture. These measurements underly the empirical
conclusions on induced Innovation of this paper. 
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determine the biases. To know more about this problem, a better theo

retical model of induced innovation is needed. Such a model should be 

based on te theory of investment rather than on a simple one period model 

of cost minimization on which the previous models have been based. 

The concept of licks neutrality is used in this paper.* But it Is 

used in a :lightly amended version wiich leads to.a definition of biases 

in terms of factor shares, 

da< I -sav Ing
Bi 1 0 icks i-neutral (1) 

>
Irelative factor prices dt i-using 

where ai Is the share of factor I in'total costs. This definition has 

the advantage that It leads to a sinjle measure of bias for each factor In 

the n factor case while Hicks definition would lead to n-I measures of 

bias for each factor.** 

*Hicks' definition is as follows (see Nadiri 1970 for a good dis
cussion). Technical is to be neutral,
cnange said labor-saving or labor
using depending os whether, at a constant capital-labor ratio, the mar
ginal rate of substitution stays constant, increases or decreases. Mathe
matically this can be expressed as follows: 

t .MRS .. L - 0 -+ Hicks neutral (la) 

IT dK I,?bor-usi ng 

whlere fK andL L stand for the marginal products. Neutrality is therefore 
a horrothetic inwards shift of the unit osoquant. at a constantif factor
ratio the marginal rate of substitution (or the ratio of the capital price
to the labor price) is rising, then thle labor share is declining. Tilsleads Imedlately to definition (I). 

**To estimate biases it is, however, not possible to simply look at 
historic factor share changes. The observed share changes have come about
through biased technical change and through ordinary factor substitution 
in response to changes in the prices of th~e factors. The basic problem is,
therefore, to sort out to what extent the share changes have been due to
biased technical change and to what extent to price ch~anges. This can only
be dlone, in a graphilc sense, if thle curvature of the isoquant is known. 
The substitution parameters of the production process have to be estimated 
before any biases can be measured. 
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Induced Innovation as an Investment Problem
 

One way of thinking of the biases and, more generally of the rate of
 

efficiency gains, 
 Is to treat them as given from outside of the economic
 

system. This view In a way likens the discovery of new methods of pro

duction to qeographic discoveries. The physical, chemical, and biological
 

world has certain properties which are given and can be discovered. Once 

they are discovered they will uniquely determine both the rate and the 

biases ol' technological change. Similarly, In geographic exploration you
 

can only find what Is there: Columbus set out for India; what he found 

was America. 

While It Is certainly true that one can only discover the existing 

properties of the real world, technological possibilities of these pro

pertles might be muc 
 more flexible than the view of exogenous determina

tion of rate and biases of technological change might hold. Given a certain 

amount of research expenditures, one can develop a large variety of pro

cesses, each one with different impact on the cost of production and on 

factor Intensities. If this view is true, then the rate and the biases would 

be determined within the economic system and to find out more about it, one 
would need £n investment theory of technological change. Schmookler (1966) 

and Nelson (1959a and b) have loosely discussed invention in such a frann

work, butnot much progress h~as been rwade in this area to develop a rigorous 

wodel. To faclitate the later discussion therefore, the elements which 

such a model should include are sketched out, first in terms of the rate 

of technological ch~ange or innovation in a particular Industry and tic;, In 

ters of the biases. 
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Leaving product innovation aside, the rate of efficiency growth would
 

be governed by the following elements to which one can assign pseudoe

mathematical symbols for further reference.
 

1. Physical, chemical and biological possibilities, I.e.,
 

the state of the basic sciences, which one might assume
 

to be exogenous. Let this complex be denoted by S.
 

2. 	The cost of developing actual production processes from
 

S, i.e., the research and development costs, C.
 

3. 	The expecaed returns obtainable from the Innovation,
 

which will be governed by
 

a) The size of tht process to which an Innovation Is
 

applied, M. The bigger the process, the larger the
 

market potential of" the Innovation.
 

b) The prices of other Factors of-'production, P.
 

c) 	The interest rate, r.
 

d) Other factors such as the state of competition In the
 

Industry, patcntability or other protection of the
 

Innovators rights, etc. Denote this by 0.
 

One can then write the rate of efficiency growth as the following
 

general relationshilp:
 

T -	 f(S,Cgi ,P,r,O). (2) 

This is a framework which is very similar to the human capital approach of
 

labor quality Improvements or to invostmepts into soil improvements.
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Given such an Investment theory the questibo of endogeneity or 
exogenelty of the rate Is an emplrcal question of the relative Importance 
of the different variables in f. If the S complex dominates all other 
elements, then the rate will be mainly exogenous while it will be endogenous 
If the economic variables are more relevant than the S complex.* In an out
standing empirical investigation of J. S. patent statistics and of hundreds 
of important inventions In four industries, Sciunookler (19!66) has come to 
the conclusion that the rate of return to Inventions is of far greater im
portance than the state of knowledge. lie shows that market forces and not 
the availability of all the necessary elements of S trigger off the inven
tions. 
 While the availability of all necessary basic"knowledge may be a
 
necessary condition, he has found no 
 insLaulce where this alone has brought 
about an important Invention. in must cases considered, tile necessary basic 
knowledge was available decedes before the innovation was actually made. 

It is a small step from the futiction (2) to the formulation of an
 
analogous lnivestinen, model of the 
biases: 

Biases = g(S,C,M,P,rO) (3)
 

In the actual world thle biases and tihe rare will be determined simultaneously9 

but it is analytically convenient to separate the two.
 
The questions to be asked in 
 this investment model the asare same 

b~tfore: Does S constrain the possibilities for biases suchl that all other 
arguments become .empirically irrelevant? If thlat is the case, biases (or 

*S is assumed to grow exogenousty. Whil1e this may be questionablethe case of thle U.S., init is certainly quite a goud assumnption for most other 
coun tries. 



B
 

neutrality), are given exogenously, even if enterpreneurs tried to allocate 

their.research expenditures according to an Investment model. Another way 

to 	have de facto exogenelty would be If the cost of achieving a labor 

saving biases was small whtile the cost of capital saving biases was ex

orbi tant.*
 

The theoretical discussions of Induced biases in the mid-sixties and 

the einpirical research baseu on it have centered on tne following aspects: 

1. 	They consider unly biaeS due to technoluUlcal Change 

and not biases Which night result from investnents in 

humaii capital or soil Inprovemeints. Aity Measured blases, 

however, result from all sources of efficiency gains.
 

2. The discussions have ce2ntered on W1hether tne S elements 

determine the biases exclusively or not. 

3. 	 They have neglected the cost aspects. 

4. 	On the return side they have only considered factor prices 

and factor shares 

The first reference to factor prices as a source of biases has been 

made by Hicks (1964) in his Theory of Wages (originally published In 1932). 

lie argues that changes in factor prices will indue bisave 

the progressively more expensive factor. (of course, the biases themselves 

will influence the factor prices.) Hicks did not specify the mechanism by 

which this would occur. 

*This is similar to the problem of planting bananas in Quebec. Wghile
It is not impvssible.to build vast heated greenhouses there, no one will 
ui it caoinercially because of the exorbitant costs associated with i t. 

http:impvssible.to
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Alm3d (!j66) has a very careful exposition of tiis Idea. le uses the 

concept of a historic innovation possibility curve (IPC) defined as follows: 

At a given time there exists a ser of potential production processes to be
 

developed. This set might 
be thougi.t of as determined by the state of the
 

basic sciences. Each process in the set 
 :. char-nLerized by an isoquant 

with a relatively small elasticity of substitution, and each of the processes 

in the set requires a given amount of resources to be developed to the point 

where it actually can be used. The IPC is the envelope of all unit Iso

quants of 
the subset of those potential processes which the entre;reneur
 

might develop with an exogeiiously given ameount 
 of research and development
 

expenditures. The determinatiun 
of tle rate of technological change is there

fore not considered in this model. Figure I taken from Ahmad's publication 

explains the model.
 

For time t the process It had been developed. The IPC corresponding 

to It was IPCt. Given the relative factor prices of the line PLPt, tills 

process was the cost minimizing one. Onc, I t is developed tne remainder of
 

Its IPC becomes irrelevant because, fnr p.e.riod +
t 1, the IPC has shifted
 

Inwards to IPCt+ I .
 if factor prices rs.nwainl the same, entrepreneurs will 
develop thle process 't+l for the next period. if the IPC haas shifted 

neutrally, tiue technical chainy will be neutral. (But Ahinad recognizes thtat 

it is possible thtat the iPC shifts lnniards nonneutrally, wh~lch 'v uld result 

In biases even at constant factor prices.) if, however, factor prices 

change to Pt.' Pt~l' then it Is no longer optimal to develop it+l but the 

process corresoond~inq to I't~ be comes optimal. In the graphP+!tl 
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Figure 1. Ahmad's 
Induced Innovation Hypothesis (Ahnad 1966,

Figure. 1).
 

corresponcs 
to a rise in the relative price of labor. 
 If the IPC has
 
sifted neutrally, 1 
 will be relatively labor saving in comparison to
 
It.
 Because of the way in which IPC is defined, and given full 
knowledge
of entrepreneurs about factor prices and all possible alternative 
processes,

Induced Innovation will certainly occur. 
 But the assuptions have to be
 
exa 


I	ned.
 
First, the theory assumes 
that the further shift of the 
IPC is independent of the process which was 
developed in period t. This may or may
 

not be true.
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Second, the theory does not consider the possiblity of spending re

sources to Influence the shift of the IPC. It is conceIvable that re o 

sources could be spent either to Increase the elasticity of substitution 

of the IPC or to have It shift nonneutrally. 

Further, the theory might become irrelevant, if the elasticity of the 

IPC were not much larger than the isoquants corresponding to the Individual 

processes. If, moreover, the IPC was biased, a fundamental bias would 

resul t. 

Jumping a little bit ahead: to test the relevance of the Induced Inno

vation hypothesis requires that one test whether the IPC has a substantially 

larger elasticity of substitution than the Individual processes. Even If 

the IPC was fundamentally biased, a larger elasticity of substitution would 

still make Induced Innovation empirically relevant because It would allow 

endogenous forces to Increase or offset the fundamental biases to a large 

extent. A direct measure of the elasticity of substitution of the IPC is 

not attempted. However, I obtained indirect evidence by considering the 

biases in Japanese and U.S. agriculture (Binswanger 1972, 1973). SInce 

Japan and the U.S. had differing trends in factor prices and other eco

nomic variables, they must have had differing biases In the same time periods, 

if the elasticity of substitution of the iPC Is large and induced innovation 

is empirically relevant. The differences in the biases must, moreover, be 

large, if the theory is also to be relevant. 

Othler shortcomings of Ahmad~s theory are that no other economic factors 

governing the rate of return to biasus are considered and that the time 

dimension of the ben~efits to biases is neglected. in particular, If biases 
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were only obtdlnable at a cost, the relative importance of a factor, to 

which a given savings applies, would make a difference in the rate of return. 

Kennedy's (1364) anid Samuelson's (1965) version of the Induced innova

tion theory takes account of the relative Importance of factors and, In 

some sense, of the cost of obtaining biases, and treats the tine divension 

more satisfactorily. The basic Idea of this theory can best be explained 

with an example. Suppose It were equally expensive to develop a new tecl

nology which reduced labor requirements by 10 percent as one which reduces 

capital requirements by 10 percent. If the capital share Is equal to the 

labor share, the entrepreneurs will be Indifferent between the two and 

half will choose the one and the other half the other. The outcome will 

be neutral technical change. If, however, tKa labor share were 60 percent, 

then all would crhoose the labor-reducing version. if the elasticity of 

substitution were less than I, this would go on until the labor and the 

capital shares became equal again, provided the Induced biased technical 

ch'inge does not alter the tradeoff relationship between labor requirement
 

and capital requirement reducing (augmenting) technical change. 

Therefore shares can be stable even if the capital-labor ratio 

changes historically. This Implication of shares stablity Is what inter

ested the authors. 

The following section dlscusses assumptions In r matlcal detail and 

the objections which might be raised against It. 

Write total unit costs as follows: 

U " K R + LW s~t. Y(AKK, AKL) - 1 (4) 



13 

where W is,the wage rate and R the capital rental rate and the A's are
 

augmentation coefficients.* The Instantaneous proportional rate of re

duction In unit costs can be written
 

U -_ 	U a -aKa K - aLa L + terms Involving price changes (5) 
U 

(see Samuelson 1965 for derivation) where u K and al ere the factor shares,
 

•AK 	 ml AL1AKaAI
 
K - _. . and aL M
 

AK at AL at
 

Now 	assume:
 

1. 	given factor prices
 

2. 	an exogenously given budget for research and development
 

of new tecMiques, and
 

3. 	a fundamental trade-off between the rate of proportional
 

reduction In labor requirements, aL, and the rate of
 

proportional reduction in capital requirerents, aK.
 

Assumption (3), which is simply an assum',tion about the underlying possk

bilities of technical change, can be written as:
 

*See Solow (1967) for a discussion of factor augmentation. The pro

duction function in factor augmenting form is
 

Y -	 fU(X1 A1 ), (K2A2), see, (XnAj 

(X1AI) Is the effective quantity of factor X1. An increase in A1 hlas the 
same effect on output as an equiproportional increase in K; could have had 
prior to the increase in A;. Therefore factor augmentation restricts tech
nical change so thlat it cannot alter the form or the parameters of the pro
duction function. it enters by changing the quantity of effective factor 
supply. it is tnmnaterial whlether effective factor supplies can be measured 
or not, because producers will react to changes in marginal productivities 
of the factors and alter Input quantities according to the unchanged para
meters of the production or cost function. It is, hlowever, important to 
note that an Increase in the quality of factor I does not raise the aug
mentation coefficient of factor I alone but may affect the A's of all 
cooperating factors. (See page 314 for mvre on1 this;) 
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aL - f(aK) 
or (6) 

0 (ak, aL) 00.
 

Assume that this "Transformation" function or as Kennedy (1564) called
 

It, this "Innovation Possibility Frontier" (sPF) has the usual character-


Istic of economic transformation functions, I9e.,
 

d2""
 dhK 
 daK
 
• .- < 0.
< 0,d'0.
 

da'L d&L
 

Graphically, this transformation function will look ab follows (Figure 2) 

(SamueIson 1965) :* 

Rate of proportional 
reduction of 
capital require
ments (K 

d5K K 
slope ---

daL eii 

Rate of proportionaI

reduction of labor
 
requirements (aL
 

Figure 2: Kennedy's innovation Possiblity Frontier
 

*The IPF is assuned to be invariant over time. Neither Kennedy nor
 
Swnuelson discuss in detail what delerinines the positionlof the IPF, wich,
 
in a way, governs the growth raW. The fartlher out. the IPF lies, th~e faster
 
will be tue reducton in input requirmnets per unit of output at a given
 
ratio of EK to L
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can set up a naxilzationGiven aquation (5) and equatio, (6), one 

toproblem. t6axijiz. the rate of instan taneous unit cost redu;tion subject 

the trade-off relation of factor augmentation. 

0 0 0(7
 

Minimize u - - aL L-

subject to0(aK, aL) O. 

The solution Is completely analogous to the solution of the similar 

system of minimizing cost subject to a given output, where aK and QL 

A 
now have the same role as factor prices. Hence, the rate of cost reduction 

Is maximized at a point where
 

diK m.- __LL (8) 
da L aK 

IPF has to be equal to the Inverse ratio of the sharesThe slope of the 

(see Figure 2). Hence, the higher the labor share, the higher will be 

aL relatlva to aK or technical change will be relative labor-augmenting. 

it will be labor saving If, in addition, a I.
 

Implied In equation (3) can explain the constancy of
The mechanism 

relative factor shares even if the capital-labor ratio Increases, provided 

that a of the Individual production process is less than I. in the ab

sence of techlnical change, an increase in the capital-labor ratio would 

increase the labor share. But as the labor share increases, resources are 

shifted by the above mechanism to the developmnt of labor-augmenting tech

thle labor share to increase.nology, which will offset the tenden cy of 


Dynanic properties of this systena under various assumptions can be found
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In Samuelson (1265) and Drandakis and Phelps (1966). The basic weakness 

of this approach lies In the assumption that the rate of proportional 

reduction of labor requirements (aL) is a function of (ak) independent 

of the initial levels of capital and labor Inputs (assumption 6). Ahmad
 

(1966) shows graphically that this independence assumption Implies that
 

the ;PC corresponding to this IPF is of the Cobb Douglas form. The
 

"metaproduction function" corresponding to this IPC isoquant (Ilayami and
 

Ruttan, 1970) is therefore a Cobb Douglas function.*
 

Under these circumstances, it is clear that any theory of induced
 

Innovation based the assumption must result In
on (6) shares stability: If 

themeta-production function is Cobb-Douglas, It will shift meutrally over 

time. Even if Individual subproccsses have elasticities of substitution 

of less than one, factor ratios and shares are determined by the Cobb-

Douglas meta-production function in the long run. Even with apparently 

nonneutral technical change shares will be stable. This shares stability 

will obtain whether the inducement mechanism Is factor prices or factor 

shares. In a way this latter approach Just replaces the concept of neutral 

shifts of the individual production process with another rore hidden form 
of fundamental neutralilty.** Ahmad's framework is thlerefore ncre general 

*For a ma themeat icalI proof see Ilinswange r (1973). 

**The strange result, whichl are obtained with the Kenn'sdy-Sanuelson
approach when the elasticity of substitution of the individual production
processes is larger than one have no importance at all since then there 
cannot exist a trade-off relationship (5). it makes no sense to assume
that individual processes have larger elasticities of substitution than
the matal-production function, which in this case is Cobb-Douglas with an 
elasticity of substitution of one. 
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because his IPC can have any functional form and shift neutrally or non
neutrally. 
Both versions of the Induced innovation hypotheses have 
to be
 

considered starting points for a more general theory. 

EmpirIcal Evidence Inducedon Innovation 

Solow (1957), Sato (1970) and Felluer (1971) consider the question of
 
whether there has been an aggregate labor saving bias 
in technological
 

change In the U.S. economy. Ali three attempts Impute biases, if any,
 

to the effect of technical 
change alone and neglect the human capital
 

aspect as a possible source of bias. But for their argument It is im
material whether human 
 capital is a source of bias not. testor Solow's 


Is based on the mathematical 
 fact that, if biases occur, the rate of tech
nological change (his residual) cannot be 
independent of the capital 
labor 
ratio. Since he falls to find such a relationship, he concludes that tech

nical change must have been neutral.
 

Drandakis and Phelps (1966) show that, 
 If the production function Is
 
CES and technical change is 
 factor augmenting, the Hicks bias, (1a) de
fined In terms of a change 
 in marginal rates of substitution at constant 

factor prices, can be measured as follows: 

Q 	 . -.~ (aL - aK) -> 0 (L-neutgal
It" a < IL-using 

(9) 

with aK and aL dcfin'.d as before.* 

*This equation shows th~e important fact that relatively laboraugmenting technical change need not be labor-saving. Three cases exist:Cases: (I) a- a Technical chlange is *3lways neutral;(2) a c 3 Technical chlange is labor-savinlg if aL > ' 

(3) a c 1 
it is capital-saving if AL < K;Technical chlange is labor-saving 
it is ,tapiLtol-saving if aL > K 

if AL C AK, 

(continued on page 138) 
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Sao (110) sliowed that the rate of proportional chango In the augmentation 

coefficient (ai) can be measured as follows: 

. o - - I o 
a1 - - I -, (10) 

where lower case letters with dots are logarithmic time derivatives i.e. 

rates of change of
 

1t, - wage of factor I 

Y - output 

X- = qua,city of factor I. 

He uses the discrete change cquivalent of these formulas to derive factor 

augmentation series for capital and labor for the U.S. private nonfarm sector 

from 1910 to 1960 assuming that a Is less than 1.
 

He finds that technical change ;ias been almost exclusively labor aug

menting. Ifa Is less than one, this Implies that technical change has
 

been labor saving (equation 9), which contradicts Solo4s finding.
 

Sato's conclusion is supported by Fellner (l71) who shows. that during
 

the period 1948-1957 the labor share rose from approximately 60 to 65,
 

while It remained constant during the rest of the period 1920-1966. Be

tween 1948 and 1957 the capital-labcr ratio rose at a much faster rate 

(s.r per annuam) than during any part of tlo period 19)20-1966. This is 

interpreted as follows: Given an elasticity of substitution of less than 

That relatively labor-aug.enting tecical change (anL > a K) is labor-using 
for a ' 1, Is explained as follows: The increase ii efficincy of labor 
allows entrepreneurs to reduce the aucount used. But with higher giarginal 
product at a constant price, there is now an incentive to substitute labor 
for capital. And the elasticity of substitution is so large that the in
centive to use less labor due to its efficiency Increase overrides the 
initial saving made possible by the efficiency Increase. 
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One, the rise In the capital labor ratio during the who!e of the period 

1920-1966 slhould have had a tendency to increase the labor share during
 

the entire period. That it did not do so must have been due to an exactly 

offsetting labor saving bias, except between 1948 and 1957. In this sub

period, the rise In the capital labor ratio was so large that the bias was 

not sufficient any more to hold shares constant. 

The exactly offsetting Dias except *etween 1946 and 1957 would be con

sistent with a share Induced innovationi process according to Kennedy and
 

Sairuelson. It Is,however, also consistent with the Idea of a fundamentai 

bias during the entire period.
 

Also, the fact that the labor share actually increased between 1948 

and 1957 and staved constant afterwards would indicate that the Inducement 

mechanism to hold shares stable did either not work at all during that 

period or was so weak as to have only a small Impact. If the share in

ducement mechanism had been very responsive, the labor share would not 

have risen between 1943 and 1957 despi te the strong rise In the K/L ratio. 

But constancy of the labor share throughout the period might then again 

have been consistent with the opposing hypothesis that technical change was 
neutral throughout thle period. This is just an example of the impossiblity 

of inferring somet~hing about the source of biases on tne basis of: actual 

share behavior in only one country withlout measuring thle biases first. 

Solow~s finding of neutrality is inconsist~ent with Satans and Feilner~s 

finding ofr nonneutrality. if Sato and Feliner are right then we still do 

not know whether the bias was fundamental or not. 
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Ilayami and Ruttan (1970) followed an entirely different approach: They 

compared agricultural time series data on labor, land and capital (machinery)
 

productivity In Japan and the U.S.. The differences in the development of 

these series between the two countries is so striking that they conclude 

that the differences must be due to biases rather than to ordinary factor 

substitution along the production function of the neutrally changing pro

duction process.
 

To test whether their impression is right Hayaml and Ruttan then assume 

that at each moment of time the elasticities of substitution among factors 

in agricultural production Is very small so that almost fixed proportions 

prevail. As support they cite evidence from experimental studies on 

fertilizer response whic indicate that the optimal fertilizer use in each 

crop does not change very much with changes in prices. Esamples of mechanical 

processes such as harvesting of grain are 3lso presented. However, while it 

,ay be true that for in ividual crops or tasks the elasticities of substitu

tNon are quite small, this may no longer hold for the farm lsvel where much 

more flexibility is likely to exist, as liiiear programming studies in genieral 

show. 

Given the assumption of almost fixed proportions of Individual pro

duction processes, the induced innovation hiypothesis can be proved as fol

lows: Estimate the elasticities of substitution using time series data. 

if thley are large then the ex post observed substitution must have been due 

to biased technical change rather thlan to substitution along a given pro

duction function wvhichl was assumed to be very difficult. The advantage of 

this method is that it would prove both the endcgeneity of-the biases and 
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the predominant role of factor prices inexplaining them. 

The estimation equat-ion which ilayami and Ruttan use to estimate the 

elasticities of substitution hcs certain problems which are reviewed In Sins

wanger03l3). Their largest measured elasticlites of substitution Is 1.3 

between machinery and labor in the U.S.. All other elasticities of sub

stitution are estimated to be less tian one. Therefore, if one rejects 

their hypothesis of almost fixed proportions at each moment of time one 

cannot consider their estimates as conclusive evidence for the induced 

Innovation typo theses.
 

In the light of this it seemed to be necessary to actually measure 

the biases for the U.S. and the Japanese agriculture. This was the start

ing point for my own work of measuring biases in the many factor case.* 

Instead of the a production functioni the transcendental logarithmic 

per unit cost function Isused (Christensen, Jorgensen and Lau 1970). The 

function Is a logarithmic Taylor series expansion of an arbitrary twice 

differentiable cost function to the second term, It is therefore less 

restrictive than the production and cost functions currently Inuse. in 

particular It allows arbitrary and variable elasticities of substitution
 
among all factors. The cost function contains all the Irormation about
 

the production process which its dual production function contains. 

In logarithmws it is written as follows: 

In U-=v 0 + E;vI In WI + EL T:j lInW1 inW~ (I1) 

t Details of the procedure and a rigorous derivation of tlhe approach
 
in terms of a factor aug,,.enting framework can be found in (Binswanger 1972,

1973). The derivation presented here Is a heuristic short cut.
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where U Is per unit cost and Vi are factor prices. Because of Shephard's
 
lewna (wt- X1),
aw1 

-1--- *, - v, + I: lnW-, 
 I - l..n (12) 

where a1 are the factor shares. Equation (12) explains the shares at a 
moment of time 
in terms of factor prices. Differentiating totally and assun-
Ing vi and yj to be constant we have:
 

dlnlj, IdaI - E YJ - l.n (13) 

which explains the share changes due to factor price changes. If (13) Is
 
taken over time, 
 there will, however, be another reason of factor shari
 
changes, namely the 
 biases. Call these share changes da*, which would occur
 
In the absence 
of factor price changes. Then (13) becomes 

da1  y,., dlnW + dcx*i I -,,,n (14)
" 
j 

If we have data on actual share changes dci, on the changes in factor prices 
clng, and if we know the YI, parameters then we.can solve 

d" - dcz i - S:Yi dln~i. (15) 
i.e., subtract from the actual share changes that part which has been due 
to price changes, or factor substitution along a given cost f'uoction. The 
discrete time equivalent of (35) can then be substituted into the discrete 

time equivalent of (1) to obtain measures of biases. 
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This framework was applied to the agricultural sector. Five factors 

were distinguished: land, labor, mach'nery (including animal power for the
 

time series data), fertilizer and all other. The parameters of the cost 

function were estimated cross sectionaily in the U.S. with state data. For 

cross sections for the years 1949, 19S, 1959 and 1964. were constructed ?r.-m 

USDA data..-

The estimated values of the yiJ are used for both the U.S. and Japan. 

They were assumed to be constant over time as well. This Is the key assump-

It derives from the concept of factor augmenttion of the whole approach. 

Ing technical change.** 

Time series data were then constructed for the U.S. (USDA data) and 

Japan (Okawa et al., 1966). The variables construction tried to achieve 

close correspondence of the definitions of the factors for all three 

data sets. Complete correspondence was, of course, impossible to ach.ve. 

The U.S. time series data covered the years 1912-1968 while the Japanese 

series covered the period 133-13962, %wlththe years 1941-1053 missing. 

The series of the biases are presented graphically. The figures will com

pare the Japanese and the U.S. biases for land, labor, machinery an'd fertilizer. 

Biases for =otlher imputs are not presented because they do not show any 

independent Information (tihe sum of the biases has to be zero). The graphs 

*Conslderable data transformationls on the cross section data as w*iii 

as on 2 time series data sets ws nece:ssary. For a full discussion of tik. 
sources of thle data and the transformation see (dinswanger 1973). 

**The asstunption does not imply that th~e countries are on tle same.pro
duction or cost function. Difference in the augmentation coefficient Is 
sufficient to place the unit isoquants of the two countries in entirely 
different positions in the positive orthant. 
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will also show standardized series of actual share behavior except where
 

the indices of biases and actual shares move closely together.
 

Figure3 may help interpret the graphs. Suppose the line OA depicted
 

the Japanese series of fertilizer bias, while the line OBC represented the
 

fvrtilizer .'as in the U.S.. The slope of the line is tne measure (1) of
 

93whi le the whole line represents cumulative biases. Both series originate
 

at t at a level of 100, which corresponds to the level of the actual factor
 

share in each country at that time. The ar-tual shares at t will in general
 

be different between the countries. This initial difference is iiot explained.
 

It may result from differences in factor prices at that time and frori differ

ences in biases which occurred prior to the investigation. The graph would
 

tell us that Japan iad experienced a fertilizer using bias at constant rate
 

during the entire periodwhich would have tended to doule the act.ual factor
 

share if price changes had not devlaic6 the actual share from that path. The
 

U.S., on the other hand, would first have experienced a fertilizer saving
 

bias with a corresponding tendency of the actual share to decline by 30%.
 

2001
 
A
 

E
 

50 B 

tti t+n Time 

Figure 3: Example of gjraph, semi-log scale. 
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t + i, however, the bias would have been positive with an equal
After time 


rate (equal slope) as the Japanese bias. The total impact of the U.S. bias
 

during the period would have been a tendency of 6he share to rise by 10%.
 

t + I to t + n. Then both series
Suppose we only had the data front 


level of 100 at t + i and be presented by an identical
would originate at the 


From that evidence alone we
line DE with equal slope as the other ones. 


would conclude th;, . both countries haJ experienced identical fertilizer
 

to believe that the bias was exogenous. Given,
biases, which would lead us 


t and t + i, we would
however, the strotig divergence of the biases between 


reach the opposite conclusion that biases nave been endogeneous, at least
 

between t and t + i.
 

This example is given to show tnat equal development of biases for one
 

factor share during a long period do ts not necessarily disprove the endo

genelty hypothesis. The economic forces on that particular factor during
 

that time might have oeen similar and caused similar biases. A strong case
 

biases showed similar
for exogenetty could, however, have been made if all 


slopes during most of tile time.*
 

Turning on to the evidence (FIyures 4, 5, 6, and 7) note that the
 

Japanese series start in 1833 wile the U.S. series start only in I1.*
 

1912 value of th~e actual share. i4ote
both serles are standardized for thle 


alsothat thlere is a data break for the Japanese series from 1940) to 1954.
 

*By a similar reasoning, it is clear that neutrality of a bias for one
 

factor 	alone does not mean. that this neutrality is exogenous. If an Induced
 
return to further
Innovation process h~as occurred lony before t, the rate of 


saving or uring biases in this factor migh~t have bean no larger than the
 
rate of return to neutral efficiency growth of this factor, i.e., the pos 'i

blitios of further biases might havw come close to exhaustion precisely be

cause Induced biases have previously been strong.
 

•*tumerical values reported in t'ie appendix.
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the bias has been In this 
While we still know what the total Impact of 

this time are 
interval, possible departures from a straight line during 

unknown.
 

land and labor alone, the conclusion would 
From the evidence for 

probably have been taat, wnile biases did occur, 
they were of essentially
 

the period of overlap. This would 
the same nature In botn countries during 


The cnly

have led to a conclusion that some exogenous force was ac work. 

the following observations: in 
evidence for endogeneit w~ould have been 

were labor saving after the second World War 
both countries the labor biases 

a wage rate rise in both countries. Also, the 
which coincides witl strong 

stronger than in Japan, which tends 
labor saving bias In te U.S. was muci 


rises wore stronger in the
 
to conifirm td endo.jcncity because la;)or price 


Sti this %wouldbe only wecK evidence

in Japan Juri .j tte fiftiot.U.S. twan 

Also the biases, contrary to what one might
for the endogenelty hypothesis, 

might have expected a strong 
expec initially, were rather weak. A priori we 


Japan. Tie only ex post explanation that this did not
 
land saving aias In 

land saving 
occur might be tat Japan started in 1893 already at a point where 


rate of from further

biases had occurred previously and driven the return 

n thle cost of the biases up.biidses down 


now to the evidence from machinery and fertilizer, it becomes

Turning 

to a very large extent.
clear that the biases were endogenously determined 


while japan experienced

The U.S. experientced a strong machinery using bias 


one. This is whlat wvould be expected from thle induced
 
a machinery saving 

i nnova tion hypo thes is. 
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The fertilizer biases strengthen this conclusion. From 1932 to 1962
 

the U.S. experienced a strong fertilizer using 
 bias while Japan had neutral
 

fertilizer efficiency growth. 
 This can only be explained If biases are
 

endogenous. It Is also inter,;sting to note that the Japanese period of
 

neutrality followed after 
a period of strong fertilizer using bias. This 

lends support to the hypothesis, that after a prolonged period of bias in 

one direction, further gains from biases become exhausted, despite a further 

drop In the input price. This in turn suggests that not too much should 

be made of the almost neutrality of the labor and land series. 

How wulj one, a posteriori, explain the fact that biases were much 

weaker for labor and land (except for labor in the period after World War II). 

Both fertilizer and machinery went.through strong structural change,, In 

their form and production methods. hfore underthe period consideration 

the source of plant nutrients was pri'arily organic fertillzer produced by 

farmers themselves. Chemical fertilizer changed the form of plant nutrients 

and their production takes place outside the farm sector. This releases farm 

labor for other purposes. Essentially the same Is true for machinery. This 

factor consisted originally of draft animals and tools and Implements which 

could be produced on the farm or in small scale rural industry. Towards the 

end of the period, mechanical tractio, replaced the animals, thle tools and 

m,achinery became more complex and produced largely outside the farmwere 

economy. it seems clear that the strongest biases would be expected withl 

respect to tactors undergoinyl such strong chlanges. But this Is an a 

posteriori explanation whichl was not considered at the outset. 
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Anotner conclusion can be made from the series: Where strong biases 

occurred, the absolute difference between the Japanese and the U.S. 

cumulative bias Is equal to or larger than the larger of the absolute 

cumulative biases. This means that tie total extent of the large biases 

must be explained by endogenous forces rather than a fundarental bias In 

any direction. This not only str,ngtnens the endogenelLy hypothesis but 

means that endogenous biases are empirically important In explaining shares 

and wage rates of factors. 

Conclusions with respect to the precise inducement mechanisms arc nega

tive. Which element is nost important in terms of function (2), the factor 

prices, Interest rates, size of markets, or cost of obtaining the innovation? 

Data are only available on changes in factor prices anid factor shares and 

both fall if considered to be the sole empirical relevant source of bias. 

From the graphs no clear relationship emerges between actual shares and 

biases. When the price data are insp,±cted, the following conclusions 

emrge (Appendix Tables 3 and 6): The price of fertilizer relative to the 

output price declined dramatically in both countries. This is consistent 

with the obtcrdvJ biases. After World War 1i the price of labor rose In 

both countries whilch is consistent with labor saving biases during that 

period as well. But the puzzle lies in tiu behavior of machinery prices 

and machinery biases: Machinery prices rose as fast in the U.S. as labor 

prices while they declined in Japan. But it was the U.S. which experienced 

machinery using biases wvhile Japan experienced a machilnery saving bias. if 

crhanges in relative factor prices had been th~e single most important force 

determining the biases, this would not inave bee'i possible. Other variables, 

such as the absolute level of relative factor prices, interest rates, size 
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of market etc, must have been Important as well. 

CONCLUSIONS
 

This section briefly summarizes the empirical and theoretical con

clusions of this 
paper for the induced innovation hypothesis and tries to 

show some policy implications. 

The comparison of the biases in the agricultural sectors of Japan
 

and te United States shows that the biases are endogeneous to a very large 

extent. This notdoes mean that advances in basic sciences are unimportant. 

Without such advances the fertilizer using biases in both countries tiould
 

not have been possible. But the basic sciences 
are only a necessary con

dition for technical change. They leave the options open as to the timing
 

of technical change and the direction of the biases which are determined
 

by economic forces.
 

Dos this conclusion generalize to the economy as a whole. Sato's
 

work on measuring biases of taic U.S. private nonfarm sector seem 
to support
 

tils. 
 The labor saving biases which he measured are clearly consistent witl
 

induced Innovation because rise ratesthe in wage has been one of the most
 

Iaportant features of recent U.S. economic history. 
 So the burden of the 
proof is nowy those argue thaton who biases are exogeneously determined. 

On the othler h~and it has not been possible to find out hlow the differ

ent economic variables interact in determning the biases. Simple h~ypotheses 

that Just one set of variables is all important seem to be doomed to frailure. 

Therefore it will be necessary to build a better formal model of induced 

innovation capable of generating refutable empirical hypotheses. Suchl a model 
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will have to be an investment model. Ahmad's graphical technique is unable 

to take Into account the time dimension of the costs and benefits of effi

clency gains. I also believe that attempts to generalize Kennedy's inno

vation possibility frontier will not lead anywhere for the following reasons: 

Factor augmenting technical change has a tremendous appeal -because of Its 

mathematical simplicity. in coefficients haveChanges the factor augmenting 

the same effect on output titan an equIproportional Increase In te correspond-

Ing factor of production. All one has to know is the changes iii the factor 

augmenting coefficients and the param-iters of tthe production function to 

determine what vill I happen to output. BuL the problem with this approach 

is that, while we nay be able to r-asure Lhe changes in factor augmenting 

coefficients a posteriori, we have no way to know how they have been gen

erated. Have they been duc to Investnents in human capital, quality Im

provenents In capital equipment or Intermediate inputs, new production 

techniques or organizatiOnal improvemients? There Is no simple relationship 

between any one of these changes and particular augmentation coefficients. 

Human capital does not only affect tkta augrmentation cdefficient of labor 

but of all cooperating factors, but we do not know to what extent. The 
same holds for new production techlniquJes etc.* In Kennedyss framework thle 

benefit of efficiency gains is in the augme'ntation of the factors. But 

the cost is in some real Investment activity. Any businessman or economist 

could not answer aprlori thle question of which economic activity or 

*A good example is a new seed variety. The efficiency gain is embodied 
In th~e new seeds. Unless you hlave the new seeds there is no access to tiue
efficiency gain. But not only the auylmentation coefficients of th~e seeds
will be altered, but also the augmenta tion coefficients of all cooperating
factors, and probably In various degrees. 
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Investment leads 
to labor augmenting technical change. 
And unless we
 

know, that, there Is no way In which useful polIcy guidelines can come out 

of a factor augmenting inducod Innovation hypothesis. 

The task of building an investment model 
will be further complicated 

by the presence of externalities In eaos activities which lead to ef

ficiency gains.
 

With respect to development policy the conclusion of this paper
 

strengthens the conclusions of Scnultz 
 (1364) -&jecause optimal technology 
is clearly shown to be location specific. Unless less developed countries 

are able to set up institutions whici) are capable of responding to local 

factor scarcities in developinig and distributing modern production inputs
 

they will not be able to achieve growth. beAlso factor prices should 

such that producers are given the incentives to adopt these locally 

developed production methods. Some imitation of production methods of more 
advanced countries is of course possible and desirable. Gut the countries 

will be more successful if they copy nethods from countries which have 
had s!mllar factor endtwments to their ow ones rather than from the western 

countries which are rich in physical and human capital. 
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APPENDIX
 

Indices of biases, data on factor shares and data 

on prices used to derivt the series of biases 



Table I. U.S. Factor siares adjustid for factor price Influence: Indices
 

of biases in tecimical change,
 

IHumer-cal values, as percent of total ax-b 

pond Itu res.
 

Year Land Labor itach. Fert, Other
 

23.0
1912 21.0 "31 10.9 1.0 
191 c 212 J.7 11.6 1.8 28.7 
1920 19.6 #3 2.1 2j. 7.3 ).3 

1)24 20.0 359.7 10.3 2.2 27.8
 
1928 18.1 41.4 10.4 2.7 27.4
 
1302 I. 8 40.3 14.3 2.7 24.0
 
1330 18.3 3260 16.3 3.0 29.3
 

16.8
194u 34.; 17.6 3.9 276Q 

1944 Y.'t. 16.1 4.3 24 
1348 17.! 37.2 13.5 5.1 26.7135 6 ... 19.7 5.7 2%. 3 

1356 10.3 306. 23.1 6.5 23.4 
1960 17.3 27.2 23.4 6.1 26.1 
1964 17.3 253. 22.4 6.7 27.3 
1968 19.1 25.3 23.1 7.2 25.3 

.StandardizedA as percent of their 1910-1912 value
 

1912 I0U t'J', 100 10 100
 
1916 101.1 95.3 106.8 96.5 102.6
 
1920 33.5 Iz.E 85.6 113.4 16.1
 
IJ24 95.4 103.7 91,13.3 99.4
 
1528 86.j 108.3 95.8 144,.0 97.
 
1932 89,7 105.2 131.7 142.4 85.4
 
1936.. 1 84. 150. I I . 104.7 
1940 Jo.1I 8.. 162.1I zo4.1I .
 

447tt7 100.3 143.3 253.2 86.5 
1948 61.5 9J7.2 128.0 267.9! 95.4 
1952 78,7 77., 18!.4 298.3 101.1 
UJ56 77.7 79.53 212.7 j4I. 8 33.6
 
l%0 31.5 71.0 215.5 323.3 f3.3 
1964 %584.9 67.4 236.3 354.4 97.6 

1968 )1.1 6G.1 212.7 37j.9 . 
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Table 2. Development of actual shares, U.S. 

;umerical values, as percent of total ex

.. penditures 

Year 	 Land Labor Mach. Fert. Other 

1)12 21.0 30.3 10,j 1.j 28.0 
UI6 21,6 36.5 lI.& .j 23.4 
132. 	 17.3 4j. 100. 2.o 30.1 
1)24 	 ).7 3J.5 1).3 1.7 2).7 
192 	 15,.09 40.) 10.2 1. 31.I 
1)32 	 13.6 37.6 12.6 1.6 29.1 
1)36 14. 34.7 34.3 2.2 33.1 
3940 12.0 35.3 15.1 2.3 3 *2 
1944 8.5 3).5 14.0 2.3 35.6 
154 u 
 j.4 377. 12.2 2.4 33.3
 
1952 	 9.8 25.7 17.$ 3.0 4u.o 
1)56 11.5 27.4 20.3 3.3 37.3 
195J 	 1.4 21.3 1U.3 2,0) 40.4 
1>4 	 17.5 38.3 13.3 3.3 4z.3 
1968 	 20.4 15.3 13.3 3.6 41.1 

Taole 3. U.S. Input price/output price ratio indexes 

Year 	 Land Laour Hach. Fert. Other 

1	)10 Io Io 100 Ioo IU)
:16 113.3 106.U 310.3 105.7 1O3. 
132 7).0 IJ4.1 3 3. 35.7 105.0 
324 139.0 134.3 311.7 53.1 106.6 
ljzO 	 loh.8 1U4.l 123. i 90.0 133.9 

A3216o.C ij4.7 233.5 328.6 101.$
 
1936 6,3.4 113.4 1j. j ). 6 11I0.9)

U40 	 137.3 1l7,. z81:8.8 103.4 160.3I 
3944 6.3.2 21 7.2 244.2 63.0 21I.7 
1943 73.0 24 7. 3 226.6 5..4 222.0 
l%.2 4' 91.3 274.3 303.1 53.' 214.6 
1j56 'o/35.8 40 7.9 423.7 65.91 229.6 
1360 254.1I 5J2.7 350.3 63.0o 241.5 
l 64 331. 1 610.o 633.2 63.2 270.9 
1968 481.0o 7G,6. 73.5.3 38.2 230.4 

8For construction of the sories and th~e data sources, see inswanger 
1)73. 
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TablIe 4. Japanese factor slhares adjusted fo'r factor price Influence: 
Indices of biases In technical chadoge 

Ntunerlcal values, percent of total ex
pend tures 

Year Land Labor Mach. Fert. Other 

1893 31.6 36.0 10.9 2.9 16.6

18)6 31.2 
 3J.4 3.4 2.3 17.3 
1O. 28.6 43.5 ).2 3.2 15.7

19j4 2).6 43.3 3.83. 14,.5
1908 D. 1 42.3 8.2 4.7 14.71912 30.8 42.9 3.87.4 13.01916 29.3 I 2.4 8.3 7.0 13.0
1920 30.6 11j. 7.8 b.2 32.3
324 27.7 48.j 6.2 7.0 10.2
1928 2U.4 31.4 6.1 8.4 
 7.7

1932 26.4 50.4 6.4 8.) b.4
 
1936 23.2 43.1 8.8
7.1 11.8
1940 zO.7 41.5 7.2 9.3 13.3 

1354 23.1 110.3 7.3 j.3 1).5

IU53 26.5 
 37.4 5.6 3.1 22.41362 26.2 33.5 4.u 7.. 23.3 

Staaidardized as percent of 1)10-1)12 value 

18)3 122.6 83.5 147.3 50.0 127.7
1895 101.3 '.U 127.0 48.3 133.
1900 )2.9 101.4 124,3 55.2 121.0 
1904. 100.2 123.0 5.5 111.5
1908 )7.7 9S.6 
 110.8 81. 13.1 
1)12 130.0 100.0 10.0 100.u 100.01916

S1923 J5.1 93. 12.1 120.7 10.3)3.4 93.8t 105.4 141.4 934.6G
1924 39.j". 114.0 ;33.6 120.7 78.4 
1)28 
 35.7 120.0 82.4 144.3 5:3.2 
1932 85.7 117.5 86.5 14",1 64.63 
b1 j4tO6 1 00. 3 Th1 U1;. 7 90.6 
1u 4o 33.2 j6.7 31.2 160.3 102.3 

1954 75.0o 93.9 105.4 160.3 U0 .0o1958 86.o 87.1 5. 133.7 372.3
1962 84.4 8J. 7 66.2 129J.3 176.~ 
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Table 5. Development of actual shares, Japan
 

Numerical values, percent of total ex

pendi tures 

Year Land Labor Mach. Fert. Other 

1893 31.6 38.0 10.9 2.9 16.6 
1896 30.1 40.0 9.9 2.7 17.2 
1900 25.8 44.2 9.7 2.6 17.7 
19011 27.5 43.0 9.5 3.1 16.9
 
1908 27.6 42.7 9.1 4.1 16.6
 
1912 28.4 '42.6 8.5 5.0 15.5 
1916' 25.9 42.7 9.2 6.1 16.1 
1920 28.0 40.6 6.7 7.1 15.5
 
1924 22.7 48. 7.3 5.3 15.7 
1928 21.4 .,0.1 7.5 6.4 14.6 
1932 2J.8 49.3 8.0 6.3 15.2.
 
1936 25.2 43.2 8.8 7.4 15.3
 
1940 24.0 42.2 9.1 8.2 16.5
 

1954 11.6 44.7 10.8 7.9 22.0 
1958 20.1 41.5 9.3 7.0 22.1
 
1962 20.1 40.4 9.2 6.0 24.4 

aFor construction of tile series and the data sources, 
see Binswanger 1d)73.
 

Trl.tle 6. Japanese input price/output price ratio indexes
 

Year Land Labor IIach. Fert. Other 
1910-12 = 1b0 

1893 120.6 80.5 143.6 110.8 113.3 
1896 112.3 35.4 129.4 l65.2 113.3 
1300 94.4 911.' 124.9 148.7 112.9 
1904 99.0 93.7 120.5 127.9 1611.3 
1'.,08 97.6 91.6 110.2 113.2 106.1 
I12 100.0 100.0 100.0 100.0 100.0 
I1)1, 97.7 111.0 113.7 11.1 113.4 
ij20 99.2 I;. 1 102. 3 93.8 99.2 
1)24 92.7 141.1 96.3 74., IJ7.7 
1928 93.3 153.7 93.6 71.9 104.2 
1)32 100.3 172.5 105.1 73.7 11 .7
IJ3 96.4 "2&.4 38.5 U2.6 101 .1 
I.4u 67.4 117.1 34.4 79.1 105.6 

1)54 44.0 13.) 82.5 38.2 122.1
 
1U58 97.2 138.1 78.6 32.) 126.0 
1962 109.1 170.5 60.) 27.6 116.3 

a For construction of the series nd tle data sources see inswangr 1973. 


