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The First International Symposium on Microcomputer Applications in 
Developing Countries was inaugurated on Sunday 4th November 1984, 
at the Mount Lavinia Hotel, Colombo, Sri Lanka, by the Honourable 
Lalith Athulathmudali, Minister of National Security, in the presence of 
His Excellency John H. Reed, Ambassador for the United States of 
America, Prof. Mohan Munasinghe, Chairman, Computer and 
Information Technology Council of Sri Lanka and Dr. William J. 
Lawless, Chairman, Panel on Microcomputers, National Academy of 
Sciences - National Research Council, U.S.A. 

Funding for this Symposium was provided by the Computer and 
Information Technology Council of Sri Lanka, and the United States 
Agency for International Development - through the National Academy 
of Sciences, U.S.A. 
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"What separates the developed countries from the underdeveloped is 
largely the application of science to agricultural and industrial 
development and the existence of an economy based on modern 
technology. 

Our youth are educated and skilled; we will give them an advanced 
technological education, so that in the future our society would have 
robots, computers and other new gadgets to help us live happier lives. 

The microchip is today a carrier of knowledge. It is my intention to 
encourage the use of these devices to bring new knowledge to the people 
of our villages. We can take advantage of the work that has been done so 
far and lead this nation into the 21st century." 

Extract from the speech of Ils Excellency J. R.Jayewardene,
President of Sri Lanka and lion. Minister in charge of

CINTEC, at the Convocation Ceremony of the University of 
Sri .Jayeardenepura. in February 1984. 
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The Computer and Information Technology Council (CINTEC) of Sri 
Lanka extends a warm welcome to participants and guests at the First 
International Symposium on Microcomputer Applications in Developing 
Countries. 

This gathering is a noteworthy exercise in international co-operation, 
involving both North-South and South-South exchanges of 
technological information. It will enable leading world experts to focus 
their attention on the practical application of microcomputers to help the 
large masses of predominantly poor and rural citizens of developing 
countries, in three spe,;ific sectors : agriculture, energy and health. The 
Symposium also seeks to address major policy issues relating to 
microcomputer development in the Third World. 

CINTEC, as the apex body recently created to advise the government 
in formulating, co-ordinating and implementing computer and 
informatics policy, is especially pleased to host this Symposium. We wish 
to thank our co-organizers, the prestigious National Academy of 
Sciences of the U.S.A. for the generous support they have provided. We 
are confident that the results of these sessions will be useful not only to 
the participants, but also to CINTEC in its objective of providing a 
guiding framework for computer development in Sri Lanka, with 
particular emphasis on promotion and encouragement of sound, 
practical applications. 

We welcome this unique opportunity of interacting with our 
distinguished colleagues from abroad, thereby acquiring new knowledge 
that will enhance Sri Lanka's own development efforts, while also 
contributing to the future progress and well-being of all developing 
countries. On behalf of CINTEC, I wish the Symposium participants all 
success and look forward to the fruits of their deliberations. 

MOHAN MUNASINGHE
 
Chairman
 

Computer and Information Technology
 
Council of Sri Lanka.
 

November 1984.
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As expeats in microcomputer technology applications, you are well aware 
of the microelectronic revolution we are all experiencing, not only in 
your professional lives, but in everyday applications in communication, 
travel, recreation and medicine. Rapid technological.advances combined 
with declining costs and miniaturisation have focused widespread 
attention on microcomputers. However, while use of these technologies is 
already broadly based in the industrialised countries, it is not clear how 
quickly and to what extent developing countries will share the benefits of 
this revolution. We are therefore delighted that the Agency for 
International Development has asked the National Research Council to 
review these opportunities. This select group has been brought together 
to ponder these issues and make recommendations to developing country
policymakers and technical assistance counterparts. 

The three applications chosen for this first meeting; health, energy
and agriculture, are clearly of central importance. The opportunities for 
utilising microcomputers in these areas are vast, as are the possibilities
for unsubstantiated claims. The microcomputer is a tool for analysis,
data management and word processing. As such, it will not replace the 
extension worker or the Ministry analyst, but aid that individual in 
carrying out his or her task more efficiently. 

The future for wider use of microcomputers is bright as costs continue 
to decrease and computing capacity increases geometrically, but their 
use should not be limited to present experience. The appropriate question 
to ask is, "What frontiers will the microcomputer enable us to open ?" 
With imaginations focused on the variety of concerns facing developing 
countries, creative solutions will emerge. 

It is the task of this group, coming from many countries, to share ideas 
and experiences and to make them known through your publications. 
Co-operation is a prerequisite to the timely development and 
dissemination of these techniques. In that regard, I would like to express 
my appreciation to the Computer and Information Technology t.ouncil 
of Sri Lanka and in particular to its Chairman, Prof. Mohan 
Munasinghe, for his enthusiastic co-operation and support of this 
programme and for agreeing to host this Symposium. Our thanks to all 
those who have assisted in the preparations. 

I look forward to your conclusions and recommendations. 
With all good wishes, 

FRANK PRESS
 
Chairman
 

National Academy of Sciences
 
U.S.A. 

November 1984. 
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PREFACE 
Many contemporary scholars feel that the microelectronics and 
informatics revolution on which we are now embarked is the third 
fundamental revolution in human culture-building, since mankind 
became truly sapient. This revolution, including computers, 
teleconferencing, remote sensing, satellite communication, fibre-optic 
communication, robotics and the emerging computational and video 
capabilities, will someday be seen by historians as having been as 
fundamental in its human impact as the two great convulsions that 
preceded it, the agricultural and the industrial revolutions (see paper by 
Textor). 

As to just how revolutionary progress in microelectronics has been, the 
words of the late behavioural and computer scientist Christopher Evans 
(1979) are most relevant: 
"Suppose for a moment that the automobile industry had developed at 
the same rate as computers and over the same period (since World War 
II): How much cheaper and more efficient would the current models 
be ? .... Today you would be able to buy a Rolls-Royce for S 2.75, it 
would do three million miles to a gallon, and it would deliver enough 
power to drive the Queen Elizabeth II. And if you were interested in 
miniaturization, you could place half a dozen of them on a pinhead". 

The agricultural revolution took millenia to achieve true global 
impact, and the industrial revolution, almost two centuries. The 
microelectronics revolution, now barely a generation old, is moving at an 
unbelievably faster pace, as exemplified by the development of the 
microcomputer. It is the spectacular reductions in costs, size and power 
requirements, as well as equally startling improvements in speed, 
computing capability, memory size and reliability, of computer 
hardware over the last three decades, that have made the microprocessor 
of today a reality. All of this, points to a vital aspect of the 
microelectronics revolution - its pace is so rapid that people can see its 
effects on their lives from year to year, and often from month to month. 
People are thus aware, in general terms, that their lives are being 
revolutionized. 

Another unusual aspect of the informatics revolution is that it provides 
powerful tools that people may use in this shaping process. It is also 
exciting and highly democrat,', that microcomputers are becoming 
cheap enough for local villages, local associations, firms and even 
families and individuals, to use them to take greater charge of their own 
destinies. With proper leadership, the revolution can have a definite 
pluralizing and freedom-enhancing effect. It can be an effective vehiclo 
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for the creation, in a hundred different cultural forms, of "yeoman brain 
workers" using computers, vaguely reminiscent of Thomas Jefferson's 
ideal of the "yeoman farmer", who not only cherishes his freedom, but 
also employs it creatively. 

In late 1982, President Jayewardene of Sri Lanka appointed a 
committee under the leadership of Professor Mohan Mi'nasinghe to 
develop a national computer policy and to encourage the use of these 
technologies. The committee's report led to the early creation of the 
Computer and Information Technology Council (CINTEC), the apex 
body responsible for formulating and implementing computer and 
informatics policy - directly under the President of Sri Lanka. 

Concurrently, in 1983, the Bureau for Science and Technology of the 
U.S. Agency for International Development (AID), recognizing the 
important developments taking place in the microelectronics fields, 
asked the Board on Science and Technology for International 
Development (BOSTID) of the National Research Council (NRC) to 
convene a series of workshops, to assess the implications of this 
technology for international development. 

This programme of meetings subsequently became known as the 
"Microcomputers for Developing Countries" programme. Furthermore, 
in view of the deyelopments there, Sri Lanka emerged as the ideal venue 
for the first workshop in this series. Three specialized application areas 
were selected : agriculture, energy and health. 

This volume contains the deliberations of that meeting, and is intended 
as an introduction to innovative microcomputer applications in 
developing countries. It is the first of several publications aimed at 
practitioners atid decision-makers involved in planning and 
implementation of development projects. It can also serve as a primer for 
those who are not acquainted with the technology and its applications. 

As the use of microcomputers spreads, governments may be faced with 
the need to regulate the influx of microcomputers and software on the 
one hand, while encouraging creative and valuable applications on the 
other. The process will require policymakers to be aware of new 
technical developments, as well as opportunities and constraints for 
microcomputer use in their countries. Therefore, this publication should 
also be of value to those charged with making national computer policy. 

The workshop was attended by over 80 participants, mainly from the 
developing countries, as well as observers and members of the news 
media. Participants at the opening session were welcomed by the Hon. 
Lalith Athulathmudali, Minister of National Security, H.E. John Reed, 
the Ambassador for the United States of America, ProfessorqMohan 
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Munasinghe, Chairman of CINTEC, and Mr. William Lawless, 
Chairman of the Panel on Microcomputers for Developing Countries, 
National Research Council, U.S.A. A welcome message sent by 
Dr. Frank Press, President of the National Academy of Sciences, was 
also read to the participants. 

We would like to express our appreciation to the members of the 
CINTEC Organizing Committee, in particular J. A. Gunawardena, V. 
K. Samaranayake, B. H. Premaratne, A. Abeywardene and M. N. S. 
Perera, as well as the NRC Microcomputers for Developing Countries 
panel, especially W. Lawless (Chairman), J. McCullough, (Vice 
Chairman), R. Textor, M. Weber, P. Palmedo and D. Lauria. A special 
thank you goes to Elizabeth McGaffey of tlhe NRC for helping to 
organize the logistics for the NRC panel participants. The assistance of 
Ms. McGaffey and Maryanne Noyahr in editing this volume, and the 
valuable co-operation of Neville Nanayakkara, Government Printer (Sri 
Lanka) and his staff, are also gratefully acknowledged. Finally, we wish 
to thank Antonia Walker for the attractive cover design. 

Mohan Munasinghe
 
Michael Dow
 
Jack Fritz.
 
June 1985.
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and 

CHARLES BLANKSTEIN
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I. INTRODUCTION 

The information revolution, which has been compared in terms of its 
likely impact on contemporary society to the industrial revolution of the 
last century, has been underway for the past quarter century in the 
industrialized countries. This process has gathered momentum during 
the last fewyears, largely due to the dramatic fall in the cost of 
computer equipment, as a result of advances in solid state technology 
and the mass production of micro-electronic devices. 

This conference addresses microcomputer applications in the fields of 
agriculture, energy and health. There has been considerable effort and 
progress in the application of microcomputers to development problems 
in the few years that this technology has been widely available. While it 

is commonly recognized that such developments have policy 
implications, very little has been done to initiate a process of systematic 

consideration of policy issues and development of methodologies for 

effective formulation and implementation of policy in this field. We 
believe that special attention should be paid to placing computer 

development in a policy context, to support, illuminate and extend the 
effectiveness of applications. Because microcomputer policy issues are 
inextricably intertwined with the broader problems of computerization, 
we will speak of computer policy as a whole. 
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II. WHY DEVELOPING COUNTRIES REQUIRE A 
COMPUTER POLICY? 

Computer technology is changing the world within which developing
countries struggle for economic survival and growth. This change is a 
matter of great significance because computers can profoundly affect the 
central social and economic functions of an interdependent world 
economy. There are also elements of truth in both the glowing prophecies
of computer benefits to mankind, and the dire forebodings of turbulence 
in markets, work and lifestyles, due to computer technology. 

This technology will change every country's development
opportunities. How developing countries manage computer technology
and adapt to the process of change will influence whether their
development goals will be achieved. The structuring of that process will 
determine who will benefit from the technology, and in what ways.
Therefore these change processes require systematic consideration in the 
formulation and implementation of national policy. 

A few statistics illustrate world trends. Computer hardware that
would have filled a room 35 years ago would now fit into a silicon chip
the size of a pea, while power cequirements have also declined 
correspondingly. Reliability of operation and ease of maintenance has 
improved substantially, while nominal costs have declined by a factor of 
more than 100 over this same period. The cost decreases are even more 
dramatic if the normal effects of inflation over the last 35 years are 
netted out. 

It is not surprising, therefore, that in Japan alone nearly half a million 
computer systems are being installed each year, while worldwide sales of 
personal computers now approach US $ 5 billion per annum. 
Governments of developed countries such as Japan and Prance, and 
newly industrialising countries such as Singapore, have recognized the 
potential of computers, and set up special organisations to promote their 
use. 

Further reductions in cost and improvements in both hardware and 
software capability are anticipated in the coming decades. A sampling of 
exciting potential developments for the future include the ultrafastlight
computer capable of trillions of operations per second, and very large
scale integrated circuits culminating in "molecular" switches which are
 
billion times smaller than comparable devices today. Softwar(
sophistication is also growing, but not at the same pace as hardware. In 
fact, the apparent weakest area, for the future, is in our intellectual 
capability to describe and conceptualize complex micro-electronic 
systems, in order to analyse, test and fully exploit their capabilities. 
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More important than the absolute size of computer related investment, 
is the rate of change in the technology and its applications. Computer 

technology is not at the moment the most important problem facing any 

country we know of. But it may well be the fastest changing aspect of 

many economies. The technology is improving and costs are falling with 

great rapidity, the range of applications is very broad, and the impact of 

the technology on the relationship between the labour and non-labour 

costs of production is very significant in many industries. It is the 

breadth of potential impact and the rate of change in the technology 

(and therefore its potential near-term economic impact), rather than the 

current economic importance of computer applications (as measured by 

aggregate statistics of installed computer investment and employment in 

the industry), that require developing country governments to give 

immediate attention to the formulation and implementation of national 
computer policies. In other words, the importance of formulating a 

national computer policy isbased on the judgment that a matter which is 

currently of secondary or even tertiary importance, may soon become 

significant and therefore requires monitoring, preparation, and very 

probably substantial investment, especia'ly in human capital. 

There is also a more basic and equally important reason for policy 

level consideration of computer technology. It should be formally 

recognized that computer technology is part of the common heritage'of 

mankind, not the exclusive province of the more deveoped countries. So 

long as the technology is foreign and elitist, it will be perceived as 

another dimension of dependency and another mechanism for widening 

the gap between rich and poor. Once the technology is well understood at 

least by some, and used by many, it becomes domesticated, familiar, 

one's own, and therefore capable of manipulation to meet one's own 
areasneeds. Furthermore, innovative applications in hitherto neglected 

such as health and agriculture, which affect the large majority of rural 

and poor Third World citizens, may be developed, whereas the urban, 

industrial uses of microcomputers is already well-known from the 
Ensuring a nations's fullestexperience of the developed countries. 


participation in the opportunities the technology offers, requires, a
 

widespread base of human resources on which the technology and its
 

applications can be built.
 

Few, if any, developing countries can exploit computer technology 
a number of complex and difficult decisions. Suchopportunities without 

decisions ar: not necessarily easy to arrive at in countries beset with a 
of economic and other problems and constraints.multitude 

Understanding how the technology is affecting the international 

economy is difficult for specialists in the field. Even gaining an 
own country presentsappreciation of what is going on within one's 
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serious problems. For example, it is difficult to think about a "computei
sector" of a developing country economy in the same way one envisage, 
an agricultural or energy sector. Economic data organizedis not tc 
facilitate the observation of developments in the computer sector. 

Not only is the sector difficult to isolate and describe, but it,
development can be problematic. The computer industry or. sector is a,
fully complex and intricate in requirements and applications (e.g..
trained manpower and differentiation of products andservices), as othei 
sectors now economically far more important in most developinE
countries, such as heavy industry or tourism. Thus the sheer number of
things needed to be done to lay a base for the exploitation of computer
technology may be substantial. 

Developing countries need to commit a critical mass of human and 
capital resources to computer development in the near future, in order to
exploit the benefits of computer technology. That critical mass may have 
to be specially, developed by deliberate policy intervention as a
pre-condition of computer sector development, because normal growth
driven by the existing level of economic activity in this sector is likely to 
be too slow. 

The need for laying an industrial and human resource base for future 
computer sector development (rather than addressing an existing large

scale computer sector base), has a significant effect on the substance and
 
process of computer policy formulation. Lacking the immediacy if not

the importance are the agricultural or foreign investment policy
 
concerns, for example, the computer and informatics policy tends to be

dominated and constrained by other policies. Thus computer policy is
 
now 
an area which must start off with the handicap of having to cope

with given policy constraints in other more mature sectors. 
 But the
balancing of policy interests should be done in a way which accords due 
respect to the needs and future significance of computer policy concerns

relative to other sectors. We wish to suggest 
a preliminary framework
 
within which this may be done.
 

III. 	 A FRAMEWORK FOR COMPUTER POLICY 
ANALYSIS 

The purpose of the following framework is to facilitate placing
application decisions in a larger perspective. Obviously, not every
decision on computer applications has policy im'plications. Nor should a 
computer policy, when one exists, control every computer decision. But
there are many types of decisions which can have sub-optimal or
counterproductive results if a clearcut policy is absent. For example, the
selection of a language for a program or the choice of a brand of machine 
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for an office can easily be viewed as a purely isolated technical issue. But 
if the application proves successful and is replicated widely so that it 
ultimately affects many people, then even such choice may have wider 
significance in terms of training requirements, claims on staff time, and 
even distribution of financial and social benefits. 

This framework facilitates identification of possible broader interests 
and concerns. It asks the question, "What, if any, wider significance does 
an application have ?". Such a policy framework will necessarily be 
different for each country. The material presented here constitutes an 
initial approach, not a comprehensive "checklist". 

We propose to address the problem of analysing and formulating 
computer policy in terms of three broad classes of influences : 

A. 	Major determinants of national computer policy, including overall 
national goals and objectives which computer policy should serve, 
and factors in the computer policy environment which are not 
subject to the control of the computer policymaker. 

B. Other factors and constraints influencing the computerization 
which are to some extent subject to the influence of developing 
countries, either directly or indirectly. 

C. 	 Economic, social and political issues arising from computer policy 
initiatives, i.e., the consequences of computer development which 
are of serious concern to the policymaker. 

The primary purpose of the framework is to identify possible issues 
and concerns for officials in charge of application-oriented activities. It 
also covers the range of concerns that a government might wish to take 
into consideration in articulating a national computer policy. 

A. Major Determinants of National Computer Policy 
I. Overall national goals and objectives 

Every country has a set of broad national objectives which may or may 
not be articulated, but which decisively influence political and 
socio-economic behaviour. Such goals and objectives might include 
factors such as : 

(a) 	 Political - national unity, stability, maintenance of state 
institutions. 

(b) 	Economic - efficient growth, equity and income re-distribution, a 
stable food supply, reducing unemployment and 
underemployment, nfiaintaining an environment that encourages 
entrepreneurial initiative. 
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(c) 	 Social-assurance of minimum levels of access to health,
education and other social services for all citizens.

(d) 	 National Security - preventing military attacks on borders,
assuring integrity of political process from foreign intrusion and
domestic subversion, self-reliance and independence.

(e) International  engendering the confidence of the irternational
community in the legitimacy, effectiveness, and reliability of thenation's political and economic institutions; assuring safety of
citizens abroad; promoting peace, justice, and access to basic 
human needs in the world. 

(f)Culiural - preserving culture, traditions and integrity of society. 
2. Primary constraints that limit computer development options 

(a) Existence of crisis conditions pre-empting and demanding
total commitment of available 

near 
resources to meet immediate needs 

(e.g., famine, civil war, etc.).
(b) 	 Unavailability of domestically skilled human and financial 

resources (at 	the margin), which could be directed to computer
technology concerns. Brain drain effects. 

(c) 	Unavailability of international assistance resources in the field, or
special conditions controlling nature of assistance available (e.g.,funds available for technical assistance to develop software skills
but not for acquisition of manufacturing technology). 

3. Socio-economic determinants 

(a) 	 Human Resources Base 
(i) 	extent of basic literacy.
(ii) 	extent and depth of educational base of potential computer

.skilled" human resources, and a pool of people with minimal 
training for development of computer skills. 

(iii) existence of difficult cultural constraints (e.g., attitude to
learning, religious precepts, sex roles, language barriers, etc.). 

(b) 	Educational System 
(i) 	existing facilities and institutions. 

(ii) 	orientation of educational system to "modernization". 
(iii) channels to foreign academic centres of expertise in computer

related disciplines. 
(c) 	 Industrial and Commercial Sector Aspects 

(i) 	existing pool of private and public organizations with
capability to use computer technology internally and promote
its use externally. 
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(ii) 	 local entrepreneurial and cultural environment for developing 
working relations with foreign sources of the technology. 

(iii) 	 policy environment for investment and marketing as 
perceived by foreign owners and developers of computer 
technology. 

(d) 	 Public Sector Characteristics 

(i) 	 responsiveness to modernizing organizational and 
technological initiatives and changes. 

(ii) 	 extent of technocratic penetration. 

(iii) 	 role of public sector in development. 

4. 	 Political will 
(a) 	 understanding of problems and opportunities at the political 

decision-making level. 

(b) commitment to change and willingness to implement initiatives. 

B. 	 Factors and Constraints Influencing Computer Policy 
Options and Processes 

1. 	 Characteristics of the available technology 

(() technical capability (feasibility). 

(h) 	 cost. 

(c) 	 possibilities for partitioning technology to facilitate LDC 
participation (e.g. shift towards software rather than hardware 
oriented development, equipment configurations which 
encourage LDC manufacture, maintenance and operation, etc.). 

(d) 	 scope of application markets. 

2. 	 Characteristics of the existing national computer technology base 

3. 	 Channels of access to foreign technology (business relations with 
foreign firms, universities, or other international sources of 
technology). 

4. 	 Significant cultural complications 

(a) 	 ability to assimilate outside technology at individual, 
organizational and national level. (Japan or Singapore 
contrasted with Afganistan or Nepal). 

(b) 	difficulty of overcomifig language barriers. 

(c) 	 technical attitudes of dominant groups. 
(d) 	 attitudes towards modernization. 
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5. Physical infrastructure and possibilities for Improvement:
(a) domestic telecommunications facilities.(b) access to international telecommunications facilities.(c) quality of, and access to electric power supply. 

6. Policies of foreign owners and users of computer technology: 
markets.

(a) corporate perceptions of the nature and significance of local 
(b) corporate strategies concerning proprietary interests in 
(c) technology.corporate concerns with related problems (trans-border dataflow, etc.). 

7. International relationship Issues (attitudes of governmentsinternational organizations concerning and
the balancebetween national interests, interests of owners 

to be struck 
of technology andInternational development objectives) :(a) national secu-ity and self-reliance issues.

(b) protection of proprietary interests. 
(c) trans-border data flows. 

C. Some Significant Issues and Problems Generated byComputer Driven Change in Developing CountriesThe process of computerization,
initiatives or whether influenced by policyleft to the vagaries of events, tends to generate' certainclasses of problems. Some of these problemssystematically can be addressedin order to reduce counterproductive consequences ofcomputer development. Others are beyond the reach of policy initiativeand are appropriate for laissez-faire treatment. In any event, it is useful 
only 
to identify and monitor these effects. For purposes of this discussion,a few major problem areas are selected for identification andattention. 

I. Employment issues for Individuals 

(a) job displacement
(b) job content and employment profiles.(c) adjustment to equipment (e.g., CRT related strains).(d) adjustment to procedures (e.g., machine monitoring of work).(e) advantage in adjustment to those with technicalEnglish language, training,more recent exposure to formal instruction,

etc. 



2. 	 Organizational issues 
(a) 	 cost of equipment. 
(b) employee reactions. 
(c) 	redistribution of authority and influence. 

(d) 	 reorganization for information control and robotics. 

(e) 	availability of managerial and technical skills. 

(I) organizational vulnerability to computer system malfunction, 
sabotage and staff movement. 

(g) 	 security of information and privacy. 

(h) 	pay scale differentiation for scarce computer skills. 

3. 	 Political issues 
(a) 	 role of international corporations and foreign investment. 

(b) job displacement. 

(c) 	shift of economic power to information elite. 

(d) 	 exacerbation of dualism: urban-rural, industry-agriculture, 
modern-traditional. 

(e) magnitude of benefits to national economy arising from 

computer investment and skills acquisition. 

(f) 	 perceptions of benefits available from computerization 

who should share those benefits, and how much. 

4. Cultural issues 

(a) 	 moderfiization versus traditional values. 
(b) 	language and educational barriers. 

5. International issues 

6. Te-hnical issues 

(a) 	 technical standards. 
(b) compatibility of equipment and software. 
(c) service and maintenance. 

IV. 	 COMPONENTS OF A NATIONAL COMPUTER 
POLICY 

A national computer strategy is neither necessary nor even feasible in 

many developing countries. But there are components of such a strategy 

which will be both possible and desirable. For example, a data strategy 
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which considers existing data resources, identifies data gaps andinstitutionalizes a systematic process of data acquisition, and updatingcould probably save most developing countries considerable amounts of
technical assistance funds now used to re-gather and re-analyse available
but inconveniently located development information. 

Some typical components (or modules) which will help build a 
comprehensive policy are: 
A. Human Resources Development and Education 

(I) 	Primary and secondary schools. 
(2) Technical and trade schools. 
(3) Universities and research institutions. 
(4) 	On-the-job training.
(5) Foreign assistance. 

B. 	 Institution Building 

C. 	Data Strategy 

D. 	Applications Strategy 
(I) 	Drawing on sectoral strategies. 
(2) 	"Free-standing". 

E. 	Effects of Computer Sector Strategy on Other Sectoral 
Strategies 

For example, as a microprocessor based energy conservation strategy
becomes technically feasible, it may influence industrial sector 
strategy. 

F. 	Legal and Regulatory Regime 
(1) Technical standards. 
(2) 	 Regulation of related technology applications (e.g.,

communication and electric power).
(3) 	Transnational data movement policy.
(4) 	 Privacy and rights relating to data and software. 
(5) 	Teaching standards. 

G. 	 Public Sector Computerization Strategy 

V. TOOLS TO IMPLEMENT COMPUTER POLICY 
The "tool kit" for practical computer policy implementation isconsiderable. The following is a preliminary list of possibilities available. 



A. Indicative Planning 

B. Direct Investment 
(I)Government procurement policy. 
(2) Training programmes. 
(3) Development programmes, 

C. Institutional Development 
(I) Information Services. 
(2) Technical programmes. 
(3) Extension services. 
(4) National Council on Computer Policy. 
(5) Institute of Computer Technology. 
(6) Regional computer technology centres. 
(7) Universities. 

D. Encouraging Foreign Involvement 
(I) Development agreements with multinationals. 
(2) Trading companies. 
(3) Joint ventures. 
(4) Incentives. 
(5) Taxation. 

E. Incentives and Economic Environment 
(I) Incentives. 
(2) Taxation. 
(3) General Investment climate. 
(4) Preferential foreign exchange availability. 
(5) Private technology centres. 
(6) Profit repatriation control. 
(7) Foreign exchange control. 
(8) Local consultants. 

F. Regulation 
(I) Administrative regulation. 
(2) Bureau of standards. 
(3) Compatibility requirements. 
(4) Restrictive computer industry standards. 
(5) Direct regulation. 
(6) Import restrictions. 
(7) Investment control. 
(8) Computer industry standards. 
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VI. 	 BROAD COMPUTER DEVELOPMENT PATHS 
AND PHILOSOPHIES 

A. Complete Laissez-Faire. 

B. 	 Free Market Driven, Government Encouragement through 
Training, Procurement, etc. 

C. 	Government Driven Access and Applications Controlled. 
D. 	Large Organisation Driven (essentially as consequence of pricing 

the technology at a level where only big organizations can buy in). 
E. 	Security Oriented, State Controlled. 
F. 	Sector or Industry Focused (i.e., encourage computer sector or 

important computer using sectors as leaders, rather than 
attempting balanced growth). 

G. Relieving Bottlenecks (by assuring that lack of weaknesses in 
computer services does not become a serious constraint on other 
sectors).
 

H. View Computer Technology as a Cultural Artifact (rather than as 
a producer or consumer good, thus implying general 
encouragement or discouragement, without regard to immediate 
economic consequences. 

VII. 	THE STEPS TOWARDS COMPUTER POLICY 
FORMULATION AND IMPLEMENTATION 

A. Assessment 
(I) 	data gathering. 
(2) developing analytical tools and models. 
(3) defining policy objectives. 

B. Strategy Formulation 

C. 	 Implementation 

D. 	 Institutional Framework and Organization 

VIII. 	CASE STUDY: PRELIMINARY COMPUTER POLICY 
DEVELOPMENT IN SRI LANKA 

We describe below, the initial steps taken by a low-income developing 
country like Sri Lanka, towards developing a coherent computer policy
and institutional framework. 
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As a developing country, Sri Lanka must seek to rationally and 

efficiently allocate scarce financial and manpower resources, so that 

these new technologies may be harnessed to maximize socio-economic 

development. At the request of President Jayewardene, the Natural 

Resources, Energy and Science Authorities (NARESA) set up the 

National Computer Policy Committee (COMPOL) in November 1982 

to formultie policy guidelines and recommend a practical framework 

and action programme for implementing such policies. The Committee's 

April 1983 report was accepted by the government, including its 

principal recommendation to "-ate a national level advisory body on 

computers, functioning direc under the President. This 10 member 

Computer and Information Technology Council (CINTEC) was set up 

in May 1984 to advise the government in formulating, co-ordinating and 

implementing policy. 

CINTEC provides a guiding framework within which the Sri Lankan 

public and private sector institutions in the computer field can develop 

and interact fruitfully, without unnecessary duplication, wastage of 

scarce resources, and policy conflicts. The emphasis is on promotion, 

encouragement and co-ordination, rather than on control and regulation 

that can stifle initiative in this rapidly progressing field. 

The use of computers in Sri Lanka is in its infancy, both in terms of 

the number of systems installed, and their level of sophistication. 

However, the establishment of CINTEC is based on the conviction that 

given the support and guidance of the government, and a commitment of 

resources that will be very modest in terms of our overall national 

investment programme. the resulting development in computers and 

information technology will bring about fundamental improvements in 

our lifestyles and contribute significantly not only towards material 

progress but also to socio-political development and national 
cohesiveness. 

CINTEC hopes to play the leading role in co-ordinating and guiding a 

susiained and systematic national effort necessary to bring about this 

scenario. Clearly, such an effort will require several essential 

prerequisites, including the systematic definition of national objectives, 
policy guidelines and an organizational framework for implementation. 

A. National Computer Policy Objectives 
The following broad national computer policy objectives were identified 

in the National Computer Policy Committee's report of April 1983, and 

subsequently approved by the government. 

(a) Harness computer technology in all its aspects, for the benefit of 

the people of Sri Lanka, and to further the socio-economic 
development of the nation. 
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(b) Promote and guide the development of computer-related 
resources and their application, to anticipate and meet the future 
needs of the national economy. 

(c) Enhance and supplement manpower resources and increase the
efficiency and productivity of management and workers at all 
possible levels. 

(d) Improve the quality of life of the people of Sri Lanka, including
the job satisfaction and working conditions of employees. 

(e) Increase the flexibility and dynamism of Sri Lankan society to
enable it to successfully meet the challenges of the future, arising
from the ever-increasing pace of worldwide scientific and 
technological advances. 

Let us examine the rationale underlying these objectives. 
The first objective is intended to clearly establish that computer

technology in all its aspects should be treated like any other instrument
of Government policy, to improve the well being of the people of Sri
Lanka and contribute to the national socio-economic development effort. 

The second objective is somewhat more specific, and seeks to 
encourage planning and systematic analysis of the national needs for 
computers and computer-related resources. Once these requirements are
established, it would be possible to meet them, so that economic growth
and prosperity would not be hindered due to the lack of this vital element 
of modern infrastructure. 

Objective three relates to sensitive issues of computerisation and
automation in the context of a labour-surplus developing country such as
Sri Lanka. It is important to recognise the role of the computer as an
instrument which substitutes for,'and enhances manpower at the skilled 
level where i. is most scarce, rather than one that displaces surplus
unskilled labour. A properly designed computer policy will create many
 
new 
jobs, while enhancing the efficiency and productivity of
 
management and workers at all levels.
 

The fourth objective is aimed at improving the quality of life of the
people of Sri Lanka and eliminating drudgery both at home and in the
work-place. The advent of relatively inexpensive and versatile 
microcomputers will revolutionize lifestyles and working habits over the 
next few decades, because of the greater flexibility provided by the new 
computer technology, e.g., the lives of Sri Lankans can be significantly
improved by providing access to large amounts of information, and by
improving communication. 
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The fifth objective is a general one. It recognizes the fact that for its 
long-run viability, any nation or society must be sufficiently resilient and 
dynamic to successfully meet the challenges of the future. This is 
particularly relevant to a small country like Sri Lanka, which has, from 
historical times, prided itself on its ability to utilize and innovatively 
incorporate into its own cultural framework, the most valuable elements 
of ideas and technologies brought in from different parts of the world. 

B. Policy Guidelines 
The following is an initial set of national policy guidelines that will be 
appropriately revised an.. updated in the future, on a regular basis : 

(a) Acquisition. - Potential users should be encouraged to treat the 
acquisition of a computer and/or related items as any other 
investment, including clearcut identification of computer needs 
and technical, economic and financial evaluation of the project. 
Government imposed regulations, rules, or financial disincentives, 
that would restrict or delay purchasing of computers and related 
items should be minimized wherever possible. 

(b) Utilization andAccess. - Sharing of computer hardware, software 
and data resources should be promoted. Computer installations 
should be fully utilized by permitting access to users during as 
many hours of the day as possible. However, it would be 
undesirable and impracticable for the government to attempt to 
compel owners of computer facilities to share their resources. 
Interchange of information regarding computer hardware and 
software resources available among different users should be 
promoted. 

(c) 	Computer Education, Public Sector Applications, Computer 
Literacy and Appreciation of the Potentialof Computers.- The 
Government should take immediate steps to improve 
computer-related skills and promote their application as widely as 
possible, especially in the following areas : scientific analysis, 
higher education, industry, business and financial management, 
and schools. The establishment of standards for computer 
education should also have high priority. Particular attention 
should be paid to identifying and encouraging the application of 
computers in the public sector. Efforts should be made, as soon as 
possible, to ensure adequate financial incentives and job 
satisfaction, in order to attract and retain the services of computer 
personnel in Sri Lanka. Computer literacy and appreciation of the 
potential of computers among the general public should be 
increased.
 

5
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(d) 	 Self-reliance and Export of Computer Services. - Efforts should 
be made to make the country-as self-reliant as possible in 
computer skills, establish a sound indigenous capability to 
evaluate and acquire foreign computer technology when 
necessary, and also export computer services (both software and 
hardware, especially assembled products). 

(e) 	Computer-related Infrastructure and Legal Environment.-The 
Government should give high priority to improve infrastructural 
facilities that are essential for developing computer use in Sri 
Lanka, including : local and ov :rseas telecommunication services 
and the electricity supply. An adequate legal environment should 
also be created which recognizes the role of computers as well as 
their impact on society. 

(f) OtherAreasRelated to Computers. -Developments in areas related 
to computers such as satellite communications, other 
telecommunications and robotics should be closely monitored and 
adapted for application in Sri Lanka whenever appropriate, by 
both the Government and other interested groups. 

C. 	Computer Development Scenario 

Let us examine below, a desirable and practically achievable scenario for 
computer development in Sri Lanka. 

In the shortrun (2 to 3 years), we may expect progressive gains in 
productive efficiency of private and especially public sector 
organizations, through the use of computers. Improving the quality of 
high level decision-making where management skills are scarce, will help 
create more jobs at lower levels rather than making workers redundant. 
Working level, operational efficiency and quality of work will also 
improve. Better application of computers to science and technology will 
enable the intellectual community to enhance their contribution to 
national development. The initiation of a major effort in computer 
education, encompassing schools, universities, industry and commerce, 
and the general public, is already underway. 

The medium-term (5 to 10 years) is likely to lead to the development 
of Sri Lanka as an Asian Service Centre for computerised international 
banking and trade. Our assets include the attractive economic policies of 
the government and stable climate for investment, convenient geographic 
location, highly educated manpower base, and acceptability among-all 
countries in the region. In this time frame, we also expect the 
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development of more decentralized domestic institutions, to meet the 

needs of administration, finance, production, and exchange of goods and 

services. The use of computers will significantly improve the flexibility of 

citizens to make use of their skills and talents. This will provide an 

additional impetus for entrepreneurial activities more in keeping with 

national character and temperament. Export of computer software and 

hardware as well as programmers and analysts provide encouraging 
prospects. By this time, carefully nurtured centres of excellence will be 

making significant contributions. 

In the longrun, towards the turn of the century, we should aim for a 
systematic transformation of the economy. Sri Lanka can move rapidly 
from the agricultural to the services - oriented stage of economic 
development ; while avoiding some of the worst aspects of the 

1
intermediate heavy industrial stage like environmental,,, poution, urban 
slums, etc. We can concentrate on industries that are 

asknowledge-intensive and efficient in the use of scarce resources such 
capital, skilled manpower, land and energy. It will also be possible to 
avoid investments in industries where future developments worldwide, 
especially in robotics, are likely to erode the advantages of our low-cost 
labour. 

The first and second.generation of computers built from vacuum tubes 
and transistors respectively, have already passed us by. The 
industrialized world is presently well into the third generation of 

computers which started with integrated circuits, and is now 
characterised by large scale integration (LSI) techniques. We are soon 

anticipating the move towards the fourth generation that will utilize very 
large scale integration (VLSI). Sri Lanka will have about one decade, 

i.e., 1985 to 1995, to catch up with these developments and prepare for 
the fifth computer generation expected in the mid-1990's. Although 
,p;nions vary, enthusiasts and experts claim that these machines will 
process knowledge in a quasi-intelligent way, rather than processing data 

mechanically- like existing computers. Since costs will fall, unlike in 
most industrial activities requiring machinery imports, Sri Lanka and 

other developing countries must seek to develop the manpower base to 
take 	advantage of these advances. 

D. 	 Organization of the Computer Sector and Policy 

Implementation 

The organization of the computer sector in Sri Lanka is indicated in 
Figure I. 



FIGURE I. ROLE OF CINTEC IN THE COMPUTER SECTOR IN SRI LANKA 
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CINTEC has a Central Computer Secretariat (CECSEC) to service 
its needs and those of the sector. Permanent committees of CINTEC 
have been established on: (a) Computer Education (b) Computer 
Applications in the Public Sector; and (c) Telecommunications and 
Data Transmission ; to advise on and promote activities in these areas. 
These Committees will ensure close collaboration with the Ministries of 
Higher Education and Education, Posts and Telecommunications, and 
Industries and Scientific Affairs, the National Resources, Energy and 
Science Authority, as well as other concerned government institutions. 

The growth and development of several Centres of Excellence, 
identified in the first instance as, the Arthur Clarke Centre, the 
Universities of Colombo, Moratuwa and Peradeniya, and the National 
Institute of Business Management, are being supported. CINTEC has 
also established channels of communication with, and is drawing on the 
contributions of the Computer Society of Sri Lanka, and other private 
special interest groups and companies. Such non-governmental bodies 
will have a key role to lay in assisting CINTEC within the 
decentralized framework envisaged, especially in areas such as : 

(a) 	 establishing and maintaining a code of conduct for computer 
professionals ; 

(b) 	maintaining the standards of computer education among private 
organiiiations ; 

(c) 	providing a regular forum for exchanging ideas, and disseminating 
in Sri Lanka, the latest information on computers ; and 

(d) 	helping to ensure the integrity and security of data in computer 
installations, and to prevent abuse of privacy. 

One of the first items on CINTEC's work programme has been the 
organizing of several regional/international workshops on the latest 
applications of computers in science, technology and business. Leading 
foreign and local experts have been invited to lecture and demonstrate, 
thus enabling a large number of Sri Lankan participants to obtain 
valuable up-to-date training and skills in these areas. Specific studies 
concerning the scope of application and impact of computers in different 
sectors are also being initiated. Other organizations will be encouraged 
to assist in these efforts. 
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I. INTRODUCTION 

We are revolutionaries, whether we wish to be or not. In my 

anthropological judgment, the information revolution on which we have 

now embarked is the third fundamental revolution in the human 

culture-building trajectory since mankind became truly sapient. The 
infor-t;n r,,,ltinn - int-hirling rmnittrq televnnferencino. remote 

sensing, satellite communication, fiber-optic communication, robotics, 

and the merging of computaional and video capabilities - will some day 

be seen by historians as having been as fundamental in its human impact 

as the two great convulsions that preceded it, namely the agricultural 

and the industrial revolutions. 

As to just how revolutionary the computer part of the information 

revolution is, we may ponder on the words of the late behavioural and 

computer scientist Christopher Evans : 

-Suppose for a moment*that the automobile industry had developed 

at the same rate as computers and over the same period (since World 

War I!). How much cheaper and more efficient would the current 

models be ? .... Today you would be able to buy a Rolls-Royce for 

S 2.75, it would do three million miles to a gallon, and it would deliver 

enough power to drive the Queen Elizabeth II. And if you were 

interested in miniaturization, you could place half a dozen of them on 

a pinhead (1979). 
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The agricultural revolution took millenia to achieve true global 
impact, and the industrial revolution, almost two centuries. The 
information revolution, now barely a generation old, is moving at an 
unbelievably faster pace. The microcomputer exemplifies this, and 
again, a quote from Evans is instructive : 

"Very small computers have enormous advantages : firstly, because 
they consume minute amounts of power; secondly, because they are 
very cheap ; and thirdly, because they are extremely portable and can 
therefore be put to use in all kinds of different places. Indeed, we are 
shortly moving into the phase where computers will become one of tl,. 
cheapest pieces of technology on earth, cheaper than TV sets (they
already are), cheaper than portable typewriters, cheaper even than 
transistor radios. They will also, for exactly the same reasons, become 
the most common pieces of technology in the world, and the most 

"useful (1979). 

Evans published these words five years ago, and in the historical reality 
that has ensued since then, I see no major evidence to contradict his 
projections. 

All this points to a vital aspect of the overall information revolution, 
namely that its pace is so rapid that people can see its effects on their 
lives from year to year, and often from month to month ; people are thus 
aware in general terms, that their lives are being revolutionized. This 
very awareness is an immensely valuable fact of life, for it means that 
people have a cognitive base upon which to conceive and design action 
aimed at realizing sonic of the benefits that the revolution has to offer, 
and at fending off sonic of its destructiveness. While the revolution is. in 
my judgment, inexorable, its exact shape and impact on human 
well-being are far from fore-ordained. The revolution can, to some 
considerable extent, be deliberately shaped in such a way as to actively 
serve human well-being. 

Another unusual aspect of the information revolution is that, it 
provides powerful tools which people may use in this shaping process, in 
projecting and modelling the human consequences of a variety of 
alternative potential shaping decisions. Note that I am not saying that 
the computer is in itself adequate for this purpose, but simply that it is a 
wonderfully useful tool when properly used. 

Another exciting, and highly democratic, aspect of the revolution is 
that microcomputers will soon be available in cheap enough form so that 
local villages, local associations, firms, families, and individuals will be 
newly empowered to take at least somewhat greater charge of their own 
destinies. With proper leadership, the information revolution can have a 
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definite autonomizing, pluralizing, and freedom-enhancing effect. It can 
be the efficient cause for the creation, in a hundred different cultural 
forms, of yeoman computer-workers "vaguely reminiscent of Thomas 
Jefferson's ideal of the -yeoman farmer ", who not only cherishes his 
freedom but employs it creatively. 

II. 	 THE CRUCIAL NEED FOR ANTICIPATORY 
LEARNING 

All of these new opportunities for people to participate in processes 
aimed at promoting development, however, are threatened by the speed 
at which this revolution is moving. Pcolle require time to adjust and to 
learn. They can spend their time struggling frantically to adjust to 
changes that are already in place, or they can spend some of their time 
in anticipatory learning to get ready for change that has not yet taken 
place but is likely to. The greater the speed of technological change, the 
greater the importance of anticipatory learning. 

To appreciate the profundity of anticipation needed, I have found the 
recent work of the computer scientist-educator Raj Reddy quite helpful. 
Reddy has looked carefully at trends towards the production of 
computers with increased capacity, over the past 15 years or so, and has 
concluded that in general, the actual growth rate has been substantially 
greater than that which members of the computer profession itself 
projected. In other words, despite their enthusiasm and expertise. 
computer specialists were consistently under-projecting this rate of 
growth. 

What about the next five years '?Reddy's own projection jars human 
credulity: by 1990 one will be able to purchase. for less than $ 100, a 
microcomputer with the capacity of today's giant Cray computer: "a 
100 MIPS (million instructions per second) processor: a million 
characters of random access memory and four million characters of 
program (read only) memory " (1983). 

If technologists themselves have generally failed to anticipate 
adequately the pace even of technological development (leaving aside the 
economic, political, and socio-cultural changes that are likely to follow), 
it is hard to imagine that non-technologists, such as myself, are likely to 
do a very good job of anticipation. And yet, the need for anticipation is 
critical. The crisis of tile information age is in substantial part a crisis in 
anticipatory capacity. All of us. technologists and otherwise, need to 
work to develop our anticipatory skills. This Symposium is a fine 
opportunity to do just this. 
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III. OBSTACLES TO EFFECTIVE ANTICIPATION 
I am aware of three major obstacles in my own effectiveness as an 
anticipator, namely egocentrism, ethnocentrism and tempocentrism. Let 
me explain briefly. 

A. Egocentrism 
For the past twenty-five years, the computer has been good to me. I 
was an -early adopter" among members of my profession, and, without 
going into detail, let it just be said that the computer has definitely
helped my career. For this reason, I probably hold an unconscious bias in 
favour of the use of computers by people in general, and possess certain
blind spots with respect to the harm that could result if computers, and 
computer-mediated design and action processes, are imposed on people
without their informed and anticipatory consent, or without appropriate
planning and preparation. 

The picture becomes further complicated by the fact that I myself can 
make all sorts of decisions in my own interest, which, as a matter beyond 
my control, have a negative impact upon others. To take a common and 
homely example, my livelihood depends substantially on my productivity 
as a writer, and my life as a writer has been delightfully - indeed, almost 
magically - revolutionized by the word processor. I became an eager
adopter, without giving the slightest thought to the economic analyses
which I had read, which projected convincingly that the mass adoption of 
word processors will almost certainly throw hundreds of thousands,
 
perhaps millions, of American sectetaries out of work, at least in the
short or middle term. I have tended to avoid the inconvenient ethical
 
chore of thinking about this looming human tragedy. As an ordinary
working man trying to make a living, I just don't have the psychic energy 
or the motivation to think, very long or very searchingly, about such 
matters. A' a future - oriented social scientist, however, I must try to do 
just this. 

B. Ethnocentrism 
I live near, and partially in, the sub-culture of Silicon Valley,
California. Everywhere around me, people talk computers, use 
computers, and get rich by developing new computer devices and 
applications. Historically, I live in the midst of the Second Californian 
Gold Rush. Frankly, I enjoy this heady, creative, atmosphere and draw 
nourishment and excitement from it. The power that the computer gives 
to man to solve'problems is thrilling. 
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But ethnocentrism can blind one. For example, while living in Vienna 

recently I was surprised to discover that many of the smaller stores in our 
or electronicfamily's neighbourhood, far from using computers 


calculators, did not even use cash registers to add up the customer's bill.
 

How, I wondered, could such an anachronism be allowed to persist - in
 

what is, by reputation, one of the world's modern social systems? Later, I
 

came to see that there were good functional explanations for this strange
 

cultural practice. The Austrian clerks were, to begin with, very skilled in
 

adding long columns of figures, and many of them were probably
 

somewhat proud of their skills. Moreover, there seemed to be a pleasant
 

ritual aspect to the entire transaction ; it was part of a friendly overall
 
"auf wiedersehen" between clerk and customer - and in many Viennese
 

clerk might have been serving the sameneighbourhoods, the same 
customer for decades. Aside from the broad cultural aspect, there was, of 

course, the strictly economic. Too many machines, introduced too 

abruptly, would displace workers and cause both individual hardship and 

a drain on the national welfare budget. 

The Austrians are, I feel, an unusually enlightened people whose 

political culture is based on the premise that technology must be chosen, 

that harmful technology must be exchlided or controlled, and that the 

bottom line is that technology must serve people rather than just profits. 

The system is significantly profit-driven, but it is also equity-driven. In 

the Austrian political culture, there is a careful balance between freedom 
is maintained by patient, exhaustive,and equity, and this balance 

aanticipatory dialogue among representatives of all parties who have 

interest in a given social decision, through a remarkablelegitimate 
institution called "Socia! Partnership". In respects like this, Austria 

might be called a bit less 'modern" than some other nations - but it is 

certainly more than a bit more i:uly developed. We could all learn from 

the Austrians. 

C. Tempocentrism 
Just as ethnocentrism refers to my inability to comprehend a feature 

of a cultural system other than my own, tempocentrism refers to my 

inability to comprehend a differing featuie of my own cultural system or 

at some point in the future.environment as this might or could exist 

While it is true that man is a uniquely future-attending animal, it also 

that most human attention focused on the futureseems to be true 
bias. General Maginot was doubtless ansuffers from tempocentric 


intelligent and capable officer, but his tempocentrism did France in.
 

Tempocentrism is rampant today in America on the subject of, among
 

many others, acid rain.
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Tempocentrism is not only an obstacle to perceive impending disaster.
Equally important from our point of view, it can be an toobstacle
perceiving positive opportunity. The educator, for example, who rightly
decries the paucity of really good courseware today, in my opinion
under-rates the probability of the emergence of rapidly evolving software
generation systems to produce good courseware within several years, at
least in certain areas of subject matter. Or, to return to the Austrianexample, I might do a good job of overcoming my ethnocentric blinders
with respect to the store clerks who still add columns of figures
manually, yet do a bad job of visualizing how, and how quickly, such asituation might change. Already, in the larger supermarkets, those
numbers are being added mechanically - presumably because SocialPartnership has yielded agreements as to how to accomplish this without 
creating unemployment. 

Egocentrism, ethnocentrism, tempocentrism - I readily confess tocommitting all three of them every day of my life. All three are very
human qualities. All three have their positive functions : they help us get
on with the day's work without undue anxiety. We all suffer from all
three, but efforts should be made to control them and limit them,especially when, as in the present Symposium, we are thinking not only
individually but socially, with reference to a revolution that is inherently
difficult to foresee, and which could result not on!y in great
developmental benefits but also great human damage. 

IV. MAKING THE MICROCOMPUTER SERVE TRUE 
DEVELOPMENT
 

I turn now specifically 
 to the problem of how to make microcomputers 
serve true development. I will not attempt to say much about Sri Lanka 
itself, because this is my first visit here. However, some of my remarks 
might have some relevance to this green and pleasant land, due to the
fact that I have spent several years in another Theravada Buddhist
 
nation, Thailand, living in villages, working in development projects, and
 
doing research on religion. My remarks will also reflect a study of
 
several other Asian languages and cultures, and experience over the past

twenty years working with 
 Third World doctoral candidates at the 
Stanford International Development Education Center. 

True development implies that people are enhanced in their ability to 
lead full and good lives, and that they themselves know that they are
enhanced. What constitutes the full and good life is a matter that varies 
from culture to culture. This immediately raises two serious problems. 
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Firstly. those who make decisions about introducing microcomputers 

will often be from cultures or sub-cultures different from those whose 
lives are supposed to be enhanced. Later, even if the innovation is 

considered technically "successful" the success might be so defineable 
only in the innovator's terms. Or. both sides might agree that the 

immediate goal of the innovation was successful, but the secondary 
be. in terms of the values of the receiving populace,effects might 

supposedundesirable. Such so-called "success" might leave the 
beneficiaries worse off than before, by their own values. 

Secondly. the innovation might produce primary and secondary results 
that are successful in terms of the values of both innovators and 
receivers. yet benefit only some receivers, leaving others no better off, or 

wkorse off. than before. The lesson of the "Green Revolution" iseven 
already better offrelevant here. It tended to benefit farmers who were 

and could hence alford the fertilizer and other inputs. Poor farmers 
became relatively poorer. 

One great lesson to be learned from over three decades of experience 
bein technical assistance is that problems of the above two types can 

minimized if the innovators have the patience and the skill to confer with 

those who are to receive the developmental input. Informed, anticipatory 
consent is tile best kind of consent. It isnot only ethically sounder, it also 

works better. But the problem, of course, is that it often requires great 

patience and time. to provide the information that makes tile consent 
truly inlformed and anticipatory. 

With all the above considerations in mind, I'd like to leave with you 

the following concrete policy concerns. There are no easy answers, 'out 

the questions might help to focus on our deliberations. 

A. Dependency
 
Granted that the technologically developed world must, at this stage of 

history. be the provider of much of the total supply of microcomputer 
technology; can we conceive and design ways in which such technology, 
once provided, will reduce, rather than encourage, technological and 
hence other forms of dependency on the economically advanced nations ? 

Microelectronics must be used to enhance autonomy, not domination. 

B. Cultural Distortion 
Experience to date with imported computer games, to cite but one area, 

suggests that some of them can be highly culturally distorting when used 

by people in the Third World, especially young people. The government 
of Singapore, among others, has responded to this problem simply by 

banning computer game arcades. That isone possible solution. However, 
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cultural distortion can occur in vastly more subtle ways, such as through
imported educational courseware rooted in non - articulated cultural
premises that are alien to the local culture, and often destructive. In the 
case of both dependency and distortion, perhaps the most promising
long-range solution lies in the direction of encouraging and supporting 
each Third World nation to develop its own computer games, its own
software, and its own courseware. Such an autonomous approach can be
promoted as a matter of explicit national and international policy. ThirdWorld nations in which, for historical reasons, English iswidely spoken,
would seem to have a built-in advantage in this respect, given the
primacy of English as a language in which computer programs are 
written. 

C. Equity 
No society isperfectly equitable, but true development, by my definition,
involves redressing gross inequities, and moving towards a situation in
which the luxuries of the few will not be predicated upon the denial to 
the many, of the basic necessities of a decent life. The problem of muchWestern-generated technology during the past four decades of technical 
assistance, is that it has been introduced in such a way that the affluent 
get richer and the poor get poorer. 

It is recognized, of course, that development requires that there be
incentives to motivate hard work and frugality, and that an incentive 
system implies some degree of inequality of reward. Inequality of 
rewar, however, need not imply inequity of reward. Can we conceive
and oesign ways of introducing microcomputers so as to promote the 
kind of development that provides incentives for cr,.ative innovation,
while at the same time fostering economic equity ? 

D. Sharing the Pain 
While sharing the spirit of enthusiastic optimism, we must face the fact 
that one of the defining characteristics of any revolution is that lots of
things happen more or less uncontrolledly. The very best of planning and
participation will never be adequate to forestall all difficulties and 
prevent all pain. It seems, for example, impossible for any polity,
however centralized or however capable, to prevent many millions of
draftsmen, clerks and secretaries around the world from being thrown 
out of work by the computer, at least in the short term. However, polities
will doubtless vary enormously in the degree of responsibility they show 
towards those who are unemployed. Subsistence support and
occupational retraining will certainly help ease the pain, and this should
be part of every major plan for the governmental encouragement of the 
use of microcomputers in development. 
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V. THE NEED TO MOVE AHEAD 
While enjoying the exciting prospects, we must ensure that the 
awareness of danger will never be totally missing, and that the historical 
necessity of a positive anticipatory stance will constantly be part of our 
consciousness. We have no other choice, for the revolution has begun. It 
cannot be stopped, but it can be steered and shaped. Let us try, in honest 
dialogue, to conc'.ive and design microcomputer applications that will do 
just that. 

The three areas -energy, agriculture, and health have been 
thoughtfully chosen by our conference organizers as areas immediately 
susceptible to the practical and beneficial application of 
microcomputers. In each of these areas, the human need is great, and 
often urgent. And as we proceed, let us do so in a spirit congenial to that 
of Theravada Buddhism, guided by loving kindness, compassion, 
sympathetic joy, and equanimity - for it is that spirit that gives the 
stamp of authenticity to true development. 
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I. INTRODUCTION 
This paper will lay out a framework for organizing the various policy 

issues on "Microcomputers for Development", as well as an inventory of 

the issues that have already emerged. This agenda will be revised and 

enlarged as we proceed. In that light, we should consider this paper as 

only the initial point of departure. 

Before we consider the substance Lf the policy issues, we should 

consider just what constitutes a "policy" issue. Although there are a 

number of shades of meaning in the term "policy", we require a very 

specific definition to focus our discussion. Therefore, let us consider as 

policy issues those that (I) affect the common welfare ; and (2) require 

action to address them. Furthermore,some form of deliberate common 
policy goes beyond the mere taking of individual actions, in that it 

carries with it the establishment of an underlying principle which will 

guide specific actions. 

A policy issue is normally thought of as a problem to be solved. For 

example, many are concerned that microcomputers may reduce the 

number of jobs in the local economy, or at least in the government 

bureaucracy. However, in addition to problems, policy issues also include 

opr..rtunities that may be created. For example, microcomputers can be 

usea to improve tax collections in local governments, making them less 

dependent on central government funds. 

If we define a policy issue as one bound up with public concern and 

deliberate public action, we should stress that the "right" policy decision 

does not always lead to public intervention. Indeed, microcomputer 

technology has developed largely without public policy intervention. The 

technology has developed so quickly that there has been little time even 

the impact on common welfare, let alone formulateto investigate 

common action.
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Many would say that this benign neglect on the part of the 
government has been a major strength of the microcomputer
phenomenon and responsible for its rapid technical advances. Therefore, 
we must recognize that part of the success of this so-called revolution can 
be traced to an absence of public policy. 

With that general introduction, let us turn to considerations of how to 
organize our discussion of policy issues. We start with an attempt to 
categorize the issues. 

In developing a scheme of categories, we may approach it from one of 
two directions. First of all, we can categorize the issues on the basis of 
the substance of the issue. Alternatively, we may categorize the issues on 
the basis of the level of government which should deal with the issue. 

In terms of substance, the policy issues that have emerged so far would 
seem to fall into four major categories: 
-- control of the technology 
- impact on public welfare
 

technical requirements
 
-institutional support requirements
 

If we categorize policy isgues in terms of who should deal with them, 
we should consider the public - private sector split, as well as the 
different levels at which public action can be taken : local, national, and 
international. Despite the selection of one approach over the other in 
categorizing the issues, we must be concerned both with the substance 
and with the level at which the issue should be addressed. 

For purposes of inventorying policy issues, let us choose to group them 
on substance, using the four categories presented above. The following
sections of this paper describe briefly the issues within each category. 

II. 	CONTROL OF THE TECHNOLOGY 

A. 	 Who Determines the Type of Technology Made 
Available to Developing Countries ? 

This is a very broad issue concerning both the design of the technology as 
well as the flow of technology across national borders. The design 
question centres on finding out the target group of the technology design.
Currently available microcomputer hardware and software have been 
designed primarily for U.S. business and individual consumers. The 
flexibility required to serve these two groups has produced systems that 
are also useful in developing country applications, but that has not been 
the primary consideration. Do current design criteria adequately meet 
the needs of developing country applications ? If not, how uniform are 
those needs and how should they be met ? 
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Control of the flow of technology acrossnational borders is the second 
aspect of this broader control issue. Many countries already control the 
importation of foreign technology. Technology exporting countries may 
also move to restrict the outflow of microcomputer technology, as the 
U.S. Government is now doing on the grounds of protecting national 
security. To what extent are these controls legitimate and effective ? To 
what extent are they harmful to the technical advancement of the 
technology and to the interest of developing countries ? 

B. 	Should Nations Promote the Development of Their Own 
Microcomputer Industries ? 

Certain industries have historically been considered essential to national 
economic or security interests. Should national governments promote the 
microcomputer industry in the same manner and to what extent should 
they, or could they, protect the industry ? Indeed, how does a 
government protect an industry at such an immature stage of 
development, where the direction of the technology is not yet firmly set. 
Would protectionism choke off the inflow of new ideas which seems to be 
critical to the current developzrmnt of the technology ? Furthermore, 
there are many individual components of the microcomputer industry, 
with the production of hardware constituting only one part. What aspect 
of the industry would a nationai government promote and who would 
make that decision ? 

C. 	 Should Standards be Set to Ensure Greater 
Compatibility Among Hardware and Software, and Who 
Should Set the Standards ? 

Many think that market forces are driving the industry to solve this issue 
already. However, should a government adopt import restrictions to 
ensure compatibility ? How important is compatibility and what 
negative impact would such restrictions have ? Finally, what technical 
competence is needed to develop such regulations ? 

D. 	 Who is Allowed Access to Ownership and Usage of 
Microcomputers ? 

Many countries have foreign exchange shortages and policies regulating 
what classes of goods can be imported. In these cases, government 
regulation already determines who can import microcomputer systems 
and who will have access to them. Will usage be restricted to government 
agencies or state companies '?Even within the government, will central 
government agencies continue to maintain central control over data 
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processing, or will microcomputer technology allow decentralization of 
usage ? If the government restricts access to microcomputers, will 
parallel markets emerge selling hardware and software at inflated 
prices ? This would be likely to restrict access to the wealthy and keep
significant local markets from developing. 

E. 	Who Will Control the Flow of Data Within a Country 
and Across National Borders ? 

This issue is closely related to the access issue noted above. 
Microcomputer technology makes the exchange of data very easy and 
cheap. In the U.S., microcomputer users form extensive networks for the 
exchange of information and software, typically violating all manner of 
copyright laws. At the same time, this free flow of information has been 
central to the development of new software and new applications, greatly 
extending the usefulness of the technology. 

III. IMPACT ON WELFARE 

A. 	 Will Microcomputers Displace Labour in Local 
Economies ? 

This issue has both long and short run implications. In the short run, the 
introduction of microcomputer technology is likely to increase job
opportunities, as new types of information processing activities are made 
possible. On the other hand, over the long term, microcomputer
technology, particularly robotics, may have a profound impact on the 
structure of work. Therefore, the critical question may not be one of 
near-term labour displacement as it is of a more fundamental 
transformation of the economy. Bound up with this is the issue of the 
labour wage competitiveness of developing countries in the world 
econonmy, as the field of robotics develops. Can these impacts be foreseen 
with enough clarity to allow policy makers to evaluate them ?Can 
anything be learned from the changing labour structures of the more 
developed countries as they have entered the so-called "information 
age" ? 

irbn -B. 	 What iwIrpac-oi 61iroiozip-t'r iechn6logy, 
on Centralized Authority ? 

As 	noted earlier, microcomputers can extend computerization to lower 
levels of government, businesses and even individuals who have not had 
access to computers before. Since information is power, this represents a 
potential power shift, at least within the government bureaucratic 
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structure. For national governments wishing to decentralize, 
microcomputers provide very useful and powerful tools. However, for 
governments trying to maintain central control, the very nature of the 
technology may serve to undermine tight central control. 

C. 	Are Western' Cultural Biases and Modes of Thought 
Built into Microcomputer Technology and Will This 
Have a Cultural Impact on Non-Western Users ? 

Will there be direct and indirect negative cultural impacts of the 
technology on non-Western cultures ? By direct impact, we mean a shift 
in the manner of thinking of individuals brought about by interacting 
with the machine and software. By indirect cultural impact, we mean 
a shift in cultural values brought about by the use of computer 
technology throughout society. Of course, it will be extremely difficult to 
sort out the impact of microcomputer technology from the impact of 
other forces of modernization. Furthermore, assuming that we can 
pinpoint such impacts, we will still have to judge whether these impacts 
are negative or positive. 

IV. TECHNICAL ISSUES 

A. 	 Is Standardization of Microcomputer Technology 

Necessary or Desirable ? 

This question has already been raised as a "control" issue, but it has 
technical implications as well. Standardization should promote some 
degree of efficiency in setting up maintenance and support systems. It 
allows a smaller foreign exchange outlay for the spare parts and software 
which have to be imported. Secondly, standardization means that users 
within a country will be able better to share information and assistance. 
Working from a common ba:se of experience, these users may even form 
the "critical mass" for launching local computer businesses in 
applications and software development. On the other hand, 
standardization may have drawbacks if the wrong standards are 
imposed. And, in such a rapidly changing industry, premature 
standardization may close off beneficial avenues of development. 

B. 	 The Lack of Maintenance Support is a Serious Limiting 

Factor to Widespread Microcomputer Usage 

The more we rely on microcomputers, particularly for time-sensitive 

data handling, the more we need support systems that can keep them 
running. Currently, in many countries the basic computer hardware may 
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be available but spare parts, inventory and trained technicians g'e largely
unavailable. Until such networks are built up, microcomputer usage willbe severely restricted. What will be necessary to develop such supportnetworks ? What existing government policies foster, or inhibit, such 
development ? 

C. 	 Existing Communication Networks, Particularly,
Telephone Systems, are a Limiting Factor on Expanded 
Microcomputer Usage 

In the west, microcomputers are finding an important role incommunication and data transfer. Indeed, the once distinct fields ofcommunication and computers are merging at the corporate level in theU.S. where the telephone company now sells personal computers andcomputer companies sell phone services. Satellite communication isbringing long distance data transfer closer, making it possible totransmit data from one microcomputer to another located on the other
side of the planet. However, to make use of this potential it requires thecritical link-up over local telephone lines. These local systems currently
represent the weak link in the chain and will serve to limit the
communication potential of microcomputers in the near future. 

D. 	 Erratic Electrical Power Supply is a Key Limiting 
Factor in Microcomputer Usage 

Although there are devices to protect computer systems from powerfluctuations and to provide back-up power supply, this protection can beexpensive. The added cost to overcome erratic power supply cansignificantly reduce the cost competitiveness of microcomputers andgreatly complicate the maintenance support systems. In short,
microcomputers are designed for relatively stable power supplies ; inorder to achieve widespread usage, dependable supply isessential. What 
are the prospects for achieving this ? Will it be necessary to redesign
microcomputer systems to integrate better stand-alone powei supplies in 
direct response to this need ? 

E. 	 The Status of Patents, Copyright and Licensing
Agreements Will Affect the Willingness of 
Microcomputer Firms to do Business in Developing 
Countries 

The development of microcomputers has been almost exclusively aprivate sector venture, responding to market forces. Consequently, thespread of microcomputer technology will depend largely on international 
market forces and the 	business climate within individual countries. 
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While individual governments may enter into special arrangements with 
computer firms, it will be the commercial interests of the firms that 
determine their willingness to participate. At the same time, the growing 
competitiveness in the worldwide microcomputer market is already 
sending computer entrepreneurs overseas in search of new opportunities. 
Will the entrepreneurial nature of microcomputer firms make the 
transfer of this technology different from other technology transfers ? 

V. 	 INSTITUTIONAL REQUIREMENTS 

A. What Is the Appropriate Role of the International Donor 
Agencies Who Are Currently Funding the Purchase of 
Many Microcomputers for Government Agencies ? 

At 	present, much of the importation of microcomputer systems is done 
with donor agency funding. At the same time, these agencies are also 
trying to develop internal policies dealing with the acquisition of 
computer systems. Do these agencies have a useful and legitimate role 
beyond funding hardware acquisition ? 

B. What Should be the Role of A Host Country Government 
in Furthering the Spread of Microcomputers Within the 
Country ? 

Microcomputers require software support and maintenance networks 
as well as user training. Who will meet these needs ? In the U.S., this 
support is provided by the private sector on a strictly remunerative basis. 
The public sector has played a relatively minor direct role, limited to the 
provision of some basic training of students in the public school system. 
However, should a national government decide to support 
microcomputer development, what would be the appropriate role ? To 
some extent, this role would probably mirror existing government roles 
within the national economy. What type of relationship would be 
possible with the private firms who currently control the technology ? 

C. 	 Can Existing Institutions Deal Competently With the 
TecLnical and Policy Issues Raised by the 
Microcomputer Revolution ? 

Almost all countries have organizations mandated to deal with issues 
of science and technology. Are these organizations capable of dealing 
with such a fast moving phenomenon, a phenomenon which does not 
allow us much time for study and reflection ? Some governments are 
tempted to place a moratorium on the acquisition of this technology until 
they can study it more closely. Is this wise, or even possible ? 
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VI. CONCLUSIONS 

These issues outlined above constitute the major policy issues that 
have been raised so far about the use of microcomputers in developing
countries. The list is necessarily an incomplete one as new issues 
continue to emerge. 

Our task now is to decide which of these issues are the most important 
ones and how we should begin to deal with*them. As we begin to rank
them in importance, we should also decide at what level the issue should 
be addressed. In considering the importance of the issues, we should also 
consider whether the issue is time critical. That is, is it important that 
action be taken now rather than later ? Finally, we should keep in mind
that, in some instances, no action may be the appropriate policy decision. 
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1. INTRODUCTION 

There is a worldwide revolution insmall computer technology underway, 

as there is a struggle to find ways to utilize these technological advances 
and social development problems.to help solve agricultural, economic 

The objective of this Symposium is to review the state-of-the-art uses of 
allowmicrocomputers in addressing developing country needs, and to 

to look toward future applications as well as to examineparticipants 
major policy issues important to national governments and international 

donors. 

A. Objectives of the Paper 
the stage to achieveThe primary purpose of this paper is to help set 


the objectives of this Symposium on the part of agriculture and natural
 
by examining the
 resource participants. The paper begins in section 1I 

can be used as tools in solvingquestion of how microcomputers 
a

problefls, and by identifying information system concepts that give 

conceptual framework in which this question can be analysed. In section 

Ill, we then ask the question, -What does recent history and experience 
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for International Development,
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Office of Rural and Institutional Development, Bureau of Science and Technology.
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with computers used in agriculture and natural resources tell us ?"Thisreviews industrial as well as developing countries, because we believe theissue of how to successfully utilize microcomputer technology has a
worldwide and not just a developing country focus. 

In section IV, we conclude the paper with a tentative and admittedlyincomplete list of issues and concerns for the future. The most importantwork to be conducted during this Symposium is to review experiences ofthe participants, and to focus discussion on what these tell us about theissues and concerns of the future. This way we can work towards a morecomplete and final list of prioritized needs that scientists, managers,
national governments and donor agencies can utilize. 

II. 	THE PROBLEMS IN DEVELOPING-COUNTRY 
AGRICULTURE TO BE SOLVED WITH
MICROCOMPUTERS: INFORMATION SYSTEM 
CONCEPTS 

A. 	 Transforming Data into Information 
There are many different types of decision makers in developingcountries who are always looking for new methods to supply them withinformation. These include: biological, technical and social scienceresearchers, extension agents, teachers, marketing and agribusiness firmmanagers, farmers, administrators and policy makers. The types ofdecisions being made are quite different, but it is relatively safe toassume that at some level all of these decision makers are attempting tobring about a more productive and socially beneficial food andagriculture system. Any of the various decisions that have to be made areaffected by the quality and timeliness of supporting information. Gooddecisions are generally based upon good supporting information.

However, information is not a free good. As Davis points out, "Ingeneral, the value of information is the value of the change in decision
behaviour, caused by the information 
 less 	 the cost of information"
(Davis, 1974). In other words, given aset of possible decisions, a decisionmaker will select one on the basis of information at hand. If newinformation causes a different decision to be mad, :;,. ;aue of the nLT,information is the difference in value between the outcome of tile olddecision and that of the new decision less the cost of obtaining the
information. 

It should also be noted that information and data are 	not the same.Davis has defined data as a group of non-random symbols which 
represent quantities, actions, things and so forth. Information isdata that 
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has been processed into a form that is meaningful to the recipient and is 

of real or perceived value in current or perspective decisions. Therefore, 
for data to be useful in decision making purposes it must be processed 

into useful information. Hence, information is data that has been 

evaluated in the context of a specific problem situation (see Figure 1.) 

- OCESSING INFORMATONDATA 


FIGURE 2.TRANSFORMATION OF DATA INTO INFORMATION 

impressionFurthermore, many people operate under the mistaken 

that more data will make them better decision makers. This is true only 

if it can be processed into information. For example, commodity prices 

are only useful to the farmer if he/she is able to convert that data into 
information on which to base marketing decisions. 

makingInformation systems that will truly support needed decision 
must be carefully designed. A comprehensive information system has 

four main components: (I) descriptive information (2) diagnostic 

information (3) predictive informnition , and (4) prescriptive 

information (see Figure 2). 
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FIGURE 3. TYPES OF INFORMATION 

is." A farm accountingDescriptive information describes "what 
system in its initial stage provides descriptive information. It can 

indicate profitability, return on investment, and other financial factors. 

Other sources of descriptive information include commodity price 

reports, livestock and crop records, and weather forecasts. 
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Diagnostic information describes "what is wrong". It reflects a. factvalue conflict. What might be the cause for a low rate of return on the 
investment when compared to other similar operations ? Why was the
price received lower than the average ? Why does variety x perform
poorly so

under minor drought stress ? This diagnostic information is
important because it helps to identify strengths and weaknesses, and 
suggests what should be changed. 

Predictive information discribes "what if" situations. This is the process of looking in to the future. It explores the impact of alternative
proposed changes. Careful generation of predictive information will
greatly enhance the likelihood of success for a business person,
researcher and other types of decision makers. 

Prescriptive information describes "what should be done." It identifies 
a plan for the future which the decision makers will try to implement in
order to improve upon their overall operation. It is the process of making
and carrying out decisions and is based on being fed adequate
information up through the entire decision making process. 

Of course, types of information are influenced by the goals of the

decision maker. For example, in 
 determining diagnostic information

what is "good" or "bad" is partly influenced by the values and

expectations of the researcher, extension agent, or farmer. Likewise, in
looking at predictive information, the alternatives that may be
considered are also influenced by the goals of the decision maker. The
goals of a farm business reflect the basic values of the manager and her
family. They are also influenced by the circumstances (e.g., how "good' 
are my cows, how much credit can I obtain, etc.) facing the farm family. 

From the preceeding discussion, the importance of defining what
information is needed for decision making should be obvious. Once the
needed informati6n has been defined, then the appropriate processing
system and supporting data can be quantified. Tile opposite
approach-collecting data, with no clear indication of what information isneeded, will only result in wasted andhuman monetary resources.
A number of agricultural scientists have pointed out this problem. 

In reviewing problems of implementing farming systems approach
research projects (FSAR) in Eastern and Southern Africa, Norman 
concludes : 

"A major problem of many FSAR projects in terms of producing
useful results is that of -nsuring resource efficient (both in time and 
quantity) methods of collecting the necessary data and the timely
processing of that data in order to provide an input into the next stage ofthe research p-,cess. Methodologies for FSAR type work are still
evolving thus providing potential for substantial disagreements within 
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FSAR teams while the collection-processing link is often poorly 
developed. We have purchased an Apple III microcomputer plus a 
number of software packages in order to try to overcome this problem. 
At the same time we are trying to organize our survey and trial 
instruments in such a way that we can quickly process the results. 
Whether we will succeed in this remains to be seen !" (Norman, 1983). 

Sonka, in a recent book on the selection and use of computers in 
farming in the United States emphasizes that the most important part of 
selecting a farm computer system is defining what that system is going to 
do, and this must begin by asking the question : what items of data and 
information are needed ? He further recommends that farmers think in 
terms of whether acquiring that data and inforr-ation will have a major 
effect on farm profitability, and whether using the computer to process 
and analyse the data will require a substantial change in business 
procedure (Sonka, 1983). These questions help the decision maker 
(farmer) to think in terms of the cost and returns of the data and 
information to be proviled, before worrying about selecting the 
microcomputer hardware to process the data. Figure 3 shows the way 
Sonka contrasts the "typical" and correct approach of selecting a farm 
computer system in the United States. The information system concepts 
implicit in the -correct" approach are relevant and useful for all types of 
developing country decision makers, as well as for farmers in the United 
States.
 

The "typical" approach The correct procedure 

I. Become aware of potential for 1.Identify your farm's 
computer use information needs 

2. Acquire data about alternative 2. Evaluate software available 
brands of computer hardware which fulfils those needs 

3.Decide which brand to select, if 3.Select an appropriate hardware 
any system 

Normal results of using each approach 

I. Confusion about alternative I. Specification of your farm's 
types of computers critical information needs and 

the computer's role in 
satisfying those needs 

2.Limited understanding of the 2. Documented costs of specific 
potential for farm computer use hardware components and 

software packages to be used 
on a 

the decison is made comparison of potential costs 
and benefits of computer use 

3. An uncomfortable feeling when 3. A decision based 

FIGURE 3. THE "TYPICAL" AND THE CORRECT APPROACHES TO 

SELECTING A FARM COMPUTER SYSTEM 

Source: (Sonka, 1983) 
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B. Components of a Computer-Based Information System 
Most workshops and conferences, which have been held to review the 
role of mir- -omputers in agriculture around the world, recommend that
highest priority be given to software development, sharing and 
evaluation. 

If we are to develop improved software for agriculture, what will it
look like ? In answering this question, we should not look at software 
independent of the other major components of a computerized
information system. For the purposes of discussion we identify below five 
basic components of a computerized information system: 

1. Hardware 
2. Software 
3. Supporting databases 
4. The end user's analytical ability
5. The sales, service and training support systems.
 

Each of these will be discussed in greater detail.
 

1. Hardware 
The advances in computer hardware are well known to all of us. Oneanalogy used, compares the average 1948 automobile with the computer
industry. If the automobile advanced at the same pace as the computer
industry, it would be capable of travelling at 500,000 miles per hour, of
getting 150 miles per gallon and it would only cost 1.5 cents. It is
because of these great advances that we now have computer technology
within the affordabh, reach of a significant proportion of the world's 
population. 

Advances in the future are equally promising. Dr. Stephen Knight of
Bell Laboratories in a recent address indicated that by the year 2000, he 
expects to have a memory chip capable of storing 40 million bytes. Other 
pro."'ctions are even more optimistic. In terms of data transmission, the 
technological advances look equally promising. 

In many industrial countries, the hardware scene is moving heavily
towards a hierarchical distributive processing system. There may be
important insights here for developing countries. This approach -uses
different sizes and classes of computers to handle different tasks (see
Figure 4). The largest computers in the system (maxi-computers) are 
used to maintain very large databases, and/or those databases which 
must be shared by the entire user community. They are also used to 
perform large and involved computational tasks. 
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FIGURE 4. HIERARCHICAL-DISTRIBUTIVE PROCESSING SYSTEM 

The next level in the hierarchical system (midicomputer or 
minicomputers) is used to store databases needed by a subset of the 

user community. It is also extensively used for computational purposes. 
The lowest level of the system is the microcomputer. These 
machines are used to store the local databases and supply computational 
power needed for decision making and problem solving at that level. A 
distributive system places processing capabilities and data storage and 
retrieval functions at the appropriate level in such a way that it will 
supply to decision makers the needed information in a cost-effective 

fashion. This approach also suggests that one type of computer, (e.g. 
maxicomputer or microcomputer) is not capable of meeting the entire 

needs of the user community. Thus, any plan for a major computer 
system that proposes to use on!y one type of computer is one that is likely 
to fail. 

The study of the potential role of microcomputrs in developing country 
instatistical offices concludes that they can probably best be used 

combination with other computing equipment, in order to allow access to 

additional resources. 

"These might include things like faster line printers or the greater 
storage capacity commonly found on mainframe computers and 
minicomputers. This observation is based on response from the user 

(National Statistical Offices survey) survey which showed that 
for many applications it is desirable to be able to transfer data from 
one microcomputer to another or to a mainframe computer for 
further processing. This allows the microcomputer to be dedicated 
to a specific task, such as data entry or analysis, instead of forcing it 
to be a general-purpose machine." (Diskin, et al., 1983) 

-7 
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A major component of the hierarchical distributive processing system
is the computer itself. The future of computer technology appears to be 
promising. There are new design techniques which now allow engineers
to connect a greater number of circuits together within a specified
amount of time. An engiieer today is able to make ten times more circuit 
connections than he was ten years earlier. 

However, offsetting this increase in the rate to make circuit 
connections is a decline in the ability of scientists and engineers to densely
pack electronic circuits. There is a theoretical limit on how closely one 
can pack circuits together (e.g., electrons do have mass). Therefore, as 
circuit designs approach this theoretical limit, the rate of change in 
which circuits can be densely packed becomes somewhat slower. 

In the storage area, the videodisk is a new technology that appears to 
have a major economic advantage over current storage technology. It is
capable of packing data 100 times more dense than the current magnetic
media. A doublesided videodisk can hold nearly twenty billion bits of 
data. Furthermore, it can also be mass produced. The chief
disadvantage of the videodisk is that it is not re-usable. Once the data 
has been recorded it remains on the disk and it is not possible to erase it 
and re-use the disk. This non-reusability situation may change in the 
near future. However, this is a disadvantage only if the data changes
rapidly. For storage of historical data (weather data, disease patterns),
its advantages should be obvious. 

Overall, these technological advances mean that the computers at all 
levels of a hierarchical distributive processing system will become more 
powerful and less costly. It is entirely possible that the smallest 
computers in the system within a few years will have more capacity than 
the scientific machines currently found in university. 

For a hierarchical distributive processing system to function, there 
must be a reliable, rapid, efficient and cost-effective communications 
system. With the recent de-regulation of the telephone industry in the 
United States, the world of electronic communications has become even 
more competitive. The future potential for improvements in 
communication systems is rather promising. There are strong indications 
that communications (including voice) between major communication 
points will be done digitally. This movement to digital transmission will 
allow for better utilization of new transmission technologies including
satellites and optical fiber. 

Optic fiber technology is advancing at a rapid rate. Today, it is 
capable of transmitting two billion bytes per second. Repeaters are
needed only every 200 miles. Other advances are taking place in the area 
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of marrying light technology to electronic technology to provide an 
integrated hardware system for rapid transmission of data and 
information. 

Satellite transmission is also advancing rapidly. It is now possible to 
acquire a small (one metre) downlink disk for a few hundred dollars. 
With the emerging competition in the satellite communications area, the 
cost of transmission should also drop significantly. By time-sharing a 
transmission signal, a farmer could receive massive amounts of data, 
which are unique to his particular farm operation, in only a fraction of a 
second. The cost of acquiring this data would be only a small proportion 
of the current cost of receiving similar information through standard 
telephone transmission means or the postal service. 

In some developing countries, linking computers together currently is 
a major problem because of poor communication systems. This problem 
does not diminish the importance of the distribution system concept. It 
only means that alternative methods must be used to link the systems 
together. One approach is to use mass storage media (e.g., discs and 
tape) to move data between systems. In time, the communication 
problem will be solved. 

From this brief review, it is clear that the hardware technology that we 
will have available to us in the future may far exceed our capability to 
use it. And the cost of hardware technology is likely to continue 
decreasing. This is of major significance for developing countries 
because it will allow them, easier access to computer power, and will 
permit greater investments in strengthening the other components of 
computerized information systems. 

2. Software 

Software in today's microcomputer world is one of the major cost 
components. It is highly likely that software costs will exceed the 
hardware costs in many applications in the years ahead. There have been 
major improvements in word processing, electric worksheet and data 
base management programs which give relatively low cost and powerful 
general tools to users in developing countries. However, getting much of 
this software translated into multiple languages still remains to be done. 
At the time of the international conference on Microcomputers for 
International Agricultural Research held at Michigan State University 
(May 1982) there was a concensus that more specialized and relevant 
software was needed to support agricultural researchers, extension 
agents and administrators in developing countries (Weber, et al., 1983). 
While there have been some important software development and 
evaluation efforts for developing country applications (many of these 
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will be reported upon in this Symposium) the general impression is that 
much remains to be done, especially in the application areas of 
agricultural research, extension, teaching and administration. 

A recent study done by Bob Strain, University of Florida, indicates 
that there are literally thousands of programs available for agricultural 
users in the United States (Strain, 1984). However, the use of this 
software has been somewhat limited. Dr. Harlan Hughes, University of
Wyoming, has stated that there are basically four factors that contribute 
to successful agricultural software for the end user. They are (I ) it must 
address a complex problem, (2) it must deal with a problem faced by
decision makers, (3) it is software that has been built by a 
multidisciplinary team and (4) it generally has a support data base.
Most of the agricultural software built to does not havedate these 
characteristics. Indeed, some existing software for microcomputers is
nothing more than "recycled" programmable calculator programs that 
by most definitions were not successful. Therefore, we need to look
beyond the software we have currently developed, and think about 
integrated and useful software for the future. 

3. Supporting Databases 
The supporting databases in most countries (developing as well as 
developed) for agricultural software are inadequate. Many of the 
problems faced by researchers, extension agents, farmers and others 
require data generally not available. This includes data from one's own 
operation as well as external data such as commodity prices and weather 
forecasts. For much of the needed biological and technical research to 
increase agricultural productivity in developing countries, databases donot exist because the on-station and on-farm experimentation necessary 
to generate this data has not been done. In many other cases the existing 
databases are personalized by individual researchers and too frequently
do not become part of the public record. There is always a resource
constraint in starting and maintaining adequate agricultural databases. 

Databases for social scientists working to develop improved
institutions and policies are also lacking. When available, they easilybecome conceptually obsolescent because of rapid structural 
transformation of the agricultural and industrial sectors. Bonnen has 
called this same problem to the attention of agricultural scientists and 
policy makers in the United States : 

"Conceptual obsolescence in data is of two types. It occur notcan 
only because of changes in the organization and nature of the food and 
fiber industry-but also because the agenda of food and fiber policy 
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(public and private) shifts drastically, changing the questions which 
answer. When the questionsthe information system ,is expected to 

change, it is almost always found that the conceptual base of some 

data, especially secondary datum is not a fully appropriate 
new questionsrepresentation and also that some data critical 	to the 

are not even being collected. When normative or positive change 

occurs either in the object being represented by data or in the 

environment of the object, some degree of conceptual obsolescence is 

almost certain to follow" (Bonnen, 1977). 

There are some encouraging signs in the software area that may help 

improve databases. There is a strong interest emerging in the 

agricultural community for the development of integrated and decision 

supporting software. Also, for the management of data there are some 

excellent general purpose software tools available. The new database 

management (DBMS) software make it easier to enter, edit, error check 

and retrieve data. Many of these DBMS's use full, Boolean logic in the 

retrieval process and some are capable of handling hierarchical and 

networked databases. In fact, Duff and Webster have argued that some 
of the areas of greatest potential benefit for microcomputer technology 

in developing countries lie in data collection and summarization, plus 

more immediate access to analytical results (Duff and Webster, 1983). 

They are also quick to point out that most of this potential is unrealized 

because easy-to-use software and apprcpriate training opportunities are 

not yet available. 

In a summary, we are capable of building decision support models and 

information systems that are far beyond the decision makers' ability to 

supply the necessary data that are needed to support these models. 

Unless we work simultaneously to solve the problems in this area it is 

highly unlikely that the sophisticated hardware and software of the 

future will find widespread usefulness in developing countries. 
Furthermore, most of the fundamental causes for inadequate databases 

cannot be solved by magically applying new computer technology but by 

having well-trained people conceptualize, establish and maintain food 

and agriculture system statistical reporting services. 

4. 	 The end user's analytical ability 
are to be successfullyIf microcomputer based information systems 

utilized, the end user's (decision makers) analytical skills need to be 

improved. Several developing country institutions, industrial country 
otheruniversities, international agricultural research centres and 

organizations are already conducting workshops which train end users on 

the fundamentals of the computers. These workshops explain the various 
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hardware components and expose them to the standard set of genera 
purpose software packages such as electronic spreadsheets, databas(
management systems, general financial packages and some offici 
support software (e.g., word processing packages). 

Some workshops have even gone beyond these general applications t(
specific applications software like FARMAP, MSTAT, and MULBUD 
Yet, to effectively use either the general or special purpose ag,'icultural
software, the user must have adequate conceptual skills to understand 
how and why to apply the appropriate software to unique problems. For 
example, if it is an economic problem, the user needs to know whether
capital budgeting, cash flow planning, linear programming, or some 
other analysis technique isappropriate for the prob!em at hand. It's also 
necessary to understand how to use each of these. This will require a 
major educational effort before a large portion of potential users have 
these skills. 

There are examples of individuals and institutions that recognize the 
need for training in the underlying analytic skills, and are doing
something to address these needs. McGrann, et al. (1984) at Texas 
A&M University are spearheading the development and deployment of a 
microcomputer budget management system that will have potential
applications in agricultural research, extension and teaching activities in 
developing as well as developed countries. Recognizing the need for 
underlying analytical skills, tie software development team has written a 
supporti , educational ma'nual with the objective of helping users to 
increase their knowledge of enterprise budgeting and whole-farm 
economic and financial analysis. The team developing MSTAT at 
Michigan State University (a microcomputer package to design, manage
and analyse agricultural experiments) has written a brief statistical 
guide to assist scientists in learning (or relearning) experimental design
and statistical analysis techniques utilized in MSTAT. One agricultural 
scientist has observed that in Bolivia agricultural researchers themselves 
began to appreciate their analytical weaknessses when using 
microcomputer hardware and software to analyse experiments. 

"The first reaction isone of surprise at completing so much work in 
such ashort time. There is then a bit of dismay at the large amount of 
paper generated. This is followed by a rather detailed interpretation of 
the data. At this point, there is usually a large demand for statistical 
counselling. Although the results are in standard form, find thatwe 
most technicians have never understood statistics. With the 
introduction of a new method of calculation, they feel free to express 
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their doubts. Researchers who have been doing their own calculations 
for years now ask questions like "What does the Fvalue mean ?"or "If 
it's significant, what do I do ?"(Stilwell, et al., 1983) 

ie goes on to point out that important "teachable moments" are created 
when using the micro, and that statistical consulting as well as good 
teaching materials should be developed in order to help scientists really 
capture the potential of this new technology. 

Such insights into the complex problems of developing and utilizing 
improved information systems stand in stark contrast to computer 
enthusiasts who too easily let their fascination for fancy hardware and 
software cloud reality, especially in developing country settings where so 
many of the basic components of improved information systems are 
fragile. For example, Berge (1984) predicts that because of 
microcomputer hardware and software. "Development programmes and 
projects will be capable of pursuing more complex objectives based on 
their enhanced ability to handle more complex situations. For example, 
instead of agricultural development, a more elicompassing rural 

dceelopment prograimme will be feasible." This is an oversimplification 
,tnd unrcalistic role for computer technology. Even if we knew how to 
%Tccivcl% promote rural development (which we really don't), it's 
doubtf ul hether computers could play nore than a minor supporting 
role in ma naging and facilitating this process. 

Enthusiasm for the potential of microcomputer technology can too 

easily cloud the vision of the fundamental need to first, or at least 

simultancously, expand the analytical capability of' decision makers 

when Berge concludes that : 
"'Theexciting part is that this new (integrated and 'smart') software 

expands the areas of work the microcomputer can do to operations 
that generally have been considered too difficult or time-consuming 
for the manager. This includes project scheduling, resource allocation, 
fund accounting. project accounting and decision analysis. Such 
sophisticated operations as cost-benefit analyses, financial projections, 
food policy modelling, cattle herd optimization and general farm 
management programmes can no\%, be done by managers with little 
previous experience in these "speciality" areas" (Berge, 1984). 

Finally. it should be noted that wliile microcomputers can be fun to 

%%ork withIi. they are not likely to change the basic motivation of some, if 

not. many users. If a researcher or farm manager currently has a strong 
dislike for record keeping and detailed analysis of problems, it is unlikely. 
the computer will elininate this dislike. It is not difficult to find farm 
and agribusiness managers that hope for a computer that will somehow 
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"suck up" their bills and receipts, and subsequently write the cheques
and prepare the appropriate financial and tax statements automatically
for them. The end user's expectations of the computer must go beyond
the belief that it will free them of all paper work and hard analytical
thinking if computer based information systems of the future are to find 
widespread acceptance in developing countries. 

S. Sales, service and training support system 
If decision makers are going to make effective use of a computer system,
they need an adequate technology and software support system to assist 
them. The support system for microcomputers in developing countries is 
changing and improving rapidly in almost all countries, with some 
making outstanding progress. Yet, considerable progress is also 
necessary to provide the type of consistent and quality repair training
and sales information which widespread use of micro equipment 
requires. 

Berge (1984) reports that Tanzania had only two microcomputers in 
1982 but that now it has over 50, doing development related work.
Likewise, Niger had only one in 1982 but has over 75 today. These are 
examples of rapid change. Most participants at the MSU and 
USDA/OICD workshops in 1982 had experienced major problems in 
getting equipment serviced locally. It will be interesting to hear reports 
on service capabilities during this Symposium and from the recent 
workshop held at the International Rice Research Institute (IRRI). The 
general expectation is that commercial sales and services have expanded, 
but that considerable variation in quality of service exists. This situation 
is still true in the United States %%,here the growth rate of sales and 
service outlets has been very rapid, and the availability of specialized 
knowledge about agricultural software and hardware is even more 
scarce. As a rule, farmers, agricultural scientists and others feel that the 
sales people in the local computer stores generally do not know the 
subject of agriculture and likewise cannot visualize which software 
packages might be useful to them and/or how to apply them to their 
particular situation. 

Disken et al. (1983) concluded that the two biggest problem5 for 
developing countries' statistical offices attempting to use 
microcomputers are, power supply and maintenance. They also observed 
that considerable frustration and idle microcomputer systems have 
resulted from hardware and software problems, and inadequate training
and support. Another important insight from their study is that many of 
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the past problems of using mainframe computers in national statistical 

offices related to the sales, service and training support system. Their 
list of problem areas, in priority order, was: 

(1) 	Access to the computer 

(2) 	Hardware failures followed by delays in repair 

(3) 	Rapid personnel turnover with subsequent need for training new 
personnel 

(4) 	 Management of the computer centre 

(5) 	Cost involved in equipment rental and maintenance 

(6) 	 Electrical failures 

(7) 	Printer speed 

(8) 	Reliance on cards for program development 

(9) 	 Insufficient number of disk packs 

(10) Scarcity of package software and 

(11) Lack of technical documention in the country language. 

It is most likely that the use of the microcomputer in national statistical 
offices and most other locations will be subject to several of these same 
support system problems. 

One major question which must be addressed in the support system 
area is, who will assume the responsibility to train the end users on how 

to effectively use a computer system ? At a recent conference held in 
Texas for vendors of agricultural software and computer systems, there 
was disagreement on who should perform this role. Some viewed their 
roles as software developers and felt it was the responsibility of someone 
else to do the training. Others felt their role also included training. How 
and when this question gets answered will have a major impact on 
usefulness of computers f6r farmers, researchers, extension agents and 
many others in the food and agricultural systems, of developing, as well 
as developed countries. 

Related to this issue is one important trend in the United States 
wherein the role of computing centres at universities with Ph. D. 
programmes evolving towards providing more microcomputer-related 
user services, especially trouble shooting on software applications and 
organizing formal and informal training activities. Dr. Bullock, 
Vice-President of Data Products Division, Zenith Corporation, 
presented the cost information shown in Table I in a lecture at Michigan 
State University. These figures show clearly that computer centre 
management and operation expenses are an important component of 
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computerized information systems at these U.S. Universities. Another 
key point which Bullock makes is that the largest growth in people costs 
is in the area of user services. 
Table i. The Allocation of Computing Centre Budgets at Universites in the United 
States with Ph. D.Plograms. 

Expenditure Percent 
Salary and Benefits 44%
Hardware 30%
Supplies 11%
Software 7%
Other 8% 

100% 

Source: Bullock, Vice President ; Data Products Division, Zenith Corporation 

C. The Economics of Information Systems 
Discussions regarding predictions for the future tend to ignore
economic considerations. Before new information systems are developed
the economics must be addressed. New or better (e.g., more timely)
information as a general rule will have a cost associated with it. This cost 
must be evaluated against the perceived value of this new or better 
information to the decision makers who will utilize the information. 

Cost of information systems can be divided between the development 
costs and the operating costs, including maintenance costs. It is easier to
locate funds for the development of software or an information system
(e.g. grant funds from foundations, government agencies or other

granting agencies) 
 than for the operating costs. Many information
 
systems really begin to struggle economically when they move into the
 
operational stages. This 
 is because the perceived value to the user
 
community does not exceed the operating 
costs of the information 
system. 

For an information system to find acceptance among private business, 
managers must thatperceive it will improve the profitability of the
business. If the information system is able to generate new income (e.g.,
increase production -efficiency or improve marketing decisions) to a 
greater extent then it will increase costs (e.g., cost of equipment,
communication fees, and software) or reduce income (e.g., bad decisions 
being made because of the new information) then the information system
is likely to find favour among business managers. Unfortunately, a 
number of the information systems developed for agricultural business in
the United States have not correctly addressed these economic issues and 
thus have not been very successful. 
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There are also circumstances which justify the use of public funds for 
the development and operation of databases, software, and information 

systems. In addressing the appropriate role of public institutions, 
attention should be given to possible reasons why public investments in 

research and public service should be supported. Ruttan (1982) has 

identified three major reasons for public expenditure to improve 
agricultural information systems, and these seem equally .valid for most 

nations around the world. First, he argues that the economic incentives 
for private research are often inadequate in agriculture. The social 
returns exceed the private cost. Therefore, the expenditure for research 
and public service will have to come from public sources, if society is to 
reap the full benefits from new advances in certain areas. 

The second reason relates to the complementary relationship between 
research and extension activities, and the university instructional 
programmes. It would be difficult to have strong undergraduate and 
graduate programmes without a strong research programme, and vice 
versa. 

The third reason is that these activities contribute to the maintenance 
or enhancement of a competitive structure in agricuitural production, 
farm supply and marketing sectors. A good example is the seed industry 

in the United States. The land Grant System and the USDA have 
assumed the role of developing new lines of seed corn which serve as the 
basis for various hybrids. Private seed companies continue to make only 
modest investments in supporting services such as genetics, plant 
pathology and physiology. 

III. 	IMPORTANT LESSONS FROM A HISTORICAL 
PERSPECTIVE ON THE USE OF COMPUTERS IN 
AGRICULTURE AND NATURAL RESOURCES 

A. Industrial Countries 
1. What have computers been used for ? Extension, Teaching and 

Research
 

When digital computers first appeared on U.S. University campuses 

for general use in the early to mid-1950s, agricultural scientists quickly 
realized their potential and developed software to analyse agricultural 
problems (see Figure 5.) Some of the original statistical and operations 
research packages were developed by tgricultural scientists. Some of 
these packages still exist and operate today, and one of the more widely 
used 	 statistical package (SAS) was developed by agricultural 
researchers. 
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Actual use of computers to address real world problems of farmers 
was soon to follow. The dairy production records (DHIA) and farm 
accounting systems (e.g. TELEFARM AND ELFAC) were among our 
first successes in this area. These systems used batch-operated computers
and utilized the mail service for delivering information to and from the
data processing centre. Many of these projects still function and operate
today. Although improvements have been made in the format of the 
record the mthod for processing data remains basically unchanged. 

The use of batch-operated mainframe computers in teaching 
programmes was directed towards simulationmainly models. Several 
simulation games were developed to teach students economic and 
business management concepts. Most of the games developed were either 
farm or agribusiness models. There were also simulation models 
relating to technical areas of agriculture such as animal genetics. 

In using these games, the students would make hypothetical decisions 
and then use the gaming models to observe the outcome. The students 
were expected to learn from this gaming process. For the models to be 
effective, students have to do a fair amount of planning before making
their decisions. Also, for this educational approach to be successful, the 
instruccor has to be actively invoiv'd in guiding the student on the 
correct use and interpretation of these mcodels. These models usually
require a great amount of time on the part of students to become 
proficient in their use. This often results in less time available for other 
topics which also need to be covered in the classroom. Over time 
however, the use of these gaming models has deciined. 

For farm planning needs, a new and different approach was deemed 
necessary. It was quickly discovered that a mail-in-system for execution 
of planning models on a batch-operated mainframe computer was not
widely accepted by farm decision makers. To counter this resistance, 
Purdue used "Top Farmer" workshop as a technique to deliver planning 
models to fitrmers. 

With the availability of time-sharing computers in the mid 1960's, 
Michigan State University (the TELPLAN Project) and other 
dniversities developed software and a delivery system for farm and
extension office use. Most of the software developed was designed to aid
the farmer in making decisions. Examples of problems that the software 
addresses include ration balancing, financial management, farm 
planning, etc. However, although broad, the audience reached by these 
systems still remains relatively small in proportion to the overall farming 
community. 
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As time-share computers become more common on university 
campuses there was some interest in applying computer aided instruction 
(CAI) techniques to agriculture. Ohio State University was an innovator 
in this area. Several modules were developed to aid in the teaching of the 
basic concepts. These modules were intended to supplement the 
classroom lectures and assigned readings. Supply and demand concepts
and basic production economic concepts are examples of CAl modules 
developed. 

At the University of Illinois, the PLATO system was used in a CAI 
environmen! 'o help teach genetics and other concepts. With the genetics
model, astudent could "breed" several generations of fruit flies in a few 
hours. To conduct these same breeding experiments with actual fruit 
files would require several weeks. 

Although the potential of CAI was great it also had some problems
associated with it. First, it was very time consuming to develop
educational materials for CAI. Faculty members were often unwilling to 
invest their time and other resources needed to develop a good CAI 
module. Also running a CAI module on a time-share computer was 
somewhat expensive. Many developments did not have the financial 
resources needed to make extensive use of CAI to enhance the teaching 
programme. 

An alternative for CAI, the enhanced classroom teaching was the use 
of time-share computer agricultural decision aids. These decision aids 
(e.g., the models in the TELPLAN library) were developed for 
supporting extension programmes and actual decisions faced by farm 
managers, agribusiness firms and others. It cost less to use these models 
because they were already developed. The execution costs were also 
lower. 

Following time-sharing computer systems was the introduction of 
mini-computers. The mini-computer revolution was accomplished by 
large-scale integration (LSI) technology. This was a major 
breakthrough. These small computers gave us impressive amounts of 
computer capacity at a modest cost. Again, agricultural scientists 
realized the p6tential of the breakthrough and they were quick to use 
them in the laboratories for real-time data collection. 

However, the cost of these small computers was still relatively high 
•nd many considered them too expensive for use on farms and in 
educational programmes. 
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A product of the LSI research efforts was the development of 
programmable calculators. Suddenly farmers had available to them a 
low cost, portable and personalized computer capacity. Many
universities, realizing the potential of these programmable calculators,
leveloped numerous models for these devices. Iowa State University
and Cornell University have taken a leadership role in this area. 
Acceptance of the programmable calculator on the part of the farmer 
as been encouraging. However, this technology has limitations. In 

particular, the size of the unit limits the magnitude of the problem that 
-an be solved. Furthermore, its very limited data storage capacity
3recluded it being used in numerous applications, such as maintaining a 
•ecord system. 

To follow the programmable calculator was the mass merchandised 
nicrocomputer system. Suddenly we had available substantial computer
)rocessing capacity and data storage capacity at a very low cost. Many
iave hailed it to be the revolution which will place computerized data 
irocessing capacity in the hands of nearly all commercial farming
iperations. Faced with this startling reality, practically every Land 
!rant University is involved in developing software for farm based
 
nicrocomputers.
 

The use of microcomputers by extension has advanced rapidly.
ndiana has a distributive network of microcomputers with units being
ocated in each of the extension offices and departments on campuses. 

A parallel activity has been the use of the microprocessor in 
igricul, re to address control problems. Microprocessors and 
nicrocomputer systems are now being -used experimentally to monitor 
orchards, to determine the optimal time to spray for control of selected 
liseases and to monitor the operation of a combine to minimize grain
lamage and the amount of grain "thrown out the back." The interest in 
ising computer technology in this environment is growing. 

More recently, increasing attention has beei focused on computer
ased data/information transfer systems. Some of these transfer systems 
,e located on time-share computers which are accessed by dumb 
:rminals. An example of such a system for commodity information is 
he COIN Project jointly operated by Virginia Polytechnic and State 
Jniversity and the U.S.D.A. 

Other data/information transfer systems being used include videotext 
-chnology. This system uses a computer in c,njucntion with a special
evice called a videotext terminal. The computer is contacted by the low 
ost videotext terminal via standard telephone lines. Information is 
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requested by the user with his terminal and then it is transmitted by 
telephone lines to the unit and later displayed on the home television set. 
This system has proved to be a very popular means for farmers to obtain 
information, particularly information on commodity prices and the 
weather. The Kentucky Extension Service had a pilot project using this 
technology. This project was called Green Thumb. There are several 
farm co-operative and commercial firms also using this approach. 

Currently, there is rapid movement in using microcomputers in 
teaching p,og.'ammes. Most of the Colleges of Agriculture at major 
universities have microcomputer teaching laboratories. These 
laboratories are being used to teach the basic concepts of computer 
technology and to run application programmes. The application 
programmes are mainly decision aids that are similar to the ones 
developed earlier for time-share computers and programmable 
calculators. 

Looking to the future, it is envisaged that microcomputers will be 
used increasingly in a CAl environment. The microcomputer has greatly 
changed the relative economics of using this approach. The North 
Central Computer Institute. at University of Wisconsinan organization 
which co-ordinates agricultural computer application activities across 
twelve states, has as one of its priorities the development of CAI 
software for the introductory level agricultural courses. 

As the newer technology has become available, it has also altered the 
way research scientists approach problems. Larger, faster and less 
expensive mainframes have enhanced the ability of the researcher to 
address complex analytical problems. Larger databases can be more 
easily managed and analysed. Examples of large databases that have 
emerged in agriculture inruded epidemiology data on plant and animal 
diseases, weather data, land use data, forestry resources and marketing 
data. The literature retrieval systems for agriculture (e.g. AGRICOLA) 
is another example of how the new technology is being effectively used. 

The newer computer systems have also made it possible to effectively 
carry out complex modelling of agricultural systems. Pest management 
models, agricultural sector models, plant physiology models, machinery 
selection and design models are just a few of the agricultural system 
models that have been developed. These have given the agricultural 
scientist a greater unde :Anding of how the varying agricultural systems 
function and how these interact with other agricultural and 
non-agricultural systems. 

The current array of computer technology also allows agricultural 
researchers to build computer networks. Examples include the 
MIRACLE system at Purdue University and the COMNET system at 
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Michigan State University. These systems link several different 

sized computers. The various computers in the systems perform data 

collection, analysis and communication tasks. Networks of this nature 

are needed if real-time modelling is to be accomplished. 

The microcomputer has also changed the methods in which research 

data is collected and analysed. With the "lap computer" and/or data 

loggers, scientists are collecting data directly from field experiments in 

digital form. This data is then fed to large microcomputer systems and 

quickly analysed with statistical packages such as MSTAT. Other data 

analysis packages such as linear programming algorithms are also 

available for microcomputers. 

2. What have we learned ? 

In examining our efforts, several observations can be made. First, as new 

computer technology emerged, we have attempted to apply it to the 

problems of agriculture. Our success record is commendable. 

Secondly, there 	has been a conscientious effort to move the data

to ai. i place it under the control of the farmer,processing closer 
researcher, student and educator. One of the main reasons there is such 

widespread interest in exploring the potential of the microcomputer no 

doubt relates to the advantages the microcomputer has in this area. The 

decision maker feels more comfortable in using computer technology 

when he/she can directly have access to the computer and maintain 

control over his/her own databases and software. 

Third, the relative cost relationships between hardware and other 

components of a computerized information system (e.g., software, 

databases, etc.) have been greatly altered. In the past 20 years, hardware 

costs have declined over 200-fold. Small computers are within the 

financial reach of a large portion of the population. Dr. Robert Kramer 

predicts that three-fourths of all medium-sized U.S. farms will have 

small computers by 1990. However, hardware is only one of the ,everal 
If similar advances are notcomponents of 	a computer system. 

forthcoming in these other components, then the potential advantages of 

this low cost hardware will be greatly limited. 

weFourth, with the development of agricultural computer models, 

have identified some major voids in research data. As the modelsour 
have been constructed, it was not uncommon to find that many of the 

parameters and co-efficients needed by the models were not contained in 
from this dilemma. First, itthe research database. Two facts surfaced 

was possible to construct models even without all the research data 

8
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desired. By using alternative structural equations in the models, many ofthe problems can be resolved. Secondly, constructing these models, gaveus insight into the deficiencies in our research programme and we were
able to allocate future research resources better. 

Fifth, it is difficult to build applications software (e.g., a least-costration balancer) that be usedcan across a large geographic area.Due to differences in climate, crops grown, livestock systems, breeds,and so forth, it is necessary for researchers to tailor the models to reflectlocal conditions. This limits the ease with which software can betransported. If forethoughtno is given to making the softwaretransportable, it will be very difficult to tailor it to different regions.However, by careful planning and design (e.g., storing model parametersand co-efficients on data file),a software can become much moretransportable. It will still be the responsibility of the regional scientist tosupply the appropriate parameters and co-efficients. 

Sixth, for an information system to meet the needs of the end user, thesupport system must be there to address problems. A staff is needed toanswer questions and solve both technical and subject matter problems.The support system also needs to "sell" the information system to the enduser. The end user must be convinced that the computerized informationsystem will solve some of his/her problems. Several good softwarepackages have been developed, but because of an inadequate support
system they remain unused. 

Seventh, the main cost of an information system is not the hardwareinvestment cost. The main costs are related to personnel, softwaredevelopment, supporting database development and systemmaintenance. Furthermore, it is often easier to obtain fundshardware purchases forand the initial development of an informationsystem than for ongoing operation and maintenance of the system.Maintenance of these systems can take substantial resources. Somesystems have been developed and because of not knowing the magnitudeof operating and maintenance costs, they have ceased to exist, thusresulting in a waste of resources. It should also be noted that there is notan abundant supply of personnel needed to build agriculturalinformation systems. To be a good modeller it requires a different set ofskills than the traditional trained agricultural scientist has. The scientistwi'th good modelling skills must understand the basic principlescontained in system science, mathematical programming, computerscience, be able to function on a multidisciplinary team and also know
his own agricultural discipline. 
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Eighttf, during the training the end user demands more resources than 
is usually first assumed. Furthermore, training the end user to become 
proficient on how to use the computer hardware is a much simpler task 
than teaching the underlying concepts often contained in software. For 
example, it is not difficult to train a person in the mechanics of how to 
use a spreadsheet package on a microcomputer. It is much more involved 
to teach which problem can be analysed with a spreadsheet package, and 

how to utilize the package in the analysis. Training programmes that 

only teach the basic mechanics of how to use general purpose software 
(e.g., spreadsheets, database management systems, etc.) will usually 
have a low level of success. The problem solving methodology must also 
be emphasized. 

Ninth, when building new information systems, one should look to the 

future, particularly as it relates to hardware. Developing major 

information systems is a long-term project. There has been a tendency to 

select hardware systems based on what was economically affordable at 

the beginning of the system development stage and ignore hardware that 

is likely to be economically affordable at the end of the development 

stage. This tends to result in an information system that is lacking in 

capabilities (e.g., speed of operation, size of database handled, etc.). 

Therefore, it is important to look ahead and develop the system for 

hardware that will be affordable at the end of the system development 

stage. 

Tenth, and finally, although we have made great strides in 

applying computer technology to agricultural problems, the proportion 

of the potential agricultural audience reached by our efforts remains 

small. This is a reflection that "the wheels of progress" move slower than 

some of us would like. Getting computer technology used by agricultural 

decision makers is a long and involved task. It involves all aspects of an 

information system. Acquiring hardware is one of the easier steps in 

building an information system. Software must also be designed and 

built, supporting databases developed, the end user trained, and the 

support system established. All these steps take more time than one 

anticipates. Thus, it is important not to promise results too quickly when 

attempting to apply computer technology to agricultural problems. To 

do such will only disappoint the supporters of these efforts (e.g., funding 

agencies) and the end user. Because of unfulfilled promises, it may take 

years to again obtain a positive attitude towards the application of 

computer technology in agriculture. 
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B. Developing Countries 

I. What are microcomputers being used for ? 
It is a very sobering experience to try to identify all of the past andcurrent uses of microcomputers in developing country agriculture. Thistask is difficult enough just within a given developing country, let alonefrom a distant location in East Lansing, Michigan. Therefore thissection tries first to rely heavily upon published reports, especially frominternational meetings and workshops held on this matter. We alsodraw on our own personal knowledge acquired as active participants inthe process of trying to: (1)train developing country agriculturalscientists to use the underlying analytical tools, as well as computers ;(2) conduct research and information dissemination activities aimed.atproviding timely information about the rapidly changing state of thenew micro-processing technology and its use in developing countryresearch; (3) use microcomputer hardware and software in ourdcp'rtments, and collaborative research projects with developing

countries such Egyptas and Senegal ; and (4) develop a specificsoftware program (MSTAT) to support the multidisciplinary appliedresearch which agronomists, plant breeders and agricultural economistsneed to complete to develop improved production technologies. 
The perceived (and likely real) lower cost initial investment cost,greater accessibility and relative ease of operation have mademicrocomputer ownership a popular goal of many agriculturalresearchers and administrators in developing countries. Starting somefive to seven years ago, when micros were just beginning to appear on awide scale in industrial countries, most developing countryagriculturalists were introduced to this technology by travellingconsultants and long-term technical assistance people who owned theirown computer. Some deeloping country scholars studying in the Westrequired first-hand knowledge, and sometimes ownership of this newtechnology. As hardware and software distributorships began appearingin large cities of many developing countries, the -availability explosion" 

grew relatively rapidly. 
Word processing, simple database management, statistical analysisand electronic spread sheet analysis were perhaps the most common usesof the technology. Common off-the-shelf software was generally used,although there was substantial effort by individual users to write simplesoftware for very specific tasks, because they were not aware of many ofthe commercial and public domain software being developed in Westerncountries. They are also constantly constrained by the lack of foreignexchange to purchase software and hardware not available locally. 

http:aimed.at
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In 1982 two workshops were held in. the United States to review 
experiences of using microcomputers in developing country settings. 
Agricultural research applications were in focus at an international 
conference held at Michigan State University. Management applications 
were in the focus at a workshop held in Washington D.C., organized by 
the Development Project Management Centre of the Office of 
International Co-operation and Development ; United States 

weDepartment of Agriculture. Proceeding from these two workshops 
produced and widely distributed (Weber, et al., 1983) and (Development 
Project Management Centre, 1982). These reports have served to 
provide many interested users in developing countries with new ideas and 
insights about the existing and potential uses of microcomputers since. 
Actual documented cases of Third World research and management 
applications were reported upon, and undoubtedly, have given readers 
ideas about new and different applications. 

At the time of both these workshops there were virtually no reported 
uses of microcomputers in developing countries for agricultural 
extension and teaching purposes. Ahhough this has changed somewhat 
in the past two years, our general impression is that neither micro nor 
mainframe computers are being utilized for teaching and extension 
purposes. This result is largely the opposite of the historical development 
in Western countries where extension and teaching staff have been some 
of the first users of micro technology. This difference ispartially related 
to the different amount of training and extension work heing undertaken 
in industrial and developing countries. However, it is probably also 
related to the level of development of mainframe computer facilities in 
each location. Agricultural researchers in developing countries have 
turned to microcomputers because they have faced major constraints 
with utilizing mainframe computers, either because they were not 
available or they did not have priority access. In industrial countries, 
researchers have been relatively well served by mainframe computer 
hardware and user support facilities, and therefore have not moved as 
aggressively towards microcomputers. Teachers and extension agents in 
developing countries have even less availability to mainfarme equipment 
and software, and also have less incentive to utilize microcomputer 
installations. 

Since 1982, a number of more powerful agricultural research and 
analysis software programs have been developed and are starting to 
be used in developing countries. FARMAP, a package for facilitating 
the collection and analysis of farm management data has been developed 
by FAO.They have also developed aprogramme foragricultural project 
analysis (Cappi and Giffan, 1982). MULBUD, a multi-enterprise, 
multi-year enterprise budgeting programme has been developed at the 



Australian National University in collaboration with ICRAF and IDRC
(Etherington and Matthews, 1984). MSTAT, a programme to design, 
manage and analyse agricultural expe-iments has been developed by
scientists from the Agricultural University of Norway and Michigan
State University (Freed and Weber, 1984). Researchers at the
Oklahoma Climatological Survey have been involved in a programme to
develop software and place micro-based systems for climatological data 
processing in Third World countries (Eddy, 1984). 

A large number of applications are also being made in the financial,
budget management, project management and monitoring area. For
example, the Planning Division of the Ministry of Agriculture in Tunisia
has used electronic spreadsheets for forward planning of foodrequirements (Christie, 1984). The Agricultural Ministry in Kenya has
made rather extensive use of microcomputers to imprc; budgeting and
financial management (Pinckney, et al., 1982, 1984). It is interesting
and important to note that this experience has not been without
problems. The Harvard Institute for International Development staff,working with Kenya's counterparts, have set the following criteria for 
successful use of microcomputer technology, and have only made 
substantial progress on items (I ) and (2). 

-This project has been successful at beginning to institutionalize 
the use of microcomputers financialfor management.
Institutionalization will be complete when all of the following have 
taken place :(I ) Kenyans themselves demand the output from the
machines; (2) all operations are done by Kenyans; (3) all
programmingis done by Kenyans, possibly by local consultants; (4)
good microcomputer operators are retained by the civil service;
and (5) maintenance and supplies are provided for in the budget."
(Pinckney, 1984) 

2. What have we learned ?
 
We feel that by this time it should be obvious that many of the
 
fundamental problems faced, and lessons learned, in industrial countries
have direct relevance to existing and anticipated use of microcomputers
in developing countries. This is especially so when viewing computer
software in the necessary context of an information system. Therefore
there will be no attempt to necessarily duplicate lessons learned in the
different settings. Rather, we will try to emphasize the special lessons 
which arise from the developing country perspective. 

First is the fact that information system concepts and the need to pay
attention to all links in the chain are perhaps even more valid in
developing country settings than in industrial country use. This is 
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especially true with regard to supporting databases and the end user's 
rapid infusion ofanalytical ability. Without these there can still be a 

for repairs;foreign technology and equipment can be sent abroad 

however, there can be no long term institutionalization nor fundamental 
Furthermore, overinvestment incontribution to problem solving. 


imported microcomputer hardware and software has a high opportunity
 

cost if it competes with investments in developing and maintaining
 

databases, and training informed agricultural decision makers.
 

Second is the fact that each.of the four data processing approaches 

typically available in developing countries (manual, mainframe 

programmable calculators) has clearcomputer, microcomputer and 
disadvantages. Since microcomputers andadvantages and 

programmables are relatively new technologies, technicians are still 

learning how to utilize them best. Manual tabulation is probably still the 

best choice for small data processing tasks done only once or 
when available, are bestinfrequently. Programmable calculators, 

a field office by autilized for mathematical calculations performed in 
tosingle technician. The microcomputer is probably best adapted a 

or regional office to do tasks which require repetitive processingcentral 
of moderate amounts of data, and the mainframe is useful for very large 

data processing tasks where turnaround time is not critical (Weber, et 

al., 1983) 

Third is the fact that while microcomputers are proving to be 

relatively robust for a developing country setting (and this improves all 

the time ) there are still important technological weaknesses like the 

intolerance to power supply fluctuations, very high humidity, dusty 

environments and static electricity prone locations. 

Fourth is the fact that good in-country service and repair facilities are 

not appearing on the scene nearly as rapidly as sales outlets. This is most 

likely a transitory problem, but one that may require several years to 

Special efforts are still needed to (I) plan for redundancy inovercome. 

order to get needed dependability of service, (2) help train local repair
 

and service technicians.
 

Fifth, special attention is needed to develop software for the real world 

problems of developing countries, at the same time that commercial 

extent possible. This has twosoftware is utilized to the maximum 
of existingimplications: (I) information sharing and evaluation 


agricultural software is very important for developing country users. (2)
 

specialized software development and adaptation is also necessary.
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IV. 	 WHERE ARE WE GOING IN THE FUTURE? 
IMPORTANT ISSUES AND CONCERNS 

A. Introddction
 
It is very easy to be mistaken about future trends 
 in computertechnology, first because the technological frontier is being pushed out sorapidly. But perhaps as important is the difficulty in forecasting thecreativity, incentives and unforeseen barriers that will affect potential
microcomputer users. The tendency is to expect that progress in utilizing
computer technology will proceed as rapidly as its development. If ourreview of the experiences in industrial and developing countries tells usanything, it is 	 that the technology is well ahead of our ability toeffectively utilize it. Therefore, in our deliberations in this Symposium,we need to be very careful to set an agenda for both the short and longerrun, in which critical activities are set in motion to develop each of the 
necessary components of computer-based information systems. 

Many technological advances will ,: forthcoming from the privatesector without much effort by national governments and donor agencies.Many other needed complimentary contributions will comenot easilybecause of their high cost, long developmental time and "public good"characteristics which make it difficult for firmsprivate to captureenough benefits to allow them to recover initial investments. So we also
need to think strategically to identify the actions, investments andincentives that will 	 bring forth the necessary contributions whichotherwise are not likely to be available. It is this type of public sector
activity that 	 is needed to facilitate the effective utilization of
microcomputer technology in developing country applications. This mayrequire that national governments and donors fund selected hardware,

software, training and other developmental efforts. It may also require

that the public sector create new "rules 
 of the game" and financialincentives for private sector firms to help them to be 	even more active
participants in the "computer revolution". 

One final observation on our deliberations about future issues andneeds. We should try to "plough new ground" by pausing to reflect onthe recommendations which have emerged from the workshops and
meetings held around the world over the past three to four years,especially those emerging from the most recent undertaking in the 
Philippines IRRI. 
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B. Components of a Computer-Based Information System 

1. Hardware 
- How to ensure a technically adequate environment for reliable 

microcomputer operation. 
- How to keep developing users informed of technological advances. 
- How to keep the decision maker focused on the problem, rather 

than just the hardware. 
- How to improve computer communication systems within and 

among developing countries. 

2. 	 Software 
- How to inform users of software availability and help them acquire 

that which meets their unique needs. 
- How to deal with the software transportability problem. 
- How to promote the development of needed software. 
- How to encourage the development of more ntergrated software. 
- How to puttogether the multidisciplinary teams neededto develop 

problem solving software. 
- How to train and maintain critical masses of software developers. 

3. 	 Supporting Databases 
- How to utilize computer technology to assist in the collection; 

maintenance and analysis of databases. 
- How to develop and maintain the needed institutional structure for 

creating and maintaining regional/national databases. 

- How to remove barriers that keep databases stagnant, 
therefore do not meet the current and evolving needs of the 
community ? 

and 
user 

- How to get the research community to respond to the missing data 
needs of problem solving computer modelling. 

4. 	 The End User's analytical Ability 
- How to get the end user to accept that analytical skills need to be 

expanded. 
- How to achieve a needed balance between training to improve 

computer operation skills and substantive analytical skills. 
- How to utilize the power of computer technology to train users in 

both equipment operation and relevant agricultural subject matter 
knowledge. 

- How to help developing countries institutionalize their own 
training programmes in both the public and private sector. 
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5. 	 Sales, service and training suprort system 

- -How to create the incentives and assistance for private sector firms 
to provide sales and service support to agriculture. 

-	 How to get computer vendors aware of the hardware and software 
needs of agriculture in developing countries. 

- How to provide sales and service support in the short-run to users 
who do not have access to it. 
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I. INTRODUCTION 
The central focus of this paperwill be the role of the microcomputer in 
the energy sector analysis and planning in developing countries - from 
energy system planning through technical analysis to project 
implementation. The paper is not a catalogue of all micro-applications, 
but an attempt to demonstrate a range of applications in which the 
microcomputer makes significant contributions to the nature and quality 
of analytic work. We will ask who is using microcomputers in the energy 
sector analysis, what has been their experience, and what policy concerns 
this raises for the developing countries ? 

Perhaps the greatest reason for interest in microcomputer applications 
in developing countries is their ability to contribute to the process of 
development, and to interact with the process itself. The microcomputer 
holds promise for any changes in the developing world, some desireable 
and perhaps some not so desirable. But in one respect, the advent of the 
microcomputer already has changed the interaction between developing 
countries and the international assistance organizations and developed 
country groups with whom they co-operate. In many areas of analysis, no 
longer must a developing country government cede to outside agencies, 
the ability to perform those critical financial and other analyses that will 
determine its access to funding for development projects or the actual 
project work itself. 
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A. What Microcomputers Are Not ? 
Before we launch into the area of microcomputers and their applications, 
it is well to reflect on the things microcomputers cannot and should not 
be expected to do: 

Computers are no substitute for good analysis and thoughtful decision 

choices. They may help, primarily by simplifying otherwise odious and 

tedious examination of a whole range of possibilities or by rapid 

number-crunching when necessary. 

Computers are no replacement for well-trained staff with intelligence 
and analytic skills. Indeed, the most important feature of the 

microcomputer may be the power it brings to this group of people to 

assist them in their job. 

Computers are not smart. They blindly do what we say, right or 

wrong. "Garbage in - garbage out" is an expression from the days of 

mainframe computing that remains valid today. 

B. A Brief Background of Energy Studies 
The applications of microcomputers in energy sector planning and 

analysis are no accident. Their use reflects a decade of energy planning 
activities in the developing countries and the convenience offered by 
microcomputer equipment to both simplify the tasks of data analysis and 
bring dynamic power to the incountry project work. 

The US Agency for International Development sponsored developing 
country assessmenti in Egypt and Peru in 1976 and 1977. Following 
these were similar studies in Argentina, Portugal and Korea. In addition 
to these general assessments, a variety of country-specific studies 
focused on renewable resources in Sudan and other African nations, 
industrial energy conservation in Turisia, investment portfolio selection 
in Morocco, energy information systems in the Dominican Republic, 
fuelwood plantations in the Philippines and a number of other projects. 
The Swedish Government through the Beijer Institute conducted studies 
in Kenya, the French in Asia and elsewhere, the .anadian International 
Development Agency all were active in sponsoring energy sector 
projects. The European Economic Community has supported energy 
assistance programmes. And there is even an UNDP - World Bank 
energy assessments programme. These efforts reflect the critical balance 
of payment problems of oil-importing developing countries associated 
with current prices for oil, actually a problem still with us, and the longer 
term need for sound development plans for the energy sector. 

Quite by coincidence, the Apple computer was born in 1975, at just 
the time the oil price rises were felt and developing countries turned to 

energy sector studies. But it was not until the period 1978 - 1980 that 



79 

microcomputers were first applied in energy sector work in developing 
countries. A few Apple computers began to appear in several countries. 
The HP computer was introduced in Nepal hydrology studies. The team 
in Morocco brought in Apple computers. The Osborne portable 
computer was about to be born, and would later find its way to Sudan. 
These first experiences with microcomputers were often frustrating, but 
the collective impression was that microcomputer work was destined to 
play a larger role in establishing in country analytic capability for 
energy sector planning. 

II. 	APPLICATIONS OF MICROCOMPUTERS IN THE 
ENERGY SECTOR 

The range of potential applications of microcomputers for energy 
planning and analysis is very large. Since the objective of this paper is 
not to catalogue all possible uses, but to arrive at some useful policy 
conclusions, we have selected to examine representative actual 
applications of microcomputers. The discussion will include applications 
in the areas of: 

1. Energy planning and management 
2. Technical design of energy systems 
3. Control and management at the plant level 

These applications are representative of activities crucial to balanced 
planning and development efforts. Further, the range and type of 
microcomputer applications in these areas provide an indication of 
typical applications in other non-energy planning areas. 

A. 	 Energy Planning sad Management 
In the course of the last two years there has been a complete revolution 
in the use of computers in support of energy planning and management. 
With one or two exceptions, until 1982 almost all developing country 
assessments and planning studies, if they used computers at all, relied on 
mainframes. Among the early pioneers to take advantage of the new 
computer technologies were the USAID sponsored projects in Morocco 
(discussed in more detail in section III), and the Dominican Republic 
(where an energy information system developed at Stony Brook was 
implemented on a Prime minicomputer). Even as late as 1983, great 
scepticism was expressed by many energy specialists, regarding the 
practicability of using microcomputers in the field, usually on the basis 
of anticipated maintenance and operating environment problems. Yet, 
since then, it can be stated with some certainty that many donor 
sponsored energy planning programmes, including almost all supported 
by USAID, have used microcomputers in some way. 

9
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Microcomputers have also been used in support of energy planning in 
Sri Lanka, where an extensive family of microcomputer models has been 
used under an ADB sponsored project, to assist in the development of a 
national energy strategy and energy policy options. Further details are 
given in Section 111, and in the Agriculture and Energy Abstracts. 

The use of microcomputers in energy planning and management can 
be grouped into three main areas: Aggregate models that address the 
linkages between the macroeconomy and the energy sector: energy
sector models for such tasks as the preparation of aggregate national 
energy balances ; and detailed subsectoral models. 

1. Energy economic models 
The World Bank's Revised Minimum Standards Model (RMSM) was 
widely disseminated in a version for the Apple II microcomputer as early 
as 1980, and in the past year a number of energy economic models for 
16-bit machines have been developed, such as, the ENMAC multisector 
model apd the Macroeconomic Accounting Framework developed for Sri 
Lanka and an IBM- PC version of the RMSM, modified to include 
explicit treatment of the energy sector for Uruguay. 

Another model was developed for Colombia, where in the last few 
years, energy sector investment has increased from 6 percent to almost 
15 percent of total investment, and the resulting debt service threatens 
the balance of payments position of the country. As part of a national 
energy study sponsored in part by the Inter American Development
Bank, for Colombia, a preliminary analysis of balance of payments was 
performed using a modified version of the minimum standards model of 
the World Bank (Carroll 1983). This national accounts forecasting
model was implemented with LOTUS I - 2 - 3 running on the 
IBM - PC. 

2. Energy sector models 
Many examples of microcomputer based energy models were presented 
at this Symposium, and it is safe to say that microcomputer-based 
energy balance models are in use or shortly expected to be, in all but the 
very small African and Caribbean countries. In Table 2.1 we present 
some examples of such models, which should be taken as a representative
sample only. With one or two exceptions, all of the models are based on 
16bit machines (IBM-PC, and similar MS-DOS based equipment). The 
diversity of approaches to energy sector models is reflected by the papers
presented at this Symposium, ranging from models based entirely on 
LOTUS I - 2 - 3 (see the paper by De Fonseca, for Costa Rica), to
those written mainly in traditional languages (Munasinghe and Meier, 
for Sri Lanka). 



TABLE 2.1 - ENERGY PLANNING AND MANAGEMENT MODELS 

Structural Main Frame Models MicrocomputerModels 
Description Used In: 

Energy Databases (1) Energy Modelling Database (1) ALEIDIS System SUNY (1)Dominican Republic 
(EMDB), Brookhaven National 
Laboratory 

(2) Energy Supply Planning Model, 
Bechtel Corp. 

(3) Energy Balance Database 
(EBDB), Argonne National 
Laboratory. 

SEnergy Supply and (1) Argonne Energy Model, ANL (1) Argonne Energy Model. ANL (!)Tunisia. Sudan 
Demand Balances (2) Reference Energy System. BNL (2) Energy Systems Planning (2) Morocco 

Model. DSI, under deve
lopment 

(3) LEAP, FSRG/Beijer (Kenya) (3) RESGEN; IDEA, INC (3) Uruguay, Haiti, Thailand, 
Sri Lanka, Indonesia,. 

(4) Enerstat, under development, 
Dominican Republic 

(4) Sudan 
proprietary 

(5) LEAP 
(6) RMA model 

(5) Kenya. Angola 
(6) Tunisia, Indonesia 

Economic:, and - Pricing 
Studies 

Various (I) E/DI Energy Pricing Analysis 
Model (EEPAM), E/DI 

(1)Somalia and Liberia 

(2) Energy Finance Assessment (2) Tunisia, Sri Lanka, 
Model (EFAM), IDEA Dominican Republic 



TABLE 2.1- ENERGY PLANNING AND MANAGEMENT- (continued) 

-structural Main FrameModels microcomputer Models 

Description 	 Used In: 
National' Energy/ (1) 	 Midterm Energy Forecasting (1) Energy-Macroeconomic (1) Sri LankaEconomic Analysis Systems (MEFS), USDOE Accounting Framework, Sri 

Lanka Ministry of Power and 
Energy
 

(2) 	 A Macroeconomic Model of 
Inflation and Growth in
 
Korea, Korea Development
 
Inst.
 

(3) BEEAM, BNL 

Several e.g
Sector Specific National Coal Model; On-shore Oil No comparable public micro None 

and Gas Supply Model; Aggregate models
Refinery Model; Solar Heating and (1)Fuelwood/Forestry Model (i) Several African countries 
Cooling Model; Residential Energy The Futures Group
Use Model; OR Industrial Model (2) Various proprietary oil and (2) No data 
(ORNI); Electric Power System gassystems models 
Development Model ;Technology (3) BMASS Fuelwood Model, (3)SriLanka 
Assessment Model (SRI); Oil Market IDEA, INC.S;mulation Model (4) 	 ISPLAN Electric Sector (4) India, Thailand 

Model, IDEA, INC. 

Energy Conservation Discussed in Section 2.2 (1) Various models and databases (I) Tunisia, Togo,
Analysis & Models 



TABLE 2.1 - ENERGY PLANNING AND MANAGEMENT MODELS - (continued) 

Structural Main FrameModels MicrocumputerModels 

Optimization Models (I) 

(2) 

Brookhaven Energy System 
Optimization Model, BNI; 
Regional Industrial supply 
Model, DRI; 

(I) 
Description 

REFINE Refinery Model 
IDEA, INC. 

Usedin: 

(1) Sri Lanka 

(3) Project Independence 
Evaluation System, DOE 

(4) Systems Europe Optimization 
Model 

iNatioial Investment 
and Financng " '  

(1) Energy System 
Model, DSI; 

Planning (i) Morocco 

(2) Finance and Cash Flow 
Analysis Model. IDEA, INC. 

(3) Energy Investment Assess-
ment Model, E/DI 

(2) Haiti, Dominican 
Republic 

(3) Dominican Republic. 

Input/Output Models 
and Macr~economic 
Models 

(1) Energy Disaggregated Input-
Output Model; 

(2) Generalized Equilibrium Model; 

(1)No comparable models 

(2) Columbia 2000 

(1) None 

(2) Colombiat Urugua,: 

(3)Wharton Annual 
Forecasting Model 

Industry Bangladesh 

IjJ 
00 
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3. Energy subsector models 
This is undoubtedly the most diverse group of models, ranging from
electric sector capacity expansion models to fuelwood models. Again the
examples shown on Tables 2.2 to 2.4 are purely illustrative. 

(a) Electric power (Table 2.2) 
Electric utility planning and analysis software is widely used but not
widely available. Microcomputers are used for energy-water resources 
planning in Nepal, including technical analysis, policy analysis, project
design and financial evaluation. The power sector plan for Bangladesh
involved substantial analysis on an IBM-PC. Electric sector planning in
Tanzania will rely on microcomputer analyses. The software for these 
applications includes load flow, transient analysis, water balance and
other programs. However, these programs require extensive experience
and training for the engineers and others who will use these packages.
The magnitude of money and personnel investment to effectively utilize 
such software will probably limit their use for some time to come. 

The development of utility planning models itself is an expensive,
detailed undertaking which requires specific experience and knowledge.
Historically, only sizeable utilities in developed countries,
architect/engineering firms and large mulii-program consulting
companies had the ixperience necessary to develop this software. Those 
companies which did, considered such software proprietary, using it as a 
cost-cutting and marketing tool for consulting and development work. 

TABLE 2.2 - EXAMPLES OF ELECTRIC SECTOR MODELS 

Model Source/Vendor
Wien Automatic Planning System Model International Atomic Energy(WASP Versions, 1, II and Ill) Agency (IAEA) and Argonne
Determines optimal national electric generation National Laboratory (ANL
expansion programme using sysiem reliability and mini-computer) 
cost 
Reliability Computation Model (Relcomp.), ANL (microcomputer with
Evaluates the reliability and economic performance extended memory)

of alternative generation expansion plans
 
(non-optimizing)
 
Energy Supply Planning Model (ESPM) ANL (Apple II) •
 
Determines capital and operating cash flow
 
requirements for a given supply system

configuration. Also estimates labour and material
 
requirements for the construction and operation of
 
facilities.
 
Load Flow, Transient Analysis, 
 Water Balance ACRES (IBM/PC) 
Modules 
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TABLE 2.2- EXAMPLES OF ELECTRIC SECTOR MODELS - (Continued) 

Model 

WASP (for IBM-PC) 
The Wein Automatic Planning System h-as been 
adapted to run on the IBM-PC. In addition to 
WASP features above, adaptations include 
marginal cost pricing and economic despatch, 
renewable technology interaction with the grid, and 
other features. 

Source/Vendor 

ENTEK, Inc. Sctauket, NY. 
(IBM-XT) 

TABLE 2.3- EXAMPLES OF NEW AND RENEWABLE ENERGY MODELS 

Subject Model 
Forestry/ LEAP 
Fuelwood 

FUELWOOD 
EEFAM 
(E/DI Energy Fuelwood Analysis 
Model) 
BMASS 
Total Resource Base (TRB) 

Fuelwood Supply-Demand 

BIOCUT 

FUEL 
Wind SYSWIND 
Solar Well over 60 solar models, 

examples of these are: 
TROMBE: analyses thermal 
storage devices 
SOLDHW : calculates energy 
savings from solar-hot water 

Solar Collector: F-Chart and 
Economic Analysis 

PASODE I : calculates auxiliary 
heating requirements 
IMPSLR: calculates solar savings 
fraction and auxiliary heating 
requirements 
Solar Staircase : calculates 
transmission, absorption and 
reflection. 

Small Hydro Techn,.al Design and Evaluation 

Prefeasibiiitv Evaluation of'Cost 
and Capacity, Average Energy 
and Economic Return 

Source 
Ener;y Systems Research 
Group 
The Futures Group, Inc. 

Energy/Development 
International 

Sri Lanka Fuelwood Model 
Dartmouth Resource Policy 
Centre 
Energy Environment 
Engineering 
Oak Ridge National 
Laboratory 
IDEA, Inc. 
CIED, ANL 

The Bickle Group 

The Bickle Group 

McClintock Corp. 

Londe-Parker-Michacls 

Princeton Energy Group 

Norman B.Saunders 

Inter-American Development 
Bank 
Univ. of Minnesota -Civil 
Engineering 
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(b) New and renewable energy sources 
As in other cases the availability of the new and renewable energy
models shown in Table 2.3, isdirectly related to the historic demand for 
such planning tools in developed countries. Thus, it is natural that solar 
and related models dominate the list for there isa ready market for their 
application. It is also to be expected that forestry/fuelwood models are 
available, for forestry problems have been the focus of significant work 
over the past five years and the use of fuelwood is one of the major
factors contributing to the decline of forests in LDC's. 

Wind, agricultural biomass and other wastes and solar photovoltaic 
models, which can be applied on microcomputers and span a variety of 
needs, are rare. The availability of such models would make a major
contribution to application planning in developing countries, for these 
alternatives are among the most important opportunities contributing to 
the development of indigenous energy supplies and alleviatingto 

continued dependence on imported energy supplies.
 

(c) Petroleum exploration and development 

The problems of seismic interpretation, data evaluation to estimate well 
performance and other aspects of petroleum exploration and field 
development generally require, extensive computation and analysis. 
Such mathematical computations have been beyond the scope of 
microcomputers, until recently. The newer 32-bit processors with 
graphics capabilities are now utilized for such software. Scientific 
software, in conjunction with Hewlett-Packard offers an integrated 
package of petroleum exploration and production programs running on 
the HP9000 workstation (Scientific Software 1984). The software 
includes mapping, well testing, log analysis and production history ; all 
in an interactive programming environment. While the equipment and 
programs are expensive, the package can put into the hands of 
developin6 country, geologists and engineers an impressive array of skills 
and knowledge in the petroleum field. 

B. Technical Design of Energy Systems 

Some of the most useful of industrial energy analyses relied on VisiCal 
and LOTUS, the most popular of the "electronic spreadsheets". These 
are amenable to use for any problem that can be expressed in matrix or 
tabular form. For example, energy planners often have to project energy 
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demands over a period of time for which annual growth rates are 

specified. The following data are taken from a recent study for the 

Tunisian industrial sector :06) 

1980 PCT PCT GR 1986 PCr 

39.82 	 939.88 46.72MATCON 417.1 	 14.5 

9.20 10.2 172.65 0.58CHEM 96.4 
370.38 18.41MECMET 166.1 15.86 14.3 

17.08 	 238.38 11.85MINING 178.9 	 4.9 

42.9 4.10 9.3 73.14 3.64TEXT 
10.2 80.06 3.98PAPER 44.7 4.27 

FOODPR 89.3 8.53 5.0 '119.67 5.95 

12.1 1.16 6.3 17.46 0.87OTHER 

TOTAL 1047.5 100.0 - 2011.62 100.00 

Suppose the annual growth rates are believed to be subject to 

considerable variation: what would industrial demand become if the 

construction materials subsector were actually to grow at 10.5 percent 

per year ? By setting up the "matrix" calculation using the spreadsheet 

program, the user can simply amend the subsector growth rate from 14.5 

percent to 10.5 percent, and the computer will automatically recalculate 

the projected demands and other dependent figures within a few seconds. 
be changed by the user, and the sensitivity of theOther key data can 

projctions to these changes can be observed immediately. 

1. 	 Industrial energy conservation 
focusedUntil receatly industrialienergy conservation programmes were 

more on talk than action. This was, perhaps, because relatively little was 

known about the efficiency of industrial processes in developing 

countries. Following initial national energy assessments and planning 

efforts, however, it b:came apparent that potential saving from energy 
efforts are nowconservation was significant. Numerous assistance 

targeted on achieving energy saving and economic gains through 

industrial conservation in developing countries. 

The focus on current industrial energy conservation programmes is 

threefold : evaluating explicit energy conservation opportunities through 

data collection, audits and analysis ; creating the institutioiial capacity to 

support self-sustaining conservation programmes through training of 

nationals and financial support ; and integrating energy conservation as 

a major policy area in national energy and economic plans. 
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There are currently many energy conservation packages available
commercially or at cost through non-profit organizations. These 
packages provide many of the primary needs of industrial energy
conservation managers. Table 2.4 shows a number of programs useful for
specific and general energy conservation applications. 

TABLE 2.4 

EXAMPLES OF SOFTWARE USED ENERGYIN CONSERVATION 
ANALYSIS AND PLANNING 

Programs 

STEAMPROP, Thermodynamic properties of stream;
HEATLESS, computes the heatloss from pipes and flat 
surfaces; CURVFIT; DFCECA, discounted cash flow 
analysis for energy conservation alternatives; 
PIPELOSS, calculates head loss and power 
consumption. 

HVAC, Energy Consumption and System Simulation; 
Lighting Design; Residential Cooling and Heating;
Heating Fuel Cost; Commercial and Residential A/C 
Group; Commercial Cooling and Heating 
Load - ASHRAE. 

ENERCOM, Provides utility companies with a system 
to evaluate residential energy efficiency. 

PROCESS, general purpose flowsheet for the 
calculation of mass and energy balances. 

TRACE, assists building and systems designers in 
comparing operating efficiencies and costs of 
alternative A/C systems. 

EFACT, analysis of the potential savings obtained by
implementing alternative control strategies. 

ECD, energy conservation design; WONDER-2, 
estimates yearly energy consumption ; EMCS, 
determines energy and cost 'avings from alternative; 
HVAC, controls strategies; EFFUFAC, models heat 
gain/loss through a roof or wall. 

Boiler Plant Performance Analysis; Boiler Turbine 
Plant Efficiency. 

Commercial load estimating; Operating cost Analysis;
Lifecycle Cost Analysis. 

Plant Level Economic Analysis of Energy
Conservation. 

Vendor (Machine) 

Centre for Energy Studies, 
University of Texas at Austin 
(Apple II) 

McClintock Corporation 
MC 2 Programs 
(various micros) 

Enercom. Inc. 

Simulation Sciences, Inc. 
(various) 

Trane Air Conditioning 
Economics 
(various) 

Johnson Controls, Inc. 
(various) 

Bickle Group 
computer programs 
(various) 

International Micro Software 
Catalogue, Microbits Ltd. 
(Commodore) 

Carrier, Inc. 
(various) 

Hagler-Bailly (IBM-PC) 
(developed for Sri Lanka) 
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Industrial energy conservation is a focus on energy planning in Sri 
1Lanka. Hagler-Bailly, for exanr, e, has developed an analysis of boiler 

retrofit in a textile plant, with software for the IBM-PC. The analysis is 
neither for a single boiler option nor a comprehensive look at the sector 
viewed from the government. Instead, their approach looks at an energy 
conservation programme consisting of a number of options within a given 
textile plant and determines economic feasibility. Most importat, the 
reports generated give a monthly cash flow and other financial data 
required to obtain commercial bank loans for the programme. 

An industrial energy audit programme to create both an initial 
database and develop loca'l skills to analyse industrial energy 
consumption patterns, is underway at the Industrial Research and 
Development Institute of Central America (ICAITI). The programme 
includes in-plant energy audits and technology transfer workshops. 
Energy conservation analysis software developed over a number of years 
at the Georgia Institute of Technology may be transferred to 
microcomputer. 

Another important use of microcomputers at this level, is the retrieval 
of large masses of data. An example of this application to energy 
management, is the collection and analysis of plant-level energy data 
carried out for 60 factories in Tunisia. Visits were made to all the plants 
in turn, and a questionnaire was completed for each by the survey 
engineers. Data collected included energy consumption figures for each 
energy form and corresponding production figures. The analyses carried 
out using these data and Versaform, a product of Applied Software 
Technology, included a review of consumption for different subsectors 
and comparisons of energy efficiency. with international data for 
corresponding manufacturing activities. Using the same Versaform 
software, it was possible to prepare a number of useful reports by 
searching the data files in different ways. 

2.Refineries 

Multinational Refineries have long used sophisticated linear 
programming models for operational control and optimization. As the 

smaller, state-owned refineries typical of developing countries have 

acquired microcomputers, refinery models for both longer term planning 

and short term operation are coming into increasing use. For example, 

the General Petroleum Corporation in the Sudan and the Ceylon 

Petroleum Corporation in Sri Lanka have both acquired IBM-PCs for 

this purpose. A refinery model for the Philippines was also presented to 

this Symposium (Valentin, "An Energy LP Model for the Philippines"). 
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C. Control and Management at the Plant Level 
Use of computers for engineering calculations as the plant level havelong been part of an engineer's basic education. Models for suchengineering calculations, typically written in FORTRAN or BASIC,
have been fairly easy to download from traditional mainframes andminis for all but the most 	complex of calculations. There are alreadythousands of such programs available for structure calculations, heat 
loss analysis, pump design, etc. (as evidenced, for example, by theextensive sections on software that now characterize the professional
magazines). It is quite natural for engineers in the developing countriesto have exploited microcomputers for such applications in energy related
fields: The paper by Alcala reports on a very sophisticated dataacquisition system developed in the Philippines for a coconut shellprocessing plant, and the report of Alles and Samuel on the use of anApple 1I computer in Sri Lanka to perform detailed solar calculations inSri Lanka ; and Khummongkol reports on a model for alcohol still used 
for calculations in Thailand. 

I. The Industrial Sector
 
At the plant level, there are 
many engineering calculations which are
performed regularly by energy managers and engineers (Tunnah 1983).The close user interaction provided by personal microcomputers makesprogramming for such calculations worthwhile and, thus, the consistencyof the calculation methods used is guaranteed. Some common examples
of these engineering calculations performed in the course of plant energy
audits are : 
* 	 furnance efficiency based on stack gas analyses and temperatures,

taking into account fuel characteristics. 

* 	 boiler efficiency, same as above and also including the effect of
blowdown and condensate return. 

* heat losses from structures, such as boilers, process vessels, cement
and brick kilns, pipes and the effect of adding insulation. 

* 	 fuel combustion calculations, to calculate stoichiometric airrequirements for different fuels, stack gas volumes and calculated 
compositions from fuel analyses. 

* 	 heat exchanger calculations and sizing of heat recovery systems. 

* 	 heating, ventilation and cooling loads for offices and commercial 
buildings. 
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Il. 	THE EXPERIENCE OF USING MICROCOMPUTERS 
IN THE DEVELOPING COUNTRIES 

To develop a feeling for the role of the microcomputer in various 
applications and the problems that attend the introduction of 
microcomputers, we will look at a few specific examples of projects, 
examine their history and draw some conclusions regarding the benefits 
and liabilities of microcomputer equipment in a number of settings. 
While wre discuss in detail only a few examples, the character of 
interaction with microcomputers and the experience of the participants 
in these examples is quite similar to that of the individuals involved in 
many of the other applications noted above. Through the uniqueness of 
these specific examples of microcomputer application, emerge some 
general lessons. 

A. 	 Country Examples 
Three examples are of interest. The use of microcomputers in the Sudan 
energy assessment and the Morocco energy investment study, reflect the 
two extremes of how microcomputers come to be used in developing 
countries (Figure 1) : 

Demand Push or Bottom Up - where within a given energy sector, 
project there is need to cope with "number-crunching" that begins to 
overload the staff. Generally, a machine isfirst borrowed to carry out the 
activity, and this leads to demand for owned or dedicated microcomputer 
equipment. 

Top Down - where the conception of a project, from its inception, is 
sufficiently complex that it must rely upon the use of microcomputers. 
Upper level management is directly involved in structuring a project 
which inherently involves commitment to microcomputer support. 

The third or Sri Lankan case is a more balanced example which is 
described in greater detail below, and in the energy abstracts of papers 
presented at this Symposium. 

There are two distinct ways in which energy sector activities are 
changed with the introduction of microcomputers, and we should be alert 
to these in reading the chronologies below. First, the microcomputer 
allows us to stretch the limits of analytic work included at the conception 
of some energy sector activity. We perceive the microcomputer 
equipment to be as powerful and capable of doing analytic work we 
might formerly have given up as too difficult. For example, when the 
Morocco energy investment study commenced, the idea of including 
uncertainty in the analysis was a good one, but its implementation was 
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computationally difficult. The existence of microcomputer support, frees 
us to attempt the more challenging problem, to come closer to the ideal 
in decision analysis. 

Second, the microcomputer lends a perception of quantity and quality 
to energy sector analysis. On one hand, there is the feeling, legitimately 
so, that the microcomputer forces us to become more organized in our 
work and develop more extensive and better sources of data. At the same 
time, there is an assumption, though perhaps it should only be hope, that 
the microcomputer encourages the analysis of more possibilities or cases 
with respect to any given decision. As a result, with the microcomputer, 
we anticipate more information available and expect better decisions. 

1. Morocco ("Top Down") 
The origins of microcomputer applications for energy sector investment 
analysis in Morocco, actually lie in a meeting at the World Bank in early 
1981. At that time, the government of Morocco requested capital for a 
broad package of energy sector projects. At the Bank, there was some 
concern that the proposal represented a diffusion of investment capital 
too widely over the energy sector and that a more limited investment 
portfolio would be appropriate. The 1981 meeting at the bank brought 
together energy sector specialists and finance analysts to discuss the 
energ) situation and investment climate in Morocco. Subsequently, the 
then Minister of Energy and Mining in Morocco decided to ask 
consultants to prepare an investment evaluation methodology. 

an sector 
system began, sponsored by USA ID(Gorden 1983). The microcomputer 
played a central role at this point. Uncertainty was a large concern in 
developing country investment analysis, uncertainty of capital cost of 
energy technologies, heat rates, interest and debt service, and other 
engineering and financial parameters. The proper way to handle such 
uncertainty was to structure a probabilistic investment analysis. But to 
carry out such at,,l~sis b,hand would not be realistic, and the existunce 
of the microcomputer was absolutely critical in affording capability to 
pluce this much needed but admittedly complex methodology in the 
hands of officials and staff at the ministry itself. 

The approach to energy sector investment analysis was distilled from a 
scries of interviews with die :,enior officials advising the minister. The 
intent Nas to discern how, in Morocco, energy sector projects are 
selected for inclusion in a recommended list of capital investments and 
how capital is allocated to various projects. An important benefit of this 
approach was to enlist the active support of a number of officials 
responsible for different areas of energy planning. Since this first effort 
also was coincident with the beginnings of the Ministry of Energy and 

In 1982, development olf energy planning and investment 
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Mining. the development of a nmajor energy sector investment instrument 
afforded an unique opportunity for project participants to demonstrate 
the virtues of a systematic approach and of microcomputer support. 

By earl), 1983, the system for energy sector planning and investment 
analysis was applied to formulate investment plans for the ministry. This 
planning system was receiving information from subagencies within and 
outside the Ministry of Energy and Mining. If in effect, the existence of 
a planning system stimulated more detailed engineering, technical and 
financial analysis of proposed energy sector projects within the energy
establishment. Any group not providing information to the system ran 
the risk of its programmes being misrepresented in analyses conducted 
with the modelling system. 

In the fall of i983, the investment planning system was in regular use 
to prepare the five year plan for the Ministry of Energy and Mining. A 
system running in FORTRAN on the Apple II with hard disk would 
soon be rewritten in Pascal. Subsequent interest in Costa Rica and other 
countries has led to a system available in French, Spanish and English, 
on the Apple II with hard disk and the IBM-PC as well. 

By 1984, the energy sector planning and investment system was a 
constant tool of the ministry. Budget cuts of 40 percent issued to the
ministry required modification of the five year plan. Analysis which
would have taken weeks, now takes days, and the quality of results has 
improved as well. Unfortunately, over the last few months, the Morocco 
energy situation has deteriorated and investment capital is in short 
supply. For the moment, there is no thinking about capital investment in
the energy sector and, in contrast to its extensive use over the last couple
of years, there has been a temporary lull in the use of this investment 
planning tool. 

2. The Sudan ("Bottom-Up") 
Energy sector planning began in the Sudan with the first energy
assessment in 1980. Prior to this were only scattered efforts in renewable
 
energy projects, the oil pipeline and 
 petroleum exploration and
development. The energy assessment was the comprehensive look at
 
patterns of supply and consumption, particularly how energy demands
 
might grow and the potential sources of supply meet the increased
 
demand for energy. 

A microcomputer appeared almost spontaneously in the summer of 
1982. The staff of the energy assessment was engaged in demand
forecasting, particularly collection and processing of survey information 
for the industrial, transportation, commercial and residential sectors for 
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which little concrete information existed. Processing survey data and 
other information from ministries was becoming a burdensome task. But 
help arrived. From a source unknown, an Ohio Scientific computer with 
eight inch disk drives was donated to the group. Immediately, it was put 
to use doing basic statistics, spreadsheet analysis and reports, and 
demand projections. To familiarize junior staff with computer work, a 
course in BASIC was set up through the University of Khartoum. By the 
end of the year, however, the microcomputer was not working well. 

At the same time the Ohio scientific equipment had problems, the 
demand analysis work itself increased. The staff found itself lacking a 
computer and inundated in hand computation for demand forecasts. 

The National Energy Administration was able to arrange use of the 
Ministry of Agriculture North Star microcomputers during evenings and 
at other off-time. Additional time was obtained on the University of 
Khartoum mainframe. But at NEA, there was need for their own 
equipment and statistical analysis package. At the time, Georgia Tech 
was involved in renewable energy projects with the National Research 
Council and using Osborne portables running Supercalc for support. So, 
partly to be able to swap hardware and software if needed, the national 
energy assessment obtained its two Osbornes in February 1983. To this 
day, the equipment goes out for occasional repair but is in good working 
order. 

In July 1983, an IBM-PC was purchased. Before this time, no service 
of.any kind was available, but with the machine, limited support services 
became available in Khartoum. The NEA project acquired a basic 64K 
PC with VisiCalc and WordStar, at the time, most of the staff were 
already using the Osborne with Supercalc. The IBM-PC was also used 
for numerical analysis. However, 'there was concurrent concern for the 
quality of reports prepared at NEA for distribution to other agencies. A 
part of time allocation on the IBM was for word processing, with the 
predictable result that quantity, timeliness and quality of reports 
improved. Six months later, the IBM had become exclusively a word 
processor.
 

In 1983, LOTUS became available, and even energy analysts in 
Khartoum wanted it ! The IBM-PC would have required memory 
upgrade to 256K to run LOTUS, and a graphics board to take advantage 
of integrated graphing, but was satisfactory for its word processing. 
Consequently, in September 1983 a Hyperion with 256K and graphics 
was purchased, and in November 1983 a second was brought into NEA. 
This equipment was utilized in the industry-by-industry, sector-by-sector 
energy demand forecasts. 

to
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An Arabic language word processor for the IBM-PC became available
in January 1984, and that was the impetus for adding other hardware
and software to NEA functions. For English language word processing,
Volkswriter is used with a spelling checker and The Word Plus, an 
English GRAMMAR checker. The quality of reports from those not
entirely fluent in written English was vastly improved. AHewlett-Packard plotter has been added to the system for thepresentation of quality graphs. New transformer-stabilizer equipment
provides better line isolation and power outage backup, and a dedicated 
computer room is sealed against dust and is air-conditioned. 

The new interest at the Ministry of Energy and Mining is amanagement information system for the energy sector. The intent is toprovide a system capable of the usual energy demand forecasting and
other planning activities, as well as providing more detailed financial,
petroleum flow and other information for day-to-day management. Toimplement this information system an IBM-XT, which is now under
consideration for purchase will be required. In fact, the General
Petroleum Corporation, which is a government controlled corporation,
has an IBM-XT purchased under a grant from the Chevron OilCompany operating in the Sudan. The ministry hopes to obtain the same
equipment under a grant from USAID. 

The story of microcomputer evolution at the National EnergyAdministration in Khartoum sounds surprisingly like the evolution of
microcomputer use in any developed country organization; with thepossible exception that none of the equipment was purchased directly byNEA, but rather is all associated with grants for energy projects. 

3. Sri Lanka
 
The use of microcomputers for energy planning evolved in quite a
 
different way in Sri Lanka, 
 being driven from the very outset by

considerations of policy and the institutional framework. To strengthen

energy management, 
 a series of task forces were established to provide
policy co-ordination and focus for various planning functions. The 
Energy planning and Policy Analysis (EPPAN) Task Force was charged
with the development of a national energy strategy, and the
microcomputer based energy planning models were designed with the 
particular analytical needs of this Task Force in mind. 

The energy modelling p~oject was based on the concept of Integrated
National Energy Planning (INEP) developed in the late 1970's
(Munasinghe, 1980 a and 1980 b). The INEP procedure was initiallyimplemented on a vreliminary basis in 1982, using manual methods 
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(Munasinghe and Scnramm 1983). This learning process provided the 
nectssary confidence to embark on the more sophisticated hierarchical 
microcomputer modelling framework. 

The practical requirements of the policy focus dictated the design of 
the modelling framework. In place of an all-embracing single model, a 
hierarchial structure was adopted, in which individual models at the 
subsectoral, sectoral or macroeconomic levels could be exercised alone, 
or linked with each other. The individual models were implemented in 
stages, and the first software to analyse supply demand balances and 
their foreign exchange implications was operational within the first few 
weeks of the project. Data validation and staff training was initiated at 
the very outset of the process. 

As shown in the figure on page 176, two subsectoral level models were 
developed. The BMASS fuelwood model is designed to analyse the 
impact of both fuelwood planting and efficient cookstove programmes on 
the accelerating deforestation. A linear programming model (REFLP) 
of the refinery and petroleum products sector, involving about 60 rows 
and 180 variables was also built. These two models, together with the 
electric capacity planning models such as WASP, provide key inputs to 
the next hierarchical level of modelling. 

The RESGEN pl-ysical energy balance model is based on the 
Reference Energy System network, and provides a complete progression 
from energy demand, through distribution, transmission and conversion, 
to energy supply. The EFAM model simulates the income statement, 
balance sheet and sources and uses of funds for various entities including 
the electric utility, oil and gas companies, the government, Central Bank 
and overseas lending institutions. The model keeps track of both 
domestic and fo.ruig, currency flows, and is particularly suited to the 
analysis of pricing policy issues. 

The model at the top of the hierarchy, ENMAC, is a multisector 
simulation model which is designed to capture the chief interactions 
between the energy sector and other key macroeconomic sectors. It has a 
transactions matrix involving 10 goods/sectors, including three energy 
producing sectors, crude oil imports and six energy consuming sectors. 
The model produces a set of national accounts, balance of payments, and 
equilibrium wages and prices. The economy grows through sectoral 
investments. Production functions are used to produce sectoral outputs, 
as the model simulates year-by-year into the future. 

By late 1983, when the project started, MS-DOS had already assumed 
the status of a de-facto standard for 16-bit microcomputers, and the 
hardware specifications posed few problems. However, given the 
importance of in country maintenance access, the decision was taken to 
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purchase the machines in Sri Lanka: since at the time the IBM-PC had 
not been officially antiouticed in Colombo, the WANG-PC and the 
TANDY 2000 were chosen. Both have proven reliable, compatible with 
each other and with IBM, and in fact in some respects superior to the PC
because they are true 16-bit machines bused on the 8086 chip, and
therefore considerably faster than the 8088-based IBM-PC and XT. The
Wang is installed with a hard disk, and the TANDY with high resolution 
colour graphics capability. 

The software itself is quite diverse. LOTUS 1-2-3 is used for many
routine data analyses, and is the basis for file manipulation. The
RESGEN and EFAM models, are written in FORTRAN enhanced by
assembly language routines, and were adapted for use in Sri Lanka. The 
refinery model is based on a commercially available LP package. 

The experience in Sri Lanka points to several important ingredients
for the successful use of microcomputers. First, policy considerations 
should dictate the choice and design of the model, not the other way
around , all too often, models are developed without any clear 
application in mind. Second, whilst microcomputers can"facilitate 
analysis, they are no substitute for the solid educational and professional
experience of the analyst ; a key factor in the successful use of models in 
Sri Lanka is the background and training of the staff involved. Third,
adequate attention must be given to maintenance issues and the 
operating environment at the point of hardware purchase. There is little 
benefit in buying offshore at discount prices, if subsequent maintenance 
cannot be assured. 

B. The Role of Microcomputers in Training 
As microcomputers have come into wide use for energy planning in 
developing countries, so has the microcomputer assumed an important 
role in training. 

Microcomputers are now a routine part of training programmes for 
developing country participants offered in the U.S. and Europe 
(exemplified by the Stony Brook Energy Marngement Training 
Programme), of courses and workshops offered in the field on a regional
basis (exemplified by the Dakar and Nairobi workshops sponsored by
the Canadian International Development Agency, also discussed further 
below), and country specific training programmes given by consultants 
in the field (such as the series of short courses given by Resource 
Management Associates on national energy planning in Indonesia, 
(Foell 1983). 
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1. The Energy Management Training Programme (EMTP) 
Microcomputers were introduced into the EMTP in the spring of 1982, 
and have since assumed an important instructional role in the course. 
Because much of the course material involves quantitative analysis 
(project analysis, the preparation of energy balances, analysis of tariff 
schemes, etc.), such techniques can be more effectively taught by having
the student exercise these skills on real data sets. In particular, the 
participants must prepare, as one of the course requirements, a project 
paper that illustrates the application of one or more of the analytical
approaches introduced in the course. By the spring 1984 session, over 
50% of the participants used the microcomputers for some aspect of their 
project paper, in some cases resulting in a published paper (De Saram et 
al, 1984). 

2. Nairobi and Dakar Seminars 
The microcomputer was a central and integral part of recent seminars 
titled, "Designing and Implementating National Energy Conservation 
Programmes" given in Nairobi and Dakar (Gillings 1984). The 
IBM-PC's provided relief from the slowness and tedium of "number 
crunching", so the participantscould focus better on issues. The use of 
the microcomputer in this instance also provided extensive "hands on" 
analysis of energy conservation opportunities with real data. 

To simulate the experience of national energy planning in a two week 
seminar is not easy. The dual objectives of the seminars were (a) to have 
participants understand the fundamental concepts of commercial and 
economic feasibility and relate these to realistic implementation 
programmes which would improve the country's energy supply-demand 
balance and (b) at the same time, to have participants do enough
calculation to appreciate the strength of such analysis and the practical
difficulties in carrying out energy conservation analysis. However, the 
design of national energy conservation programmes require processing 
and analysis of an enormous range of data and information, and then the 
formulation of an energy conservation programme for implementation. 
Within the short space of two weeks, the intent was to take a 

.compr.hensive look at the national energy situation in a developing 
country, examine a broad range of conservation opportunities in all 
sectors-transport, industry, commerce, residential-to make a realistic 
assessment of the technical, commercial and economic feasibility of 
conservation options which might be included in a national plan.
Admittedly, this was an ambitious undertaking, and to conceive such a 
range of activities without microcomputer support is impossible. 

The microcomputer played a central role in two aspects of the energy
conservation seminars. First, the IBM-PC was used extensively in the 
compilation of data to prepare a case study. Second, it was used 
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extensively for quick "number-crunching" during the seminars. The 
seminars included (i) a series of lectures on the fundamentals of 
economic evaluation of energy conservation opportunities, (2) the use of 
Terrania, a case study of a developing country based loosely on Kenya, 
as an example of realistic and comprehensive data, and (3) the use of 
LOTUS 1-2-3 on the IBM-PC. as the calculation tool. The thirty 
participants were broken into four groups with access to the two IBM's 
carried into Nairobi and Dakar for the seminars. The use of LOTUS 
afforded the ability to perform nett present -value and benefit-cost 
analysis of many options quickly, to integrate these into an 
implementation scenario and to assess the impact of the proposed 
programme upon the projected energy supply-demand balance of the 
nation. 

C. 	 Some Benefits and Liabilities of Microcomputer 
Application 

Often, to the microcomputer is attributed a range of benefits from 
processing speed to heightened staff interest in analytic work. But in 
reality, the whole of the list of benefits can be reduced to a single 
element-quality. In energy sector applications, the microcomputer 
provides access to a variety of planning and analysis software that has 
evolved over the last decade. For example, in section 2 we note the 
availability of fuelwood plantation computer models, petroleum well 
logs, macroeconomic projection, industrial boiler efficiency, energy 
supply-demand balances, financial analysis of plant level conservation in 
industrial plants, technical analysis of small hydropower projects and a 
variety of other software for the microcomputer. In effect, a developing 
country can become state-of-the-art in energy planning and analysis very 
quickly. In the countries where microcomputers have found application 
(see earlier review), the result has generally been a considerable 
improvement in the overall quality of energy sector development studies. 

A second aspect of quality is the enhancement of working skills of 
individuals and organizations which operate in the energy sector. Some 
of these more generalized micro-related improvements are summarized : 

I. 	 Increased speed in repetitive tasks, particularly where such tasks 
involve substantial amounts of data. For example,. monthly 
petroleum volume reports by the Ministry of Energy and Mining 
in the Sudan are far more easily generated by computer than by 
hand. The use o'f computerized energy balance in the African 
energy conservation seminars by ACRES permitted a quick 
analysis of a wide variety of conservation actions. 
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2. 	 Quality improvement in reports, memos and other documents. 
For example, Michael Sharpston in the Economic Development 
Institute at the World Bank noted in work with a number of 
ministries of planning in South-East Asian countries, that there is 
often a cycle of report preparation in which retyping corrected 
existing errors, but created new errors ! The introduction of word 
processing considerably reduced such problems. In the Sudan, the 
introduction of Arabic word processing early this year stimulated 
noticeably greater exchange of memos and reports among 
government officials and staff. 

3. 	 Improved staff interest and analytic skills. The introduction of 
microcomputer into energy sector project work in the Sudan and 
Morocco lead to demand for training courses in BASIC and other 
computer languages, and in some cases for word processing 
training as well. Participants in recent energy sector planning 
seminars organized by Resource Management Associate in 
Indonesia were all intensely interested in microcomputer 
operation and its potential for application in their own area of 
work. 

4. 	 Generalised improvement in the analytic capabilities of energy 
sector planning and operating agencies. In Morocco, for example 
the microcomputer narrowed the gap between decision maker and 
analyst. The introduction of microcomputer equipment in the 
National Energy Administration in the Sudan reduced its 
competition for machine time with the Ministry of Agriculture. In 
general, we find a diffusion of better organization, management 
and planning skills throughout the ministries and other agencies 
where microcomputers have become a support to analytic work. 

Some Liabilities 
For a number of reasons, it may often be difficult to identify and 
document serious liabilities associated with microcomputer use. As an 
energy sector project using microcomputers evolves, the critics of the 
equipment and structure of the project and those who do not embrace the 
technology and its application are swept , ide and drift off into other 
areas of interest. We are left with desc.riptions of microcomputer 
application primarily from those who implicitly approve of the 
technology. So caution is advised, and more attention should be paid to 
an attempt to identify and document the "bad" experiences of individuals 
and organizations. 

There are a number of obvious dangers or liabilities, including: 
I. 	 Loss of analytical personnel who do not make the transition to 

microcomputer use, but may nonetheless be very valuable to the 
organization. 
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2. 	 Staff jealousy and competition induced by a "have" and "have 
not" microcomputer orientation. 

3. 	 Unauthorized access to what may be confidential information. 

4. 	 "Reinventing the wheel" and machine dependence. The 
microcomputer is simply so easy to use that, rather than search 
for existing software suitable to a given analysis, the user may 
simply begin to write his/her own program. At the other extreme, 
we may become overly dependent on the machine, failing to do 
analysis by hand when that would be most efficient, and unable to 
do analysis by hand when the machine is broken. 

5. 	 Backup. In real life, decisions must be made. Whether sufficient 
information exists or analysis has been completed can be 
irrelevant, for some decisions have firm deadlines. This places a 
heavy burden on the analyst who relies upon microcomputer 
analysis. Not only is "backup" in the usual computer sense of the 
word required. But, in addition, the analyst must have from the 
decision-maker a clear statement of the time frame for the 
decision, and a clear notion of how to proceed if machine failure 
occurs. The situation is a kind of double jeopardy in which the 
decision-maker depends upon the analyst, the analyst upon his 
microcomputer. And the decision-maker will throw out both 
machine and analyst if they don't deliver. 

D. 	 Transient Problems, Tenacious Problems and some 
Solutions 

There are a variety of technical and operational problems associated 
with 	microcomputers. If we look at the comments of individuals involved 
in projects utilizing microcomputers in developing countries, just a couple 
of years back, or indeed examine the reports on microcomputers in 
developing countries prepared at that time, the list of problems is long 
and ominous sounding (Bureau of the Census 1983, Ingle 1983). Today, 
the list of problems is much shorter, and our expectations high that many 
of these will abate. As microcomputer equipment has become more 
commonly used and experience gained, the physical and electrical 
precautions and human cares necessary to integrate microcomputers 
comfortably into energy sector activity have become apparent, and 
largely acted on. 
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Some of the remaining problems of concern in microcomputer 
applications in the developing countries are: 

1. 	 Physical environment and electrical power - It is morning in 

Jhibuti. After a 35 deg C night, the daytime temperature will be 

54 deg C. A dust storm will blow in off the desert by afternoon. 

The lights may go out once or twice, but only briefly. Is this any 

place to use a microcomputer ? 

Heat, humidity, dust and electricity transients are the four 

worst enemies of microcomputers. And much of the developing 

world has all four in abundance. But coping with these problems is 
roomnot afR that difficult. In the Sudan, for example, a "clean" 

has been set aside for the microcomputers. Since the equipment is 

small room may be sealed against dust andsmall, a 
air-conditioned. 

Line voltage fluctuation and load drop were much more serious 

problems several years ago. With more computer equipment going 

into harsher conditions, the line isolation and battery backbo 

systems now are readily available and hav, a record of excellent 

performance. 

The recent trends in portable microcomputers (see section four) 
will also act to alleviate some of the lphysical problems of 

equipment. The newest of portables have a large internal memory, 

normally operate off their battery pack, use liquid crystal or other 

electroptic display rather than monitor, and make only occasional 

reference to disk or other storage. The result is equipment which is 

far less sensitive to environment than today's microcomputer 

equipment. 

computer2. Maintenance and vendor support. At present 
manufacturers are thinly represented within developing countries. 

Purchases of equipment often are predicated on whether service 

would be available. However, manufacturers like Apple computer 

have established dealerships in the Dominican Republic, Nigeria, 

Indonesia, Ecuador, Ghana, Nepal, Surinam and many other 

countries and even manufacture equipment in Malaysia. Tandy, 

producer of the Radio Shack microcomputers, is setting up a 

dealership in Pakistan. IBM service is available to Africa through 

a subsidiary of Business Computers International in Cairo. Thus, 

through a combination of expanded manufacturer and distributor 
of repairoutlets in the developing countries, and the provision 

facilities in selected central cities, the servicing of microcomputers 
remains expensive but is more widespread. 
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3. 	 Training and related support. As we have seen in the Sudan,increased work with microcomputers led to courses in BASICand other applications which were set ur by the University ofKhartoum. In Jhibuti, where Steven Hirsh of VITA estimatesthere are less than 50 microcomputers in the whole country, thesingle vocational school has added microcomputer applications toits accounting curriculum. These are merely two examples of therapidity with which educational institutions respond to thebeginnings of microcomputer work in a developing country. 
4. Character sets and word processing. Just afew years ago, working

in Spanish, French or other languages was difficult. Now, there isa multitude of word processors in any of the romance languages.Arabic word processing is in place on an IBM-PC in the Sudan,and Asiagraphics offers a Chinese character typing system on anHP-86 for which character typing is almost as fast in practice asordinary typing in English (ASIAGRAPHICS 1984). Opticalscanners which read booka ur document and can create
bibliography and referencing services have automatically comeinto the market. Lack of software in appropriate languages 
appears not to be a problem. 

5. 	 Institutional control of operations and data. The microcomputer is
inherently a decentralizing influence. With, 	 say, a statistical
compilation of survey data in the field followed by central office
processing, it may become difficult to co-ordinate the flow ofinformation and the procedures used by various personnel. In
addition, with more people having access to more data, there is a
difficulty of "leaks" of 	what might be sensitive information.
Where necessary, encryption and other technical means are
available to restrict access to highly confidential material. 

These are problems that exist to some extent in all organizations, even now. 	 The microcomputer may add to the burden of organizationalcontrol, but the solutions lie in better management, not fewer
 
microcomputers.
 

IV. 	 SOME RECENT TRENDS OF SIGNIFICANCE TO
THE DEVELOPING COUNTRIES 

Microcomputer technology changes rapidly. Mostly, the change is"bigger, faster, but less costly ;" bigger memory and better 	speed orother 	performance measure. But recently, there have been three 
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significant developments that point the way to new directions in the 
future, directions which hold important implications for microcomputer 
applications in the developing countries : 

1. Large internal memory portable microcomputers. 
2. High-level language-like programming environments. 
3. Graphics and cursor control. 

Each of these is a departure from established trends and alters the way 
we use microcomputers. 

The constant changes in the microcomputer marketplace raise the 
obvious question of obsolescence, both with respect to cost and 
capabilities. But we must distinguish carefully between "technical 
obsolescence" and "functional obsolescence." First, though 
microcomputers may soon have an even larger memory, the typical 
IBM-PC configuration with 256K to 512K internal memory supported 
by floppy or hard disk storage has proven adequate to the data and 
information needs of the national energy assessments in developing 
countries. There are virtually no computer applications which have not 
been possible for lack of equipment capability, and technical advances in 
microcomputer equipment will not soon change this situation. Second, 
while equipment may become cheaper, the total cost of, say, an IBM-PC 
with printers and other hardware is less than $ 10,000, or only a fraction 
of the cost of a typical development assistance project. Consequently, 
both in terms of capability and cost, today's microcomputer will be 
adequate to the functions carried out in energy sector planning and 
analysis for some time to come. 

The important point is that the possibility of technical obsolescence 
should not be used as an argument against entering into microcomputer 
.pplications. Rather, advances in technology will simply present new 
opportunities to expand the role of the microcomputer in energy sector 
analysis in the future. 

A. Large Internal Memory Portable Microcomputers 
In the last year, portable computers of extraordinary capability have 

been introduced into the market (Miller 1984). The Hewlett-Packard 
HP I10 is a popular example. At a cost of several thousand dollars, the 
microcomputer has 272K RAM, 384K ROM, uses a 8086 fast processor 
and has a 16 line by 80 character liquid crystal display with full graphics 
capability. (At a comparable price, one finds an IBM-PC with 256K and 
24 line by 80 character monitor with graphics.) The equipment includes 
MS -DOS 2.11, LOTUS 1-2-3 and Word Star contained in ROM. RAM 
space is always on, so programs are always retained in memory. The 
internal battery pack is rechargeable overnight and permits about 20 
hours running time. With the addition of a single card, the HP-110 
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becomes plug-compatible with the IBM-PC and can operate any of the
IBM-PC disk drives or other peripherals. In practice, this HP portable
computer acts much like an IBM-PC with two drives, but faster
computation and disk access time. It suffers only a lack of mass storage,
and one must turn to the IBM-PC or an t'.ternal disk drive to offload
data in quantities greater than those contained in the useable 272K 
RAM. 

Other battery driven microcomputer equipment includes the Grid
Compass 1100 with 256K RAM, 384 K bubble memory and
electroluminescent 24 line by 80 character display (Li '84). The
Gavilan Mobile computers are up to 288K RAM, use 31/2 inch floppy
drives and have 8 line by 80 character liquid crystal displays. 

Microcomputer equipment of this type offers three important features
for developing country applications. First, it is IBM-PC and HP-150
compatible. Special applicatioas, data, text and/or standard software 
may be transferred in either direction between the microcomputer
equipment. Second, the rechargeable battery provides considerable line
isolation and full protection for programs and data. Third, there is
sufficient memory to carry out almost any of the energy sector
applications mentioned earlier without immediate or continuing access 
to external disk drives. The availability of such power(ul but
self-cont:ned microcomputers will go far towards eliminating hardware 
barriers to developing country applications of microcomputers. 

B. High Level Language-like Programming Environments 
The use of integrated spreadsheets is just beginning. While applications 
so far are all rather simple accounting problems, the features of the

spreadsheets and their macro languages permit far more extensive
 
applications. Indeed, some of the energy sector models written in various

languages could be written, often more simply, in LOTUS or another
 
spreadsheet.
 

Most of the software for energy sector work mentioned earlier, use one 
of a variety-of computer languages. The early versions of the EnVest
model for Morocco used FORTRAN 77. The Acres International 
electricity system-load flow, transient analysis, water balance-used 
FORTRAN 77. The fuelwood models in Uruguay are in BASIC. These
languages have virtues and disadvantages built into their structure. 
BASIC, introduced in the '50's, has commands so similar to direct 
machine instructions that, even without compiling, BASIC runs fast.
The liability in BASIC is the difficulty of formatting the screen display.
Pascal wasdesigned for structured programming. FORTH, C, and other more recent languages satisfy other design criteria. The most recent 
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trend is to specialized languages like the dBASEII assembly 
programming and the macro languages in Symphony and Framework 
(called FRED) which extend the capabilities of spreadsheet work. 

At this time, the conception of spreadsheets is very narrow. Most 
people conceive of rows and coiumns on an accountant's pad, which form 
an array of boxes into which we put numbers or -formulas. With 
counting, maximum and minimum tests, and some simple string 
manipulation, calculations that would have been laid out on paper can be 
implemented in, say, LOTUS. In reality, a spreadsheet like LOTUS is 
much more powerful. 

With appropriate use of flags, iterative calculation, embedded macros 
and other features, spreadsheets act very much like programming 
languages. In fact, the spreadsheet environment in Symphony, leaving 
out any discussion of text integration and the like, has a macro languge 
which includes string variables and a FOR-NEXT loop. The spreadsheet, 
used cleverly, becomes aprogramming environment capable of handling 
a far wider range of applications than we have yet seen. 

It should be noted, however, that the microcomputer has also 
revolutionized programming in the traditional languages. Canned 
FORTRAN routines for colour graphics, screen cursor control and many 
other features typically mentioned as deficiencies of the traditional 
mainframe standards are now available from software vendors (most 
typically as assembly language routines that can be linked with the other 
object modules). New compilers. such as TURBOPASCAL, have 
dramatically altered traditional ways of editing and debugging complied 
code. 

These new developments are reflected in a number of the papers 
presented at this Symposium. The Costa Rica system of models is an 
excelLnt example of the use of LOTUS and FRAMEWORK-type 
packages (Fonseca : Evolution of the Energy Information System, Costa 
Rican Case). The Sri Lanka models (Munasinghe and Meier), on the 
other hand, make maximum use of the new developments in 
FORTRAN, and illustrate how LOTUS and FORTRAN based models 
can be integrated to maximum advantage. 

C. The Mouse and Graphics 
One of the most revolutionary changes in microcomputer technology is 
the introduction of "icons" and "the mouse",(Farley 1984). The concept is 
based on the "desktop metaphor." The computer displays a set of 
symbols which portray office equipment, for example telephone, file 
folder, wastebasket and the like. To select these functions at the push of 
a button, a hand-held "mouse"is rolled over the desk surface. An arrow 
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on screen moves up and down as the mouse is rolled forward and back; 
and the arrow moves left-right with left-right movement of the mouse. 
The 	presentation of the mechanics of operating word processing or 
analytic software is reduced to the interpretation and selection of 
appropriate pictures. 

This change in computer operation is far more significant than might 
at first appear. First, many studies have shown that the human mind 
assimilates spatial and visual information much more rapidly than text 
and verbal forms. The process of learning computer operations is 
considerably faster than for traditional screen-oriented text displays. 
Second, there are people who think clearly more in visual modes than in 
text modes, and for such individuals the new interface offers a preferred 
method of handling machine operations. 

Perhaps the most significant and far-reaching implications of.the 
Umouse" and its related heavy dependence upon graphics for many 
aspects ot microcomputer operation is in relation to "right-brain" 
function. Visual perception and response are largely right brain 
hemisphere activity, while the processing of verbal information and text 
interpretation are left brain activities. If there are notable differences in 
right 	brain to left brain dominance among cultures in the world, then 
this 	new technology is likely to have very different potential for 
integration of microcomputers into different cultures. 

While too little, hard information is available and we can only 
speculate on such effects, tor the developing countries the monitoring of 
these trends is of crucial importance. 

V. 	 ISSUES AND RECOMMENDATIONS FOR 
DEVELOPING COUNTRIES 

There seems little danger that the developingcountries will be swamped 
with microcomputer equipment, experience any massive drain offoreign 
exchange from computer purchases, or have their workforce displaced by 
micros in the near future. The equipment is relatively modest incost, and 
areas of application and demand for microcomputer equipment are 
increasing at a modest rate. The real danger is that developing countries 
may be left behind in the technical advances and productivity available 
from microcomputers, or that they may be left out of the new 
"information revolution" altogether. 

The impact of the introduction of microcomputers into all kinds of 
work environments seems generally to have enhanced analytical skills 
and improved quality of work. At this point in time, developing country 
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governments should encourage rather than discourage microcomputer 
use. However, within this broad scope of acceptance are particular kinds 
of problems which must be addressed by developing country 
governments. 

A. Issues 
There are a number of major issues which developing countries face in 
the transition to more extended use of microcomputers : 

(1)Diseconomies of having a diversity of microcomputer equipment 
and software. 

(2) 	 Assistance project applications of microcomputers and their 
continuing use. 

(3) 	Training in microcomputer hardware and software. 

(4) 	 Lack of documented equipment performance in developing 
country environments. 

(5) 	Lack of maintenance services and support. 

These are not simple problems nor do they have easy or quick 
solutions. However, attention to these issues within developing country 
policy circles is essential, else the eventual integration of 
microcomputers into business, and government organizations will be 
hampered by lack of direction. 

We should emphasize a bias towards limited action on the part of a 
developing country government. Many of the problems associated with 
microcomputer use in the developing countries will be solved in the 
market-place, as there is more demand for support services. Where there 
is little potential for such resolution, government may act to resolve 
specific problems. 

Issue 1 
Diseconomies of Having a Diversity of Microcomputer 
Equipment.- Having a variety of microcomputers leads to difficulties in 
training staff for machine use, compatibility of work done by two 
different groups within either business or government, the maintenance 
of hardware and ability to swap components while selected units are 
under repair, and inhibits the ability to form formal or informal "user 
groups" where in-country people may exchange ideas and solutions for 
their various problems. This has been the case, for example, in the Sudan 
where until recently a variety of equipment was used and the brand 
names changed with time. 
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Action.- To facilitate the exchange of information and ideas among 
users, a developing country government is advised to select several 
microcomputers which will comprise a restricted list of hardware, 
pre-approved for purchase by its ministries and other agencies. Any 
other microcomputer equipment requested by a government agency 
could be purchased only with explicit approval for a specific application. 

Private corporations have always recognized such problems and 
virtually every major corporation in the world has a computer policy 
committee. Typically, these committees select a range of equipment for 
general use within the corporation, and review other special requests. 
Acres International, for example. has been relatively successful and 
problem-free in its microcomputer work following a corporate decision 
on the IBNI-PC as its standard. Decision Sciences Inc. remained with the 
Apple II plus and Corvus Ilard Disk throughout development of the 
investment system in Morocco. (6vcrnment agencies also use this 
mechanism for computer management. for it serves to provide a coherent 
user group for personal and interagenc\ e\change on computer issues. 

Issue 2 

The use of microcomputers in Dev,'m,,i....istance ProjectsCan Fall 
Short of the Potential or Intended Impact. Microcomputer activities in 
projects for energy sector planning and management usually include not 
only the temporary ability to carry out the project work quickly and 
effectively, but also an expressed intent that developing country staff will 
enhance their analytical skills and ability to use microcomputers 
effectively in decision analysis. However, under the pressure of time and 
resources, such good intentions often suffer. Many of the U.S., Canadian 
and European professionals interviewed for this paper feel "more could 
have been done" either in training or analytic work with developing 
country staff. The complaint is heard that "since we left, the computer 
isn't used much." In a number of cases, projects end with microcomputer 
activities apparently insufficient to ensure their real integration into the 
ongoing programmes of the ministry or any other government agency 
involved. 

Action.- Developing country governments should establish policy 
guidelines applicable to all assistance projects which invtolve the use of 
microcomputers. The choice of computers must be compatible with the 
restricted list noted above, unless documented need for other equipment 
is demonstrated. In addition, support, or indeed the lack of it, for 
continued operation of the computer hardware and software must be 
clearly detailed. The capabilities required of project staff, both for work 
during the project and afterwards, must be identified, and the training 
programme to raise staff skills to the required level shown. 
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The process of international assistance is admittedly a complex one, 
and developing country governments cannot expect to set policy 
guidelines for computer equipment and other aspects of microcomputer 
use in projects, in the absence of discussion with assistance agencies. 
What we recommend is a forum including officials of the developing 
countries and the assistance agencies to consider the issues related to 
microcomputer applications. Some of the important questions are the 
terms to seek in development assistance involving the use of 
microcomputers. For example, how extensive should the training 
components of projects become, what is the balance between training 
and fieldwork, what arrangements for continuing access to software and 
hardware can be made ? Is "technology dependency" really an issue ? 
Or,are the use of micros simple enough that in-country staff and 
organizations will naturally adapt to their presence ? 

Issue 3 
Training the Skilled Programmers and Analysts who will use the 
Microcomputers.- To make effective use of the microcomputer, a set of 
skills not yet common in developing countries is required. Among the 
staff of government agencies, in the industries and in the universities of 
developing countries, there is often the talent to learn microcomputing, 
and a recognition of the need for trained personnel. However, too little is 
available in training in'the microcomputer field. 

In the consideration of training in microcomputers, developing 
countries must pay special attention to the new trends noted earlier, 
particularly the evolution of programming. Some of the traditional 
programming langu~ages are being quickly displaced by the newer 
languages, such as the C language, and by the programming 
environments, such as LOTUS. 

Action.- An incountry task force to deal specifically with training 
issues is critical to the longterm success of microcomputer application. 
Such a group should review current training programmes, and their 
relevance to country needs. Second, the task force should establish a 
training programme reflecting trends in the field of microcomputing 
and the anticipated directions of future microcomputer development in 
the country. 

One important aspect of training should not be overlooked. 
International project assistance, particularly in the energy sector, often 
includes the use of microcomputer software. The software may use 
commercial packages - LOTUS, dBASE or others, or may be written 
specifically for the project using a standard language, BASIC, 
FORTRAN or others. In either case, the training component of the 
I1
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international assistance should include a short course in the 
fundamentals of the programming language or environment used for the 
project. 

Issue 4 

In-countryr Hardware Maintenance and Testing are often 
Unavailable.- By all accounts, vendor maintenance and other support is 
important to consistent quality work with computers. A number of 
computer manufacturers have established dealership with some service 
capability within many developing countries. For example, IBM, Apple 
and HP support are available in Nairobi, Dakar and a number of other 
locations in Africa. Apple dealerships extend from Malaysia to 
Colombia. In other cases, North American or European distributors or 
consultants have set up extensions of their service. For example, Business 
Computers International has offices in Cairo. 

Action.- While there is no direct government role in microcomputer 
support, developing country governments should take care that 
regulations and/or tariff duties on the import of parts and other aspects 
of microcomputer maintenance do not act as artificial barriers to what 
can be much needed and valuable services. 
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I. INTRODUCTION 
Informatics can be broadly described as the science of information 
systems. Developments in this field are occurring at a dizzy rate, with
 
the use of computers at the core. The level of sophistication and the
 
intellectual demands of this emerging science are great, requiring long
 
years of preparation for practitioners in programmes of higher
 
education. As might be expected, the field of informatics is more highly
 
developed in the industrialized countries than in the Third World. This is
 
not to say, however, that informatics has a less important role to play in
 
developing countries. Indeed, the Director General of UNESCO has
 
stated that :
 

-Informatics has opened up such tremendous vistas for modern
 
societies that any failure to master it would mean a life of permanent
 
subordination. For informatics is more than a form of power ; it is a
 
power system. The technology which it involves is not just one form of
 
technology among others, but an ability to make use of other
 
techniques, to give or to refuse access to a whole range of scientific
 
data and knowledge, and thus to design new models of development."
 

With this in mind, the Board on Science and Technology for 
International Development (BOSTID) of the U.S. National Academy of 
Sciences with assistance from the U.S. Agency for International 
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Development (AID) has undertaken a three-year programme to identify 
the role of microcomputers in developing countries. This formidable task 
will include a series of workshops around the world at which 
microcomputer users make presentations and observe how this 
technology is being applied in the Third World. Because of its breadth, 
the subject has been divided into categories of manageable size, the 
present ones including microcomputer applications in agriculture, energy 
and health. In addition to workshops, BOSTID is preparing papers and 
bibliographies that provide summary descriptions of these fields ; this is 
the paper that deals with health. 

The purpose herein is to broadly describe the wide range of ways in 
which microcomputers are being used (and can be used) to promote 
health in developing countries. The paper does not cover all possible uses 
of the computer nor does it evaluate the success of the reported projects. 
Rather, it attempts to give the reader an idea of the many ways 
microcomputers can be used at varying levels of sophistication, from 
simple storage and retrieval of information to complex modelling, and it 
gives examples from the literature of projects using computers in various 
categories of use. 

The paper includes some articles that deal with mainframe computers 
as well as microcomputers. This is for several reasons. Firstly, the titles 
of some of the articles do not specify which type of computer is involved, 
but secondly and more important, computer technology is advancing so 
rapidly that what was done on the mainframe yesterday can be done on a 
microcomputer today. In the same way, what is being done on the 
mainframe today will be available on a microcomputer tomorrow. 

Although this paper's emphalis is on health in developing countries, it 
includes references by authors in "developed" countries :some of these 
pertain to their work in developing countries and some are examples of 
microconipu.er use in industrialized countries that could be just as 
applicable in the Third World. In addi ion, the distinction between 
deve!oped and developing countries is not always clear; essentially all 
countries are developing, especially in the area of computers. 

To find references on the use of microcomputers in the health field, a 
computer search was made of three computerized databases, namely 
Medline 1979, Conipendex (an engineering index) and Exerpta Medica, 
using keywords such as Microcomputers, Modelling, 
Developing Countries, Health, Medicine and the names 
of individual countries. Also contracts were made with the participants 
of several conferences on topics related to health and microcomputers in 
developing countries, most notably the National Council for 

http:microconipu.er
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International Health, (NCIH) conference on Computer Technology and 
International Health held in Washington, D.C., in January 1984. It is 
important to note that the frequency of such conferences is increasing, 
and that they are an important source of information on the subject of 
this paper, some recent examples including : 

World Congress on Medical Information Systems and Developing 
Countries, Mexico City, Feb. 7-12, 1982, sponsored by WHO, PAHO 
and International Medical Informatics Association. 

Fourth World Conference on Medical Informatics, Amsterdam, Aug. 
22-27, 1983, sponsored by the International Medical Informatics 
Association (IMIA) 
Eighth Annual Symposium on Computer Applications in Medical 
Care, Washington, D.C., Nov. 4-7, 1984 

Fourth Brazilian Workshop on Microelectronics, Campinas, Sao 
Paulo, Feb. 21-Mar. 4, 1983, with a portion devoted to "Biomedical 
Applications of Integrated Circuits". 

Health is obviously a very broad topic, including not only the many 
facets of medical care and treatment, but also nutrition, health 
education, epidemiology, demography and population, environmental 
science and engineering, and so forth. Rather than classify the literature 
herein by discipline, the approach that has been adopted is to categorize 
according to the different levels the use of the microcomputer, or what is 
often referred to as the degree of "smartness" ; almost all health 
disciplines involve use of computers at each of these levels. 

In this paper, the first and basic category includes Database Systems 
wherein the computer is used for storing and retrieving information. The 
next level of sophistication, which is the second category herein, goes 
beyond mere retrieval of data to include Statistical Analysis. The third 
category involves use of the computer for Modelling and Simulation, 
which play an important role in health planning and decision making. 
Finally, the microcomputer has a role to play as Ancillary Equipment in 
connection with other machines such as the sophisticated diagnostic tools 
used in hospitals that require the processing and display of information. 
These four categories, then, (Database Systems, Statistical Analysis, 
Modelling and Simulation and Ancillary Equipment) constitute the 
major sections of this paper. The last section includes a bibliography 
(annotated in places) which is divided according to the same four 
categories plus a fifth that includes general papers on microcomputers 
and health in developing countries. The descriptions in the sections are 
quite brief and are intended merely to suggest how microcomputers are 
being used. The more substantive information is in the bibliography. 
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Serious questions have been raised about the social implications of 
introducing microcomputers into developing countries where basic 
(non-computerized) communication networks are often weak, large 
numbers of people are illiterate, the number of technologically skilled 
workers is small, unemployment is high, parts are often not available, 
electricity is not always reliable or available, foreign exchange may be 
short and people often lack more basic services, such as roads and 
schools. These questions apply to any imported technology, and bring up 
the issue of dependence on industrialized nations and certain 
manufacturers. (Similar questions have been raised in industrialized 
countries like the U.S.) All of these questions are valid and are related to 
the fact that there is no technological fix for the problems of the world ; 
all technical advances are made in the human social context. That said, 
the authors leave those discussions to others and present here ways in 
which the microcomputer can and is being used to promote health. 

Another consideration is the choice of what hardware to buy. It is very 
important to select an appropriate system that can run on the local power 
supply, that can operate in local weather conditions (humidity, dust, 
etc.). that can be operated by the available staff, that is capable of 
performing whatever calculations or functions are required, that has 
parts readily available for which replacements can be obtained and for 
which software is available. A number of workers have discussed this 
issue, and the importance of correct advising on the purchase of a 
microcomputer for the first time. This topic, however, is beyond the 
scope of this paper. 

Several people who have helped in the preparation of this document 
should be acknowledged. First and foremost is the staff of BOSTID, in 
particular Dr. Jack Fritz. Next, thanks are due to the numerous 
presenters and participants of the NCIH conference plus other 
individuals who generously responded to appeals for information and 
documents on the subject of this paper. This report includes a few entries 
from a computerized literature search made by Mark Wolff of the Johns 
Hopkins University, to whom thanks are due. Finally, Ms. Ellen Brassil 
at the Health Sciences Library of the University of North Carolina at 
Chapel Hill who conducted the electronic searches cqf the technical 
literature isgratefully thanked. 

II. DATABASE SYSTEMS 
Storage and retrieval of information are probably the basic uses that 
can be made of the microcomputer, and possibly the one applicable to the 
largest number of users. Records can be easily stored, retrieved, and 
called by category, if necessary (e.g. the number of patients from a 
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certgin geographical area or ethnic group, average age of patients with a 
certain disease, listing of all homes that use well water, etc.). Data for 

reports can be produced very quickly, and they can be reformatted at the 
touch of a button or two. 

Computerization is already quite common in many hospitals and. 

clinics,where personnel profiles, equipment and drug inventories, payroll. 
data, etc. are all stored in the computer. These functions can also be very 

useful in government offices, collecting and presenting nationwide data. 

For example, Olson (1984 b, c) reports on the use of two microcomputers 
ain Lesotho's Ministry of Health Planning Unit. These machines (with 

battery power supply) have been in use since August 1982, giving 
support to finance, personnel, statistics and nutritional services. The 

computers were originally meant to handle the national health statistics 
that were swamping the ministry. Previously, data tabulations (of 
services provided, disease frequencies, length of stay) were done by hand, 
and reports could take years for completion. Now however, national, 
local and district data are available in the following quarter, and can be 
used in planning and improving services. 

In addition, the computers have been put to work keeping an 

equipment inventory. Updating records takes just a few minutes, and 

money has been saved by eliminating duplicate paychecks, payments to 

deceased persons and so on. Botswana and Swaziland have become 
interested in Lesotho's data processing system, and Lesotho has begun to 
provide them with technical assistance. 

Another example of information shared across national borders is 

POPLIN E, the world's largest bibliographic population database; it has 
over 2000 users in the U.S. as well as fourteen centres abroad with direct 

access. Johns Hopkins Population Information Programme searches for 
other users overseas, and plans to expand the database to 

microcomputers to make their information more readily available 
aaround the world. Consideration is also being given to produce 

on the Sahel nations forPOPLINE tape of French - language material 
the Reseau Sahelien d' Information et de Documentation Scientifiques 
et Techniques (Sahel Network of Scientific and Technical Information 
and Documentation). 

AID, which contracted with Johns Hopkins to create POPLINE, has 

also contracted with International Science and Technology Institute, 

Inc. (ISTI) to develop a health project database for use pn 
microcomputers. Under the Water and Sanitation for Health Project 
(WASH), AID had earlier commissioned a database for water supply 
and sanitation projects as well. 
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One of many organizations developing software packages for use on 
microcomputers in hospitals in the U.S. is CBR Associates of North
Carolina. CBR visited several small hospitals to determine the areas of 
greatest need that could be addressed with microcomputers. From 
project, CBR has developed five microcomputer programs for the health 
care field, incorporating commercially available software packages that 
are relatively -user-friendly". These programs are a good example of 
database management systems that wou!d be applicable to developing 
countries as well. 

One of these packages is Personnel Profile, which stores data on 
general personnel profile, employment history, employee evaluation 
summary, insurance information, employee health information and
educational history. Another related package is the Medical Staff
Profile, which includes information on certification, licensing and 
membership in professional societies , data on liability insurance and any
past claims brought against each physician; data on committee 
membership and a record of each physician's continuing education 
credits. 

Materials Management includes two modules: an inventory system
that tracks equipment and other items by location and reports minimum 
and maximum levels, and a module to manage departmental
requisitions. Emergency Room, Outpatient Registration Log is a 
program for entry of information on patients admitted to the Emergency
Room or to outpatient clinics. With easy access to this information, the 
registration of patients can be simplified on subsequent visits, and 
reports can be generated on the types of patients being treated, the 
number seen each day or by each physician, etc. The Ist CBR package,
Nurse Scheduling, was designed to keep a master schedule of nurses by
skill level, unit and shift over a period of one month. Schedule changes 
can be made quickly, holidays and vacation time can be tracked, and up
to 350 individuals can be scheduled at once. The scheduling (a modelling 
us. of dhe computer, rather than Just d...ablse) is actually done on the 
commercial software program Lotus 1-2-3. 

Volunteers in Technical Assistance (VITA) is a non-profit
organization with an interest in the impact of computerization. VITA 
will hold a workshop in 1985 on Microcomputers in Developing
Countries. They currently abstract the most interesting of their projects
to the DEVELOP database operated by Control Data Corporation.
These cases dealing with appropriate technologies of all kinds include 
water and sanitation, food processing, prosthetic devices and other areas 
of health. VITA has been involved for several years with satellite 
conferencing and plans to feed that technology into microcomputers in 
the next few years and to transfer written information from one 
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microcomputer to another. VITA uses microcomputers*in its home office 

for administrative records, bibliographic references and to store the 
bio-data of their 4000 volunteers, so that this data can be readily 

accessed according to skill area, language proficiency, etc. 

One of the many organizations that rely on microcomputers is the 
Project for Strengthening Health Delivery Systems (SHDS) in Central 
and West Africa. SHDS was developed to respond to the need expressed 
by 20 Central and West African countries, to improve regional and 
national disease surveillance, health and demographic data systems, and 
to integrate these systems into national health planning systems. SHDS 
has found microcomputers to be important in its daily operations and is 
encouraging their use in national g wvernment offices. Helfenbein (1984) 
reports on SHDS recommencations on the training of new 
microcomputer users. 

Several projects have used microcomputers to enter and tabulate field 

data before sending them to a mainframe computer for detailed analysis. 
For instance, a survey in Indonesia on, the effect of using Vitamin A to 
prevent a potentially blinding eye disease among children, used four 
microcomputers for entry and preliminary editing of -the data; Johns 
Hopkins University and the Helen Keller Institute conducted the survey. 

The use of decision trees might also fall under the rubric of database 
systems, although sophisticated applications could be placed in the 
category of modelling. A diagnosis, for instance, can be made by 
comparing a patient's symptoms and history with information stored in 
the computer on numerous diseases. Many western countries have been 
experimenting with this, as well as developing countries - given their 
chronic shortage of doctors. The People's Republic of China, for 
example, is vigourously pursuing the idea of diagnosis by 
microcomputers. China is well-known for its traditional doctors; 
however, their numbers are declining, and there is now an effort to 
rccord their accumulated body of kncwledge before it is lost. David 
Shires (1982) reported ifter his visits to the Chinese Medical 
Iniormatics Association that the first programs were written for 

hepatitis, cardiovascular disease, thromboembolic disease. arthritis and 
skin diseases ; by 1982 roughly 40 clinical algorithms existed, simulating 
human decision making for diagnostic purposes. According to Shires, 
the Chinese are planning to develop about 50 of these programs for use 

on small computers, to field-test, validate and distribute them to small 

community hospitals across the country to ensure a uniform level of 

patient care. 
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III. STATISTICAL ANALYSIS 
Besides just storing and retrieving information, computers can be used to
perform statistical analyses of data (i.e. calculating means, standard 
deviations, correlations, etc., all with a corresponding level of
confidence). The microcomputer offers several advantages in performing
statistical analyses. Obviously, a great deal of time is saved in doing
calculations by machine rather than by hand, but there are also 
advantages with the microcomputer as compared to the mainframe. In
the past, after data was collected in the field (on nutrition, latrine use, or
whatever), they had to be labouriously transcribed onto computer coding
cards and then sent to the mainframe, which often Thewas overseas. 
process was subject to severe errors and took a long time to get results.
With the advent of microcomputers, the data can be entered into the 
computer directly in the field by people who understand them, and
inconsistencies can be identified and corrected. The results are available 
immediately and can be used to revise and improve the remaining data 
collection efforts. 

Research Triangle Institute in North Carolina is one of many
organizations that has been involved in promoting the use of
microcomputers for statistical analysis. They have provided hardware,
software and training to the Department of Statistics in Rwanda, the 
Institu of Statistics and Demography in Upper Volta, and the Ministry
of Finance in Tunisia, as well as to other government ministries outside 
the health sector. 

There are many reported uses of microcomputers in the. analysis of 
survey data. Bertoli (1981) for example, performed statistical analyses 
on the microcomputer of water-related disease data in Morocco, looking
for an explicit relationship between health and socio-economic factors.
Health was treated as a product of the level of socio-economic 
development, and environmental factors were taken into account. The 
purpose of this study was to identify the social constraints that affect 
health levels as an aid to planning. 

IV. MODELLING AND SIMULATION 
This is one of the most complex uses of computers, both with respect
to computations and the reasoning behind them. Mathematical 
modelling is the art of describing physical or other systems with
equations, usually for the purpose of planning and decision making. One
broad class of models is for simulating systems ; i.e., for predicting the
behaviour or outcome of a system based on its characteristics, some of
which may be controllable. Examples include models for predicting
blood pressure as a function of age, height and weight; health as a
function of quantity of water used for hygienic purposes ; birth rate as a 
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function of economic status and education ; and pressure in piped water 
networks based on flows, pipe diameters and ground topography. 
Another broad class of models is for the optimal design or planning of 
systems, wherein an algorithm is used to determine the best course of 
action. Examples include the allocation of nurses to duty stations in a 
hospital, allocation of a budget among alternative expenditures and 
determination of pipe sizes in a water network in order to minimize cost. 
Developing and solving these models involves complex computations for 
which the computer is almost indispensable. 

Once a model has been developed, it can be used for simulation by 
inserting hypothetical data and calculating system outputs ; demography 
is probably the field that has used this technique the most. Since the 
computer solves model equations so quickly, it is easy to make a 
sensitivity analysis, looking at the effect on the whole system of changing 
one or a few variables. 

As with statistical analysis, microcomputers offer great advantages 
over mainframe computers in modelling and simulation, providing 
results quickly by allowing for decentralization of research. In the past, 
storage capacity limited their use, but as microcomputers are made more 
powerful, they are becoming capable of solving all but the largest 
models. 

A wide range of models has been developed in the health planning 
field. One classification that frequently uses electronic spread sheets are 
models for scheduling, an example of which is to assign nurses in 
hospitals to ensure a sufficient number with proper skills in each ward on 
each shift. Scheduling is an optimization problem where a solution is 
sought for mathematical expression with a series of constraints (money, 
resources, physical quantities, policy restrictions, etc.). 

The Research Triangle Institute has made wide use of the 
microcomputer for other types of modelling. For instance, a "Human 
Resources Planning Model" was developed to help the Mauritanian 
Government plan for education, health, food, population, employment, 
manpower and.the national economy. The model was initially designed 
for a mainframe but then adapted to a microcomputer. In Tanzania, a 
Regional Planning Model was developed for the Arusha region, and 
another was prepared for Tunisia. These models use a microcomputer to 
help planners keep track of and make forecasts for education, health, 
water, population, agriculture, nutrition, land use, livestock and forestry. 
(A datab:ise inaiagement system was also developed, to keep up with the 
input dato necessary for the planning model.) 

A :;im lar type of model is the one by Teel for dynamic social systems 
simulation and population management in Bangladesh. This model is 
being converted to run on the microcomputer. Already, the Bangladesh 
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planning commission is using the results of this model in their five-year
national plan. The World Bank is also interested in using this model for 
the work of its family planning programme in Bangladesh ; the model 
may also be applied in Haiti. 

Dr. Harold Sox, at Stanford University, is involved in developing a 
microcomputer decision support system. Disease diagnosis often involves 
testing, but as the health care field tries to reduce costs, efforts are being 
made to eliminate expensive tests which would add little to 
preliminary diagnoses that have already been made. Bayes formula, 
derived from a probability theory, can be used to calculate the 
probabilitX of disease for a given test result based on the probability of 
disease before ordering a test, test sensitivity (likelihood of a positive test 
in a patient with disease), and test specificity (likelihood of a negative 
test in a patient without disease). By calculating the probability of 
disease associated with different possible results of the test, one can 
decide whether or not to order the test. If tho test results cannot 
significantly change the pre-test diagnosis, the test will probably not 
alter the management of the patient and therefore can be cancelled. 

Sox is concerned with teaching clinicians to apply these methods. If 
medical students were required to apply logical principles to each 
test-ordering decision, they would be more likely to carry over that 
approach to their clinical practice. However, there are still relatively few 
clinical teachers experienced in applying a probability theory. Sox 
proposes the microcomputer as the ideal tutor: "logical, available, 
tireless". 

Most of Sox's research has been in the area of clinical algorithms
(step-by-step instructions for solving a clinical problem), which lend 
themselves well to microcomputers. Parallel to this are "expert systems", 
applying artificial intelligence methods to medicine for diagnostic 
purposes, which have been developed on large computers at the 
University of Pittsburgh (INTERNIST), and by Shortliffe at Stanford 
University (MYCIN and ONOCIN). These programs use a set of rules 
to interpret clinical data instead of following a specified sequence as in 
the case of clinical algorithms. These programs have not yet been 
adapted to microcomputers, but as microcomputer technology becomes 
mor, advanced, there is every reason to expect they will be. 

Environment engineers use models for such things as the design of 
water distribution networks, water quality studies, river basin planning, 
and other aspects of water resources work that impinge on health. Both 
simulation and optimization models are common, the objective function 
for the latter usually being some expression of cost to be minimized. 
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Other types of models include those of the heart, lungs and other 
organs which have been developed and used for both research and 
diagnostic purposes. In addition, computer modelling and simulation can 
be a very effective teaching device, whether for medical students, 
engineers planning water systems to improve health, government
planners, or economists. By examining different scenarios through
sensitivity analysis, planners can forecast the consequences of different 
decisions, in effect, accumulating surrogate experience very rapidly. 

V. ANCILLARY EQUIPMENT 
In addition to its use as a stand-alone machine, the microcomputer can
be used in conjunction with other equipment. For example, 
microcomputers are often used in hospital monitoring to transform and 
display the signals received from measuring devices. They are widely
used with CAT scanners (Computed Axial Tomography, a special x-ray
procedure) ; there are several articles on this topic in the bibliography. 
Microcomputers are also being used in conjunction with 
electrocardiograms, measurement of respiratory signals, and more. 
Computer analysis of phonopulmograms apparently may prove to be a 
promising non-invasive diagnostic tool for lung diseases (Majumder, 
1980). 

Another example of using computers to process information from 
monitoring equipment is in the People's Republic of China where 
research began in the early 1970's on acupuncture anaesthesia. 
Computers were used to transform and analyse the waveforms of 
electro-encephalographic signals in order to relate certain wave patterns 
to specific types of acupuncture. That work can now be done on 
microcomputers instead of mainframes. 

The microcomputer has also been used to control video cassettes for 
health education purposes. The National Hansen's Disease Center in 
Louisiana in the U.S. produces educational programmes on Hansen's 
Disease, (leprosy) designed to teach early recognition of the disease and 
various aspects of patient care. Recently, they have been producing video 
cassettes, which have been mailed to several countries and translated 
into several languages. These programmes are meant to be used in 
centers, seminars, or schools around the world. Recently, however, the 
Center has been experimenting with microcomputers to control the video 
cassettes and change the programme into interactive instruction for 
individuals. Rather than presenting the entire film in given order and at 
set speed, the microcomputer breaks the film at various points to ask 
questions ; depending on the viewer's response, the machine branches to 
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differenj segments of the film to reinforce or correct the viewer's 
answers. This combination of learner involvement through the 
microcomputer's interactive process has made this process quite 
successful in the trials that have been conducted at the Louisiana Center. 

SELECTED REFERENCES 
Following is a list of articles grouped according to the categories of 
computer use discussed in the main report. First are the journal articles 
(Section A) found through computer searches. Where the computer
entry included an abstract, it is included in the bibliography. Following 
the journal articles are the unpublished and conference papers (Section 
B) that were received based on direct request. The section entitled 
"General" includes articles on the broad topic of (micro) computers and 
developing countries ; it also includes articles whose titles are vague but 
relevant. 

1. DATABASE SYSTEMS 

(A) Journal Articles 

INTERNATIONAL INFORMATION 

Acuna, H. R. "Medical information systems and developing countries," Bol of Sanit, 
Pana., 1982 Oct. 93 (4), p.283-7. 

Margolis, E."Computerized information systems inhealth care in Latin America," World 
Hosp.. (England), 1983, 19/1-2, (84-87) 

Corning, M. E."The role of the US National Library of Medicine," Health Commun., 
Inc.. (Switzerland), 1980, 6/3-4, (212-242). 
A historical overview of personalities related to communications in biomedicine is 
presented in order to introduce two main topics : (I) the nature and character of the 
world's biomedical literature, and (2) the national (U.S) and international activities 
and collaborative programmes ot NLM. Data is given relating to the sources 
(countries) and languages of origin of the biomedical literature; and brief 
descriptions are provided for the NLM's overall functions and bibliographic 
information services. Current international programmes for developed and developing 
countries are noted and projections for the future are given. 

Corning, M. "Biomedical information networks; the experience.of the U.S National 
Library of Medicine," Educ. Med. Salud., 1981, 15 (4), p.424-41. 

This article examines the concept of a network of information and co-operative 
services among medical libraries and national, regional and international data banks 
to maximize the sharing and use of the available resources. The background and 
record of the National Library of Medicine of the United States. which established 
thie MEDLARS System, are descritned as a model lor guidance. The success of 
BIREME in Latin America is cited as an inceative to developing countries to 
participate inthe use and distribution of vital information. 

http:experience.of
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Sonis, A. "The Latin American network of biomedical and health information ; experience 
and future development," Educ. Med. Salud.. 1981, 15 (4), p.474-93. 
In 1968, the Pan American Health Organization set up the Regional Library of 
Medicine and Health Sciences (BIREME) in the Paulista Medical School in Sao 
Paulo under an agreement with the Government of Brazil. In this article the Director 
of BIREME discusses the present state of an outlook for biomedical information in 
the region and summarizes the work done by the Library in recent years. BIREME is 
doing an outstanding job not only of searching for and disseminating scientific 
information and training specialized staff, but also of promoting the establishment of 
national biomedical information subcentres (there are already 18 in Brazil). It 
is also the hub of the Latin American network of biomedical and health information. 

Ember, G. .Documentation in developing countries and related technological issues," 
Educ. Med. Salud.. 1981, 15 (4), p. 442-56. 

While bibliographical referencing and indexing services have risen to a high level of 
efficiency, thanks to computer and other technical innovations, the same cannot be 
said for documentation in the form of texts and charts. However early an order is 
placed, it can take weeks for the final stage of the process to be completed. There are 
grounds for optimism, however, more and more important books and journals are 
being published in the health field. In Latin America a number of areas of national 
interaction have come into view which promise to grow into a true network of 
biomedical and health information. 

INFORMATION SOURCES FOR LEPROSY 
Dorrington, L. "Information sources for leprosy, with particular reference to developing 

countries, "Lepr. Rev., (England), 1982, 53/2, p. 105-114. 
A brief description is given of the library and information sources available to 
developing countries, with particular reference to Latin America, South East Asia 
and Africa. The role of WHO in the on-going provision of literature services is 
reviewed. Four appendices deal with on-line service suppliers, directories of libraries 
and information services, a glossary of terms, and references to published work on 
libraries and information systems. 

PSYCHIATRIC DATABASE 

Llavero, F. "Computerized psychiatric clinical histories as a basis for international 
unification of medico-psychiatric education and care." Actas. Luso. Esp. Neural 
Psiqu tar., 1982 May-June, 10 (3), p. 111-8. 

DATABASE MANAGEMENT FOR HOSPITALS AND CLINICS 
Stephens, B. "A basic health information system for outpatient services," J.Ambul. Care 

Manage.. (U. S. A.), 1978, 1/4 (83-97). 
A carefully designed health information system is a crucial tool for efficient 
management of outpatient services. Effective direct service is dependent on good
patient records; and service statistics provide necessary data for evaluation, 
supervision and planning of the delivery system. Rational organization of the 
information system results in minimizing the information outputs. During a one-year
study, in selected outpatient units in Botswana, a simplified system was developed. 
Each component of this system was evaluated to determine the optimal efficiency of 
format. Every form was planned to fulfil specific information requirements of users 
and to contribute to programming both the sequence of health work tasks and 

12
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patient-initiated responsibility for health care. It was found that client retention of 
health records was advantageous, increasing the flexibility and efficiency of the 
delivery and utilization of services. Clinic.kept records were designed for reporting 
statistical data and identifying defaulting clients in order to provide effective 
follow.up care. 

Garratt, Alfred E. "Information system for ambulatory care,"Annu. Symp. on Comput. 
App. In Afed. Care., 3rd Proc.. Washington, D.C., October 14- 17, 1979 Publ. by
IEEE (Cat No. 79CH1480 - 3C), New York, NY, 1979, p.856 - 858. 

The Indian Health Service operates a complex, multi-level, physically dispersed 
health delivery system in providing health care to approximately 750,000 American 
Indians and Alaska Natives. To support the delivery of comprehensive health care and 
to provide for continuity of this care, the IHS has developed the Patient Care 
Information System (PCIS . The PCIS is a computer based information system that 
provides for the collection, storage, processing and display of patient-oriented health 
data. Computer support is provided by an IBM 370- 145 computer located at the 
IHS Data Processing Centre in New Mexico. 

Tabucanon, Mario T.; Adulbhan, Pakorn Apisityakul, Witawat. "Conceptual framework 
of an outpatient clinic information system for a university hospital in a developing 
country," Int.J. Policy Inf. 4(2), Dec. IS, 1980, p. 35 -46. 

The Management Information System concept is applied to the management of the 
outpatient medical records at a university hospital in Bangkok, Thailan6, in order to 
provide efficient means of collection, storage and retrieval of the records. This paper is 
concerned with the conceptual structure of a computer-based medical information 
system. It features the existing system, the information needs for each of the users, the 
proposed system operation and the database requirements. The factors considered in 
the proposed system lie in the areas of manpower, size of information base, physician's 
utilization time, patient's waiting time in the system and the paperwork loads. 

Granek, G."Design for retrofit - planning for future change, "World Hosp.,(England), 
1979, 15(4), p. 247 -251. 

Future advances in t:chnoiogy such as microcomputers and communication systems 
may alter techniques and further reduce patient stays, may allow remote monitoring 
and directing of satellites within clinics, extended care nursing homes or even homes 
of outpatients, from central diagnostic and treatment control centres. The present 
great need in the developing countries for numerous health care facilities with well 
staffed but unsophisticated support will require a rapid transition from the simplistic 
approach to m6re sophisticated technically-assisted programmes. Provisions for 
future changes should be evaluated to present a minimal burden on the original cost, 
be least disruptive to vital hospital processes and incur minimal expenditure in time, 
cost and energy. Flexibility of services can be accommodated by providing either 
built-in capacity and/or by providing space for expansion and/or duplication. 

SURGICAL PATHOLOGY DATABASE 

l1rangkul, Na Ayuthya W. and Bhamarapravati, N."Electronic data processing of surgical 
pathology records: experience at Ramathibodi Hospital," J.Med.Assoc. Thai., 1979, 
July, 62 (7), p.368 - 77, 

http:follow.up
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TUBERCULOSIS DATABASE 

Doy, R. W. "A simple computerized tuberculosis register with data collection in the field(suitable for a developing country), *Cent.Afr. J.Med., June 1973, 19 (6), p. 120 8. 

TEACHING AID 
La Grange, P. D. and Couper, D. J. "The micro - or home computer as a teaching aid in

postgraduate medical study," S.Afr. Med. J., March 27, 1982, 61 (13). p. 485 7. 
The home computer 'magic' portrayed by the advertising media is assessed by a
practical medical lecturer. Reviewable data banks from which data can be retrieved
almost instantaneously, the elimination of filing cabinets and stockpiles of notes, andthe efficient storage of clinical patient data together with the relatively low cost and 
ease of operation make the computer one of the most'exciting additions to modern 
teaching aids. 

Lobo, L. C. "Formative evaluation of education," Neurol-Neurocir.Psiquiatr.; 1977,
18 (2-3 Suppl.), p. 579 - 90. 
The formative evaluation tries to obtain, analyse and furnish information over the
planning and development of a course, which is brought about through a continuous
performance of the students during the course. This method allows for the adoption ofcorrective measures with reference to the course (presentation of other larningopportunities, preparation of iistructive materials, revision of curriculum, etc.), andwith reference to the student (studies prescribed). The formative evaluation may befulfilled by means of repeated tests, which the student himself will correct and,
subsequently, will discuss with the professor; it can also be processed by means of thestudents self-evaluation, interacting with computer terminals. CLATES/Rio presents
its experience employing minicomputers to allow for self-evaluation in bioscience 
courses. 

IMPORTANCE OF INFORMATICS 
Rodrigues, R. J. "Health professionals training in medical informatics: imlortance and 

objectives, "Vida Hasp., (Brazil), 1980, 14 (2), p.99 - 100. 

(B)Papers 
Shires, David B. "Health information systems application in technologically

lesser-developed countries: An overview," International Medical Informatics,
unpublished article, Sept. 1984, International Medical Informatics Association,
Halifax, Nova Scotia, Canada, Sept. 1984. 
Discusses the importance of health informatics systems (HIS) in providing economic
data on health systems for more realistic budget allocations, documentation to help
new managers, analysis of trends to avoid costly mistakes. Discusses 6 major problems
of implementing HIS, and possible solutions to all of them. Also mentions importance
of the microcomputer; predicts future trends in HIS. 

Mandil, S. "Medical informatics for developing countries," Workshop presented at
MEDINFO 80 - Third World Conference on Medical Informatics, Tokyo, Oct. I - 4,
1980. 
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Olson, Clifford D. -Microcomputers; Agents Cf change in health management," 
unpublished article, John A. Burns School of Medicine, University of Hawaii, U.S.A., 
Sept. 1984. 

Microcomputers can support the development process and organizational change 
through improvement of management information systems, particularly h-.alth, 
finance, personnel, drug supply and medical equipment information systems. 
Hardware configurations, servicing, and software are discussed. 

Olson, Cliffo, d D. "High tvchnology is sometimes the appropriate technology for health 
care in developing countries," unpublished article, Sept. 1984. 

Documents, successful use of two microcomputers (two TRS-80 model 3 computers 
with uninterruptible battery power supply, four disk drives and a printer) in the 

Lesotho Ministry of Health Planning Unit, funded by USAID with technical 
assistance from University of Hawaii. 

Olson, Clifford D. "Microcomputers and health: information systems in Lesotho," 
unpublished article, Sept. 1984. 

Lists software used in the Lesotho project discussed above : health information system 
(collecting reports from 120 health clinics), financial analysis, personnel analysis. and 
equipment inventory systems. Also describes hardware and training provided for 
computer users. 

French, James. "Problems encountered and solutions developed in data management to 
date using the microcomputer in Africa." Paper presented by Centre for 
Strengthening Health Delivery Systems in Africa (SHDS), Boston, MA, U.S.A. at 
NCIH Conterence on Computer Technology and International Health," Washington, 
D.C., Jan.25 - 26, 1984. 

Describes SHDS' Mangement Information System, comprised of files kept on D. B. 

Master and VISI - CALC packages, with hard copy files as well as electronic files, 

stored in three Apple 11Plus microcomputers, two in Abidjan and one in Boston. 
Description of the current files, including information on SHDS workshops, workshop 

participants, consultants, morbidity/mortality data, personnel travel and vacations, 

expense reports, SHD3 budget, etc. Optimistic about potential of microcomputers in 

Africa. 

French, David M. "Origin and development of the strengthening health delivery systemg 
(SHDS) approach to data management in the field." Paner presented by SHDS at the 

NCIH conference on Computer Technology and International Health," Washington, 

D.C., Jan. 25 - 26, 1984. 

Surveys . birth or death records as a sampling frame for studies of mortality ; and 

special data-collection systems for studying health processes. The working group 

reviewed the current state of knowledge on mortality in the developing countries and 
expressed great concern with the almost total absence of e, n the most basic mortality 

data in most African countries and in many parts of Asia and Latin America. Even 
where data exists. it is usually inadequate or improperly analysed for health and 

development planning. 
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ANALYSIS OF NUTRITION DATA 

Lorstad, M. H. "Computerizing nutrition surveys in the field, "Food Nut.. (Roma), 1980, 

6 (2), p. 24-6. 

Dahners, H. W.; Barac, Nicto M.; Spurr, G. B. "Development of standards for rapid 
assessment of nutritional status: Colombian children,"Am. J. CIn. Nutr., 1981 Jan. 
34 (1), p. 110-112. 

A method is described for deriving polynomial equations which describe age, weight 
and height for children between 6 and 16 yrs of age. Data for Colombian boys and 
girls have been utilized to ilfustrate the procedure.' 

ANALYSIS OF PSYCHIATRIC DATA 

Majodina, M. Z. and Johnson, F. Y. A. "Standardized assessment of depressive disorders 
(SADD) in Ghana," Br.J. Psychiatry,(England), 1983, 143 (5), p. 442- 446. 

A study in collaboration with WHO Geneva is reported. The instruments used were 
screening forms and tht SADD schedule. Fifty depressed patients were selected from 
the outpatients and inpatients of the Accra psychiatric hospital by experienced 
specialist psychiatrists using the screening forms. The two investigators then carried 
out a clinical assessment on eac selected patient using the SADD schedule. The data 
collected was subjected to computer analysis. The investigators found a 'core' of 
depressive symptomatology among African patients in Ghana. An interesting finding 
was the change in the presentation of depression in African patients over the past-3J 
years. Broad diagnostic groupings like endogenous depression and psychogenic 
depression could easily be applied to the study patients. 

PATTERN-ANALYSIS STUDY OF MEASLES 

Sayers, B. McA.; Infantosi, A. F. C.; Panerai, Ronney B.; Nobre, Flavio F. "Exploratory 
pattern-analysis study of a multifocal measles epidemic,*IEE Proc.PartA, 129 (9), 
Dec. 1982, p. 693 - 701. 

As a preliminary to forecasting and to the design of epidemiological control measures, 
the features of weekly case occurrence data in 232 towns during a multifocal epidemic 
of measles, in the state of Rio Grande do Sul, (Brazil) have been investigated using a 
signal-processing approach. Data from 153 outbreaks in the period 1971-79 were 
examined. Evidence was found of consistent microstructure in the form of a common, 
:ecurrent transient pattern of case occurrences in all the outbreaks. It is shown that 
the.inferred microstructure, offers a good basis for modelling the different epidemic 
outbreaks, and that it suggests hypothesis, forecasting procedures and possible 
control strategies in relation to future outbreaks. 

GENERAL METHODS 

Freeman, Howard E. and J. Merrill Shanks (eds), "Special issue on the emergence of 
computer-assisted survey research," Sociological Methods and Researc .12(2), 
Nov. 1983. 

Lachenbrugh, Peter A. "Statistical programs from microcomputers," Byte, 8 (11), Nov. 
1983, p. 560 -570. 
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II. STATISTICAL ANALYSIS 

(A) Journal Articles 

ANALYSIS OF MORTALITY RATES 
Morales, A.; Moradell, M; Somarriba, L; Gomez, H. "Fetal death, computerized'

statistical analysis." Rev. Chil Ob.-,,,Ginecol.. 1980,45 (1), p. 1-12. 

Tay, J.S.and Yip, W. C. "Computers in paediatrics, Computer program for evaluation of
mortality rates," J. Singapore Paediatr. Soc.. 1982, 24 (3-4), p. 138.40. 

Anon., "Recommendations of the UN/WHO working group on databases for the 
measurement of levels, trends and differentials in mortality," World Health Stat. 
(Switzerland), 1983, 36 (1), p. 72-77. 

The Working Group discussed the following issues: the use of mortality data for
health and development programmes; approaches for the collection of mortality
data; the use of continuous registration systems; collections of mortality data 
through multipurpose. 

(B) Papers 
Bertrand, William E. "Microcomputer applications in health population surveys:

Experience and potential in developing countries," Tulane School ofPublic Health
and Tropical Medicine. New Orleans, Louisiana, USA, Unpublished article, Sept.
1984. 

Review of the major technological advances in survey research in the last few years,
the portable microcomputer, and its role in data collection, editing, transfer and 
manipulation. 

Kelly, Valerie; Robert D. Stevens; Thomas Stilwell; Michael T. Weber. "An annotated
directory of statistical and related microcomputer software for socio-economic data 
analysis," Michigan State University International Development Working Paper, 
1983. 

Bair, R.; B. Diskin; L. Iskou; W. Stuart. "Considerations for use of microcomputers in
developing country statistical offices," International Statistical Programs Centre of
the U.S. Bureau of the Census, Oct. 1983. 

Describes a typical national statistical office, reviews microcomputer technology in
general and current software, gives examples of current microcomputer use in avariety of fields and countries, presents advantages and disadvantages of 
microcomputer use. 

Van de Walle, Etienne. "Microcomputers and demographic research in Africa,"
Unpublished article from University of Pennsylvania Population Studies Centre, Aug. 
1983. 

Briefly describes his successful experience with three IBM-PC microcomputers for 
processing and analysis of demographic data at the Sahel Institute in Bamako, Mali,
and general importance of microcomputers to decentralized research. 
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Bertoli, Fernando and Sandra Bertoli. "Improving epidemiological reporting in Morocco: 
A report on use of the interactive statistical inquiry system," Paper prepared for 
USAID (Assign. No. 582107), 1981. 
Proposes an explicit model to predict health outcomes as products of socio-economic 
development, and tests that model on systematic, comparative epidemiological data on 
the incidence of four watcr-related diseases in Morocco. Statistical analysis 
p-rformed on Apple II microcomputer using ISIS (Interactive Statistical Inquiry 
System) software package. 

III. MODELLING AND SIMULATION 

(A) Journal Articles 

POPULATION 

Patil, Mothiram K.; Janahanlal, P. S.; Ghista, Dhanjoo N. "Mathematical simulation of 
impact of birth control policies on Indian population system, "Simulation, 41 (3), 
Sept. 1983, p. 103 - 117. 

A feedback control computer simulation model of the population system of India is 
synthesized by using system dynamics methodology. The governing dynamic 
equations are solved using Continuoius System Modelling Program (CSMP) on an 
IBM 370/155 computer. The model, for different birth control policies, reproduces 
the past history of the system accurately. It projects (up to the year 2026) the future 
growth of population ; birth and death rates ; age structure ; and total couples to be 
covered for (I) different intensities of birth control, (2) increase in marriageable age 
and (3) better distribution of income policies. The model could be used as a tool to 
evaluate alternate policies for long-term population planning and to make 
recommendations of suitable policies to reduce and stabilize the population within 
minimum time. This model provides national policy makers with a scientific basis to 
evaluate the impact of their polices and thus to select the optimal one. 

Santow, M. G. "Microsimulation of Yoruba fertility," Math Biosci.. 42 (1 - 2), Nov. 

1978, p. 93 - 117. 

A microsimulation model is used to assess the extent to which the fertility of the 
Yoruba. of Western Nigeria may be affected by changes in the durations of lactation 
and marital sexual abstinence. The simulations make no allowance for the 
compensatory use of contraception. A series of preliminary simulations demonstrate 
the effect on fertility of the length of the period of post partum, non-susceptibility to 
conception, and an attempt is made to duplicate the reported fertility of a large 
lbadan survey (CAFN I). Input data is then drawn from a number of recent Nigerian 
demographic surveys which enable the separate simulation of the fertility of rural 
dwellers, poorer lbadan women and richer lbadan women. The output indicates that, 
in the absence of contraception, urban fertility is likely to exceed rural, and the 
fertility of richer urban women is likely to exceed that of poorer urban women. 

Khoo, S. E."Measuring the Thai family planning programmes' impact on fertility rates :A 
comparison of computer models," Stud. Faro. Plann.. 1979 Apr., 10 (4), p. 137 - 45. 

Teel, J. Howard and Rammohan K. Ragade. "Simulation modelling perspectives of the 
Bangladesh family planning and female education system," Behavioural Science, 
29 (3), July 1984. 
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Patil Mothiram K.; Janahanlal, P.S., Ghista, Dhanjoo, N. "Computerized systemanalysis of the impact of family planning policies, demographic factors and healthcare levels on the dynamics of population in a developing country," Automedica,

2(4), 1979, p. 187-211.
 
This study presents a computer simulation model for a rational analysis of the impact
of various factors, such as family planning policies, increase in marriage age,demographic factors, better income distribution policy and health care levels, on thedynamics of population growth in India. The model is synthesized using the systemdynamics methodology developed by Forrester. This model makes available a
scientific basis to evaluate the impact of their policy.


James, A. V. "Isonymy and mate choice 
on St. Bart, French West Indies: Computersimulations of random and total isonymy," Hum. Blol.. 1983 May, 55(2), p.
297-303. 

WATER SUPPLY 
Chandra, Rajesh ; Swamee, P. K.; Pandc, P. K. "Optimisation of water supply mains withtwo demand patterns," Indian J. Environ. Health, 19 (3), Jul., 1977, p. 244 258.

Optimization of a water supply system comprising of two pipe lines connected to acentral reservoir is carried out using the Lagrange Multiplier Method. Two demandpatterns are considered. Water is pumped from one end of each pipe line. During thenon-peak hours, pumps with high head and low discharge are used to supply theconsumers and simultaneously fill up the tank, while during peak hours the system isfed partly by pumps with low head and high discharge, and partly by the tank. Anumerical algorithm for finding the optimal solution for such a system is developed. 

HEALTH SYSTEMS 
Landau, Thomas P. "Methodology for the analysis of rural primary health care delivery

systems." Comput. Biol. Med.. H (2), 1981, p.51 - 72. 
The basic approach is that the dynamics of rural primary health care delivery systemscan be understood as an interaction between consumer and provider models.Computer modelling techniques can be used to analyse the efficiency of particular
rural health care systems, based on site-specific geographical data and economic data,regarding the cost of gasoline and other costs to the consumer and provider. Themethodology is relevant indeveloping countries. 

OTHER LARGE MODELS 
Eckert, R. R. and Sierra, J. L. "The use of a microcomputer in a biomedical research

project," Int. J. Blamed. Comput., 1981 Jan., 12 (I ), p. 71 - 82. 
The use of an inexpensive microcomputer system in an NIH - supported biomedicalresearch project is explained. Computer programs which store and analyse atirpollution data ; records from hospitals, doctors' offices, pharmacies and schools ;anddata from a community public health survey are described. The analysis consistsprimarily of calculations of various temporal and geographical correlationco-efficients inorder to determine whether particulate air pollution is affecting public
health in southern Puerto Rico. 

Sharma, M. and Sharma, P. D. "The dynamics of tetanus epidemiology and control inrural Uttar Pradesh studied through computer simulation," Soc. Sc. Med.. 1984,
18 (4), p. 303 - 13. 
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An epidemiological model is constructed for tetanus. The impact of alternate 
immunisation strategies to control tetanus in rural Uttar Pradesh is studied using this 
model. The expected decline in incidence and mortality over 30 years for different 
control strategies is predicted. Mass immunisation of the total population, or of just 
the females in the reproductive age group, leads to temporary decline at the endemic 
level. 

Frerichs, Ralph R. and Prawda, Juan. 'Computer simulation model for the control of 

rabies in an urban area of Colombia," Manage Sc!.. 22 (4), Dec. 1975, p. 411 - 421. 

A simulation model is developed describing the transmission of canine rabies within 
and between Ilb spatially distributed neighbourhoods in Cali, Colombia. The discrete 
timc, dynamic model considers both discrete random variables (incubation and 
infective periods, appearance and movement of rabid dogs through the city, etc.) and 
deterministic variables (demographic components of barrio canine populations). 
Values for the input variables were acquired through field observations, Colombian 
sources, and a review of the literature. Various canine vaccination strategies were 
tested in the model over a ten-year planning horizon for their cost.effectiveness with 
regard to the prevention of canine rabies. The model is recommended to the Pan 
American Health Organization to be used as an interactive gaming model to aid 
health system managers in Cali, Colombia and in other Latin American cities in 
scheduling the time and locations of vaccination teams in a more cost-effective 
manner. 

Fix, A. G. "Kin-structured migration and the rate of advance of an advantageous gene," 
4 33 4 42,4m. J. Phys.Anthr.poL., (USA), 1981, 55 (4), p. - . 

Hemoglobin E, en allele generally considered to confer malarial resistance in 
heterozygotes, is I)und in high frequencies across a wide area of South East Asia. 
Apparently it orig.nated as a single-point mutation which was spread by gene flow. 
The rate of diffusion of this adaptive allele is studied, using four computer simulation 
models. It is shown that in small populations deterministic equations for gene flow 
may over estimate rates of diffusion. Other aspects of population structure, however, 
such as kin-structuring of migrant groups increase the rate of advance. Finally, 
population growth coupled with the spread of the allele leads to much more rapid 
diffusion. These results suggest that population structure can be an important factor 
affecting the diffusion of advantageous genes. 

Berger, M.; Wilson, T. D., Saunders, L. D. "Queueing and patient flow at a Soweto 
polyclinic," S.Afr. Med. J.. 1982 Apr., 10, 61 (15), p.547 -70. 

We studied all 265 adult patients %ho came to a Soweto polyclinic on 18 March 1980. 
The objectives were : (i) to determine the flow of patients and the time spent in the 
polyclinic ; (ii) to use computer models to predict the effects of altering numbers of 
staff and/or the introduction of an appointment system ;and (iii) to elicit information 
relating to the feasibility of introducing an appointment system. The results show that 
of the 265 patients, 80% arrived before 10 a.m. and 1%arrived after I p.m. Forty-one 
perent of these putientbwaltd i;?5 oi no%'% qtudcs. 0i Live 2,,'pati hts f r4Iofithc 
amount of time spent in the clinic was available the mean time spent in the clinic was 
171 minutes, with a range of 16- 375 minutes. The mean time spent receiving 
attention was 24 minutes. Of 241 patients who returned questionnaires, 65% said they 
would like the introduction of an appointment system and 70% would be able to make 
appointments relatively easily. We suggest that a feasible appointment system be 
introduced and its effect on patient satisfaction and flow carefully monitored. 
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Anon. "Quantitative analysis of the relationship between housing unit size and hospitalutilization." Int. J. Hous. Sci.App/.. 6(3), 1982, p.27 1--278. 

Residential size and quality are very important issues in both developed anddeveloping countries. The recent trend of living in smaller housing units has adefiniteinfluence on hospital utilization, since, in smaller units, shortage of space is regardedas the major cause of inadequate home care. This paper presents a quantitativeanalysis of the relationship between housing unit size and hospital utilization. Theanalysis isa part of an analytical model developed for the determination of bed needsand locations for general hospital facilities. A numerical example for Turkey isgivento illustrate the computational procedure. The results led to the expectation thatsmaller housing units would be associated with less hospital utilization. 

Marino, Junior R. and Oliveira, Neto L. A. -The anterior cerebral artery. II. Acomputer model of its cortical branches stereotaxically obtained from anatomical
specimens.".lrg-Neurol).iquiatr. 1979 Dec., 37 (4), p.35 1-5. 

This article isa corrollary of a previously published anatomical study of the anteriorcerebral artery. The authors propose a method to obtain a computer model of theanterior cerebral artery, based on acombined system of stercotaxic co-ordinates and aspecially developed computer program. The graphic analysis is projected on amodelatlas brain and an ideal diagram of this anatomical structure is obtained. Forty
anatomical specimens %ere used for this study. 

Yip. W. C.; Tay, J. S.; lo, T. F. "Computers in paediatrics. 5. Mathematicalquantification of' oxygen availability in congenital heart disease." J. Singapore
Paediatr Sue.. 1983, 25 (1 2), p.55 9. 

Portela. A.; Vasallo, G.; Campi. NI.; Guardado, M. I.; Stewart, P. A.; Gimeno. A. L.;
Jenerick, It.; Rozzell. T. C. "Temperature effects on the properties of the
liodgkin-iluxley propogated action potential model determined by computed
solutions and phase-plane analysis," .-lcta. Physiol. Lat. ,,nt.. 1978, 28 (6), p.
271 317. 

The equation for membrane potential (V) of the squid giant axon or some muscle
cells, which is the heart of the ]lodgkin-Iluxley model for the action potential, can be
written in three %:ays: first, as aipartial differential equation in time and space:
second, as an ordinary differential equation in time, assuming uniform wave
propagation for the action potential ; and third, as an even simpler ordinary
differential eqaation for the potential at a point, so-called "space clamip" conditions. 
Solutions were computed for the first t5o of these equations, at three different 
temperatures, and the results compared. Temperature dependence of the appropriate
parameters %%as calculated from a simple exponential relationship. Significant
changes in the quantitative predictions of the model %%ere found as the temperature 

.was changed from 6.3 C to 18.5 C. Phase-plane (V v V. I vV) analysis has been used 
to examine the nature of these differences. 

Zachariah. J. and Saxena. S. C. "Modelling and analysis of respiratory system
diagnosis of lung tissue diseases, 

for 
" J. Inst. Eng. India interdiscip. Gen Eng.. 60 

(IDGE 3) Jun 1980, p. 90-96. 
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This paper deals with the development of a respiratory system model which is used to show 
the frequency response sensitivity of the mechanical parameters of the system as a 
function of percent obstruction of the lung tissues. Computer simulations of the model 
for various physiological cases has been considered to determine lung parameters as a 
function of frequency relative percentage obstruction of the peripheral airways and 
variations in other parameters. 

" 
Nath, N. G. and Kapur, P. "Nonlinearity in pulmonary airway dynamics, J. Blomed. 
Eng. 4(3), July 1982, p. 223-226. 

The 	paper describes an anproach for determining nonlinearity in the pulmonary airway 
dynamic system, assuming a crude but linear model of the system. The linear 
electrical analog, representation of the dynamic system, found to be applicable only 
during the inspiratory phase o( the respiration process, is considered as the basic 
model of the system. Control theory is used for nonlinearization of the dynamic 
process. 

Ghosh, P. ;Kapur, P. ;Nath, N. G. 'Stability, controllability and observability of the 
pulmonary circulatory system via its modified modelling, "Int. J.Syst. Scl..6(10), 
Oct 1975, p.901-907. 

The pulmonary circulatory system is analytically studied in this paper. The existing model 
of the circulation process is modified by introducing an inertance element in the system 
determining the right ventriculary dynamics. The value of the inertance is estimated by 
applying control theory. The stability, controllability and observability of the system 
having this modified model arc studied. It is found that this process is always stable, 
completely controllable and also observable. 

MEDICAL EQUIPMENT 

Arunachalam, V. M. and Shettigar, U. R. "Bubble blood oxygenator - A design analysis," 
Ann. Biomed. Eng., 9(1), 1981, p.75-87. 

The behaviour of a bubble blood oxygenator is simulated by a dispersion model. The model 
equations are solved by both a variable step size-finite difference algorithm and a 
backward marching technique. The computed results indicate that blood oxygen 
saturation increases with increase in column diameter and the gas flow rate. The 
bubble column is found to behave like a continuously stirred tank reactor at large 
values of either the column diameter or the gas flow rate. The performance of Shiley 
and Harvey H-200 bubble oxygenators was compared with the dispersion model. The 
results were found to be in agreement. 

DIAGNOSTIC MODELS 

Alghoridh, Sabah S. and Prasad, R. M. "Computer diagnosis from EEG signals using 
bootstrap identification " Int.J. Syst. Sc!. 13 (11), Nov. 1982, p. 1189-1199. 

A new parametric model for analysis of EEG signals is considered. Three different 
bootstrap type algorithms arc attempted to fit the model to observed data. Model 
parameters are described in terms of spectral properties of the EEG. One normal and 
two pathological records are studied. Results of case studies indicate the usefulness of 
model and algorithms in the computer processing of EEG. 

Pankhurst, R. J."Medical diagnosis in developing countries, "Comput. Biol.Med., 10(2), 
1980, p.69-82. 
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In many developing countries, no medical services of any kind, reach large parts of the 
population. An exception is the primary health scheme in Tanzania, where a novel 
method of medical diagnosis is used. This method of diagnosis has been extended,
with the help of computer methods, for use in tropical countries in general. Many of 
the computer methods are derived from biology, where parallel techniques for 
identifying plant and animal specimens are often used. Computers are used only to 
prepare the diagnostic scheme, which is then applied without any computer 
technblogy. 

SCHEDULING 
Goncales, J. "National system for computer control and payment of hospital bills," Rev. 

Paul. Hosp.. (Brazil), 1979, 27 (7), p. 211-218. 
Barbera, A. ;Guerrra, L,; Castro, M. ; Mahn, R ;Mahan, D. ; Bartolotti, E. ; Videla, C.;

Garcia, R. "Acomputerized drug surveillance system : its application in health care,
information and teaching, "Eol. ofSanit. Panain.. 1980 Aug., 89 (2), p. 124-9. 

Moussa, M.A. "Information system for post-marketing drug surveillance :;cheme on small 
computers, "Methods. Inf. Med.. 1982 Oct.. 21 (4). p. 181-6. 

Marcos, Dehesa S. ; Ernesto. Mercado R. ; Gerardo. Soto T. "Indiv'dualizeddosage
regiment design." Proc. San Diego Bionted. S'vnip. V 17. San Dbi.go, C4, Feb. 1-3,
1978, published by San Diego Biomed Symp., CA, 1978. Available from West Period 
Co., North Hollywood, CA, p. 253-260. 
This paper develops a computer program to assist the physician in determining an 
individualized dosage regimen. The algorithms, developed from pharmacokinetic
models, require input data which will indicate for the particular patient the rate 
absorption of the drug into his blood. The aim of this type of regimen is to guarantee a
cyclic variation of blood concentration in time, in such a way that his minimum vrlue 
equals the therapeutic value (plateau effect). To get this result the system has live
control parameters with two degrees of freedom; that is, one is free to choose 
arbitrarily any two of the five controls and the other three will be calculated in ter.iis 
of the first. 

lshai, G. and Bar, A. "Computer simulation for the prediction of stump loading in 
above-knee amputees," Med. Biol. Eng. Conput., 21(2), Mar. 1983, p. 186-190. 
The efficiency and accuracy of prosthetic alignment may be greatly improved with the 
help of a model which establishes the relationship between alignment settings and 
physical parameters which are closely related to amputee comfort and performance.
The paper presents a mathematical model, based on equations of motion of the shank
and foot, relating above-knee amputees' stump loading to alignment adjustments.
Included is a numerical example, which demonstrates the use of a computer
simulation, to predict the alignment setting for minimal thigh axial torque. It is 
suggested that the use of such a simulation should precede actual change of aligment 
inclinical practice. 

Palatnik, M. ;Amorim, C. L.; Galperin, J. "Teaching by using genetic simulation," Educ. 
Med Salud., 1980, 14(3), p. 263-74. 
With the advent of the computer as an educational tool, new avenues have been 
opened in the teaching of biology. The development of instructional techniques using a 
variety of mathematical models has assisted and stimulated the study of genetics,
particularly that of populations. This article refers to an instructional programme by
simulation of the genetic drift phenomenon, which enables the student to utilize 
results that would othtrwise take a long time to observe. The authors feel that this 
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teaching method is the only efficient way to teach the phenomenon, since its very 
complexity makes it very difficult to explain in the postgraduate classroom or through 
the conventional practical task. The programme is being used in a graduate course in 
genetics ; however it is felt that it can be applied to other health science fields and 
adopted to the levels of understanding of the students. 

Lozy, M. "Computer simulation of the effects of errors in birth registration on 
age-dependent anthropometric methods,"Ant. J. Clin. Nutr., May 1976, 29 (5), p. 
585-90. 

(B) Papers 
Ragade, Rammohan K. and J. Howard Ted. "Simulation modelling experiences: Case of 

the systems dynamics Bangladesh family planning and health care model." Presented 
at Plenary Session on Simulation Methodology, Annual Meeting of the Society for 
General Systems Research, Detroit, MI, May 23-28, 1983. 

Discusses specific issues of concern to the computer - simulation modeller and 
innovations in methodology. These can be summarized as follows: 
i. The use of fuzzy profiles for choosing primary variables from the perspectives of 
the modelling team. 
2. The use of Interpretive Impact Matrices to generate systems dynamics equations. 

3. The utilization of the interactive computer capabilities for purposes other than 
simulation runs. 

4. The concept of a Modelling Log File for a conscious continuing attempt at noting 
modelling assumptions, changes and redefinitions. 

5. Issues of portability on a microcomputers. 

Also discusses issue of models developed in academic circles far removed from country of 
study ; importance of seeking insights rather than numbers; applications of 
microcomputers. 

Ted, J. Howard and Rammohan K. Ragade. "Perspectives through Modelling: The case 
of overpopulation and female education and welfare in Bangladesh,"Proceedings of 
the Annual Conference of the Society for General Systemni Research, Detroit, MI, 
May 23-29, 1983. 
Describes a model using dynamic, non-linear descriptive, social systems modelling 
method (DYNAMO computer program) to simulate various social systems related to 
population growth in Bangladesh. Considers sectors of Family Education and 
Welfare, Family Planning and Health Care, and Female Employment, rather than a 
general systems model that includes many national sectors, to emphasize potential of 
non-economic societal forces in changing population trends. Builds on 
earlier multi-sector work by Teel in which the female education sector was shown to 
have one of the most significant impacts on population growth. 

Teel, J. Howard and Rammohan K. Ragade. "A system dynamic approach to family 
planning and health services in developing countries : the Bangladesh case," Pres-nted 
at the 1983 World Conference on systems, Caracas, Venezuela, July 11-15, 1983. 

Describes Teel's original 5-sector model to predict population in Bangladesh and 
reviews related studies. Uses DYNAMO modelling program to dynamically simulate 
population parameters over time ; discusses possibility of adapting model to 
microcomputer system with new MICRODYNAMO software. 
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Sox,Harold C.Jr. "Examining the medical decision making process," Dartmouth Medical 
SchoolAluminiMagazine, Spring, 1984, pp. 20-24. 

Discusses past research in use of clinical algorithms as a teaching tool for physicians'
assistants; current research on decision-making about whether to perform a test on a 
patient; importance of microcomputers in decisionmaking ; effect on 
decision-making of how information is presented ; utility theory applied to decision 
alternatives. Extensive future research planned to develop a microcomputer based 
decision support system. 

Sox, Harold C. "Aomicrocomputer decision support system for selection and interpretation
of diagnostic tests," Unpublished article from Stanford University Medical Centre, 
Stanford, CA, July 1984. 

Proposal to develop and test a logical framework for making decisions about selection 
and interpretation of diagnostic tests. Bibliography includes a number of articles on 
decision analysis with microcomputers, mostly in Medical Decision Making, but this 
proposal emphasizes microcomputers as a tool to teach proper decision making 
procedures. 

IV. ANCILLARY EQUIPMENT 

(A) Journal Articles 

COMPUTERISED AXIAL TOMOGRAPHY 

Rodriguez, Carbajal J.;Salgado, P. ; Gutierrez, Alvarado R. ; et al. The acute encephalitic 
phase of neurocysticercosis Computed tomographic manifestationsAm J.
Neuroradiol.. (USA), 1983, 4 (l ), p.51-56. 
Brain infestation by Cysticercus ccllulosae, the larval form of Taenia solium, is a 
common disorder in Mexico and other Latin American countries, Asia and Africa. 
Recent immigration has caused an increase in the number of cases of 
neurocysticercosis in the U.S. This work describes the acute encepl:alitic form of
neurocysticercosis in 26 cases. The clinicopathologic and neuroradiologic
manifestations are discussed with particular emphasis on the use of computed
tomography as amain diagnosis modality which demonstrates multiple diffuse (85%) 
or localized (I 5) enhancing nodules associated with severe edema. 

Lopez, Hernandez A. and Garaizar. C."Childhood cerebral cysticercosis :clinical features 
and computed tomographic findings in 89 Mexican children," Can. J. Neurol. Sci.,
(Canada), 1982, 9 (4). p.401-407. 

Cerebral cysticercosis was studied in 89 Mexican children. The frequency of 
childhood cysticercosis at autopsy issignificantly less than reported inadults from the 
same environment. Cerehral edcia is observed more frequently in children than in 
adults, and is the most common cause of intracranial hypertension. Symptoms in 
childhood cerebral cysticercosis may be totally absent, moderate, or andsevere 
ultimately fatal. Computed tomography of the brain is the most useful diagnostic aid 
and determines the dynamic neuroradiologic sequence of this disease, since different 
images appear at each stage to permit its diagnosis. 
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DeVillirs, J. C. "Cysticercosis of the nervous system", S. Aft. Med. J.,(South Africa), 
1983, 63 (20), p.769-772). 

In most Western countries cysticercosis is a rare disease and may at times cause 
serious diagnostic difficulties, but in South Africa, parts of India, Eastern Europe and 
South America it is fairly common and frequently features indifferential diagnosis in 
its varying clinical forms. With the advent of computed tomography, diagnosis of the 
disease, particularly the asymptomatic forms, has become more frequent. As in other 
parts of the world, the true incidence of this disease in South Africa is unknown, as 
many more cases are encountered than are recorded and asymptomatic infestation is 
common. 

Mazer, Sergio; Antoniuk, Alfonso, Ditzel, Leo F.S. ; Arauj, Joao C. "Computer 
tomographic spectrum of cerebral cysticercosis," Comput. RadioL, 7 (6), Nov-Dec, 
1983, p. 373-378. 

Cysticercosis is a disease that reaches endemic proportions in some areas of Latin 
Americ A major advance to the diagnosis and understanding of the polymorphic 
presentations of cerebral involvement in cysticercosis has been provided by computed 
tomography of the head. The main findings observed incomputed tomography (CT) 
of the brain of 116 patients with cerebral cysticercosis are reviewed. Calcifications, 
cysts, nodules, hydrocephalus and inflammatory reactions arc better detected by CT 
than through the use of any of the conventional neuroradiologic procedures, and 
surgical cases are more properly selected. 

Federle, M.P.; Cello, J. P. ; Laing, F. C. ;Jeffery, R. B., Jr. "Recurrent pyogenic 
cholangitis in Asian immigrants. Use of ultrasonography, computed tomography, and 
cholangiography," Radiology. (USA), 1982, 143 (1), p. 151-156. 

Five cases of Recurrent Pyogenic Cholangitis (RPC) were studied by 
ultrasonography, Computed Tomography (CT), 'and cholangiography. All patients 
were recent immigrants from the Orient or Indonesia and had had recurrent attacks 
of cholangitis for many years. CT was successful in showing the calculi and the full 
extent of dilatation. The authors conclude that preoperative diagnosis of RPC is best 
achieved by awareness of the characteristic clinical presentation and the findings on 
abdominal CT. 

Post, M.J. ; Chan, J. C. ; Hensley, G.T. ; et al. -Toxoplasma encephalitis in Haitian adults 
,ithacquired immunodeficiency syndrome: A clinical-pathologic-CT correlation," 

Aim. J. Roentgenol., (USA), 1983, 140 (5), p. 861-868. 

The clinical data, histologic findings and Computed Tomographic (CT) 
abnormalities in eight adult Haitians with toxoplasma encephalitis were analysed 
retrospectively. Diagnosis was established by the identification of toxoplasma gondii 
on autopsy in five, and bain biopsy in three specimens and subsequently confirmed by 
the immunoperoxidase method. All patients were studied with CT when they 
developeo an altered mental status and fever, associated with seizures. These CT 
findings that were best shown on axial and coronol thin-section double-dose contrast 
studies were useful but not diagnostically pathognomonic. In-patients with similar 
clinical presentation CT is recommended to identify focal areas of involvement and to 
guide brain biopsy or excision so that prompt medical therapy of this often lethal 
infection can be instituted. 
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McGahan, J.P.; Graves, D.S.; Palmer, P.E.S. ;et al. "Classic and contemporary imaging
of coccidioidomycosis,"Am. J.Roentgenol., (USA), 1981, 136 (2); p.393-404. 
Coccidioidomycosis is a systemic infection caused by the soil fungus Coccidiodes 
immitis and is endemic in northcrn Mexico and the southwest part of the United 
States. Isolated human infections have also been reported from Central and South 
America. Travellers or those recently transferred from an endemic area may present a 
puzzling clinical illness and radiographic picture. An even greater diagnostic
challenge is the disseminated infection which can devastate the patient many weeks 
after the primary exposure, and long after the visit to a significant geographic area.
Disseminated coccidioidomycosis will be fatal in the majority of cases unless the 
etiology is recognized and treated. The classic radiographic manifestations of 
coccidioidomycosis are well documented, but no report has reviewed the findings in 
conjunction with helpful modern imaging methods such as computed tomography and 
rat.ionuclide studies. We have reviewed over 300 published articles on
coccidioidomycosis, and to these we have added our own experience with Y0 cases of
primary coccidioidomycosis and 43 cases of disseminated infection. Discussion of 
epidemiology, pathology, clinical presentatibns, and treatment are limited to 
influences on the radiographic and scintigraphic findings. 

HOLOGRAPHY
 
Shankar, P. Mohana ; Gupta, Suresh N.. 
 Dupta, It. N1."Applications of coherent optics

and holography in biomedicat engineering," :lEE Trans. Biomed. Eng.. BME29(I), 
Jan. 1982, p. 8-15. 
Coherent optics and holography have bcome potential tools in offering tangible
solutions to various problems in science, engineering and medicine. Holography, with 
.'. .hr.-e dim.r,.zil ,a:uic and high rcsolution, finds applications in microscopy and macroscopy. Various holographic interferometric techniques are highly useful in 
diagnostic medicine. Coherent optical processors have remarkably high speeds and 
offer a parallel processing facility. Accordingly, these processors should be of great 
use in biomedical data processing like spectral analysis, correlation, image
enhancement, etc. A survey of these techniques and their typical applications to 
problems in biomedical engineering has been given. 

i LECTROCA RDIOG RAPH y 
Lakshmikanthan, C.; Ramamurthi, B.; ilussain, A. T.; Thanikachalam, S. 

Jaganathan, V. "Value of computerised ST-integral analysis in the diagnosis of 
coronary artery disease," Indian Heart J.. 1983 Nov. Dec., 35(6), p. 314-16. 

Goyal, N. C. and Chakrabarty, D. P. "Image processing and its applications to biomedical 
engineering," J. Inst. Eng. India Part I., 63(IDGE 2), Feb. 1983, p. 48-50. 

Image processing has fourd significant applications in biomedical imagery such as
radiography and cardiographs. This paper reviews the data compression technique 
on electrocardiographs. 

Dcvi, V. Lakshmi ; Pratapa. Reddy V. C. V. :Scrinivagan, T. M. "Microprocessor based 
on-line monitoring of left ventricular ejection time." Automedica, 4 (2-3), 1983, 
p. 97-111. 

Systolic Time Intervals (STI) and especially Left Ventricular Ejection Time (LVET)
is an important clinical indicator of left vcntricular function. Several etiologies of the 
left ventricle can be monitored noninvasively by measuring LVET. This paper 



143 

describes an automatic, on-line unit based on a readily available microprocessor 
system for the measurement of LVET. This automatic system is found to be useful for 
clinical assessment of LVET, during exercise and during sports medicine monitoring. 

Florenzano, F.; Alvo, D.; Giordano, J. "System for processing electrocardiographic 
reports with a microcompute.r," Rev. Med. Chil.. 1982 Nov., 110 (11) p. 1119-23. 

Verma, H. K.and Ghai, A. K. "Microprocessor based waveform generator for bio-medical 
application," J. Inst. Eng. (India) Electron Telecor--un Eng.Div., 60 (ET 3), Apr. 
1980, p.96-98. 

A microprocessor for generating complex waveforms for biomedical application is 
described. Details of the method, including the software and a low-pass filter design,
being the only peripheral device needed, are given. The microprocessor produces a
pulse - width modulated signal which, after passing through the low-pass filter, yields
the desired waveform. The method was successfufly tried for producing ECG 
waveforms, the results of which are presented. 

RESPIRATORY SYSTEM-PHONOPULMOGRAMS, 
PLETHYSMOGRAPHY, ETC. 

Majumder, Anup Kumar. "Computer analysis of frequency spectrum of the 
phonopulmograr-." Proc. Annu. Symp. Comput. Appl. Med. Care, 4th Proc. of the 
Annual Conf.of the Soc. forAdv. Med. Syst. 12th, Vol. 1,Washington, D.C., Nov 1-5,
1980. Publ. by IEEE (Cat 80CH1570-1), Piscataway, NJ, 1980, p.266-271. 
Phonopulmogram (PPG) is a recording of lung sounds. A method is proposed for 
quantification of the PPG signal in the frequency domain by the computer. Results of 
application of the method to PPG signal of 3 normal subjects and 6 tuberculosis 
patients are presented. The study shows that their frequency spectra appears to be 
unique, and therefore may well prove to be a promising non-invasive diagnostic tool 
for lung diseases. 

Fonseca, Costa A.; lisenberg, H. M. ; Zin, W. A. "Fourier analysis of airflow and 
transpulmonary pressure signals filtered on-line,"An. Acad. Bras. Cienc.. 1979 Sept. 
51(3), pp. 557-65. 
Airflow and transpulmonary pressure curves obtained from a normal man and a dog,
during hyperventilation or when breathing spontaneously, were analysed on a digital 
computer by means of the fast Fourier transform. 

Khan, Mahfooz R. ; Tandon, Srinath,; Gula, Sujoy K.; Roy, Sujoy B. "Quantitative
electrical-impedance plethysmography for pulmonary oedema, "Med. Blol. Eng.
Comput., 15(6), Nov 1977, pp. 627-633. 

A simple expression isgiven for the estimation of transthoracic electrical impedance
directly from externally measured dimensions of the thorax of a human subject.
Clinically, the abnormalities due to an intrathoracic accumulation of fluid can be 
detected by comparing the estimated and the measured v.lcus of the impedances. A 
curve relating transthoracic electrical impedance and intrathoracic fluid volume is 
obtained by means of a computer program. The curve can be used for assessing the 
pulmonary oedema fluid quantitatively. The validity of the expression has been 
experimentally confirme-1 in 103 normal hi man subjects of various age groups, builds 
and of both sexes. 

13
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El Dhaher, A.H.G.; Al Kazzaz, T.S.; Mustafa, K. Y. "Microprocessor-based data 
acquisition system for respiratory signals," Microprocessors Microsyst., 5(8), Oct. 
1981, p. 339-345. 

Microprocessors are having an increasing role in on-line measurements in the medical 
field instead of large computers because of their compactness, low cost and case of 
operation. This paper describes a microprocessor-based data acquisition system
representing the primary state in designing a larger on-line acquisition and processing 
system for measurement and correlation of respiratory signals. The system designed
has the features of easy communication, flexibility of operation and system',. software 
and hardware. The system uses a mass storage unit for permanent data storage. A 
detailed discussion of the hardware and software is presented. 

El Dhaher, A.H.G. ; Kaouri, H.A. ; Mustafa, K.Y. "Microprocessor-based system for the 
measurement and analysis of an expiratory flow-volume curve," Med. Biol. Eng. 
Comput., 21(3), May 1983, pp. 277-284. 

Analog recording and plotting on an xy plotter of flow-time signals can produce 
inaccurate analysis of respiratory data. To improve on the accuracy of the 
measurement and reduce the time required for such an analysis, a 
microprocessor-based system has been developed. The system is designed to be easily 
operated and requires minimum time from the user. The system accepts the analog
signal from a differe'tial pressure flow meter. The signal is digitized and input to the 
system for further calculations. It gives the operator an indication of the drift in the 
transducer based on calibration at a standard flow rate. The system is interactive with 
the user via a visual display terminal. It offers the user full freedom in selecting the 
parameters to be measured. The displayed results are calculated from the measured 
signal and compared with predicted values. Hard copy of the displayed information 
can be produced upon user command. The software is flexibly designed to allow for 
any modification or future expansion. 

SKELETAL MUSCLE ANALYSIS 
du Plessis, M.P. ; Louw, H.N. , Geyer, H.J. "Skeletal muscle analysis with the aid of a 

computer-assisted image analysing process," S. Aft. Med J.. 1982 Oct. 30, 62(19), 
p.679-80. 

OTHERS 
Llobera, O.H. ; Cesar, C.J. ; Portcla, A. ; Zothner, E.; Guardado, M.I. ; de Xamar, Oro 

J. R. ; Rodriguez, C. ; Campi, M. ; Gimcno, A.L. "Digital interface for bioelectrical 
data acquisition system,"Acta. Physiol. Lat.An.. 1978, 28(l), p.25-32. 

The action potential digitalized and stored by means of a fast solid state electronic 
waveform recording system can be directly read out on a printer or ina computer for 
further processing. It has been designed on a digital interface, allowing the 
automatization of these bioclectrical data acquisition and printing process. 

Liobera, O.H. ; Cesar, C.J. ; Portela, A. ; Zothner, E. ;Guardado, M.I. ; de Xamar, Orro 
J. R. ;Rodriguez, C. ;Vassallo, G. ;Gimeno, A.L. "Digitalizer system and memory for 
electric transients,"Acta. Physiol. Lat. Ain., 1978, 28(l), p.53-67. 
A fast solid state electronic waveform recording system was designed which can 
record, store and display action potentials or any type of event, either single pulse or 
repetitive, as a function of time. Above all, its capacity to record fast trarsients and to 
give the output in analog and digital form makes this electronic device more 
convenient than conventional recorders or single trace oscilloscope systems. 
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Chand, Kailay Balbir, Sandananda, R.; Das, Junu R. "Algorithm for segmenting
juxtaposed objects," Pattern Regocnit., 13 (5), 1981, p. 347-351. 

This work is an attempt to develop an algorithm for segmentation of juxtaposed
objects arising in the recognition of certain scenes. The approach is based on matrix 
.manipulation. The algorithm is implemented in two parts: the first is to find the 
significant points of concavity, and in the second, the direction of the paths of 
segmentation is found and the paths are grown into the pattern until complete
segmentation is achieved. The algorithm is illustrated by considering examples from 
biomedical imagery. 

(B) Papers. 
0' Connor, Richard J. "Microcomputer-controlled video in medical education," The Star. 

May/June 1984, p. 1-3. 
Describes the work of National Hansen's Disease Center in Carville, Louisiana,
U.S.A. in medical education and training on Hansen's disease (leprosy). Educational 
media packages on disease recognition ind patient care, currently distributed to 
centres in many different countries, are now being combined with interactive 
microcomputer programs to serve as individual learning packets. 

Clacys, Cor L. "The impact of microelectronics on biomedical applications in developing

countries," Unpublished UNIDO report, June 17, 1983.
 

Based on sessions on "Biomedical Applications of Integrated Circuits" at the Fourth 
Brazilian Workshop on Microelectronics, Feb-Mar 1983. Reviews the state-of-the-art 
and some new trends, considers relevance of biomedical engineering to developing
countries and requirements for its introduction, gives some examples of pract'cal
applications of biomedical engineering that would be relevant to developing countries, 
such as blood pressure monitors, blood gas analysis, applications in urology (using
microcomputers to analyse the data) instrument for pulm(,nary systems (using
microcomputers for automatic monitoring), and pulse counting and monitoring.
Recommends future action, including forming a group of experts to investigate local 
needs, inventory existing technology, define products to be developed, train necessary 
personnel. 

V. GENERAL 

(A) Journal Articles 
GENERAL IMPACT OF MICROCOMPUTERS 

El Kholy, 2. and Mandil, S. H. "Microcomputers and health improvement in developing 
countries," WHO Chron., 1983, 37 (5), p. 163-5. 

Rojas, Ochoa F. "Is there a incomputers' "impact" the developing countries ?" Sante 
Publhjue (Bucur), 1983, 26 (2), p. 147-58. 

Needle, David. "United Nations brings microcomputers to developing countries," 
InfoWorld. Dec. 7, 1981, 3 (29), p. 13. ISSN : 0199-6649 

Describes a new United Nations programme that involves the exporting of 
microcomputer technology to participating developing countries. Reports that Altos 
computers have been part of this programme. 
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Samuelson, K. "Communicating within a world system," Int. Conf.on Comput. Commun. 
(ICCC), 2nd, proc. Stockholm. Swed.. Aug 12-14, 1974, p.361-366. Pub]. by Int. 
Counc. of ICCC, Stockholm, Sweden, 1974. 

When it becomes amatter of giving assistance to developing countries in technology 
transfer, social progress and health-care delivery, it often becomes more important to 
be able to communicate in any way whatsoever, rather than to just have CPU access 
to a maximum of core. The benefits should be appreciated and expressed in 
humanitarian terms. The implication and openings for several global improvements 
by means of computer communications, information transfer and remote database 
utilization arc analysed for a number of actually existing situations. A real-life 
example is reported which involves anetwork for adozen countries inS,,u:h-East Asia 
and the Pacific. Since it is a network case study, it may serve as a model of the 
conditions faced within other continents and regions in the world. 

Moneta, Josef (ed). "Information technology, 1978," Proc. of the Jerusalem Conf. on Inf. 
Technol.. 3rd (JCIT3) lsr., publ. by North-Holland Publ. Co.,Aug 6-9, 1978 

Amsterdam, Netherlands and New York, NY, 1978, 804 p.
 

These conference proceedings contain 116 papers of which one appears in summary 
form and one is an introduction ; 114 papers are indexed separately. The underlying 
theme is transfer of technology to developing countries. Topics include: computer 
systems, architecture and reliability; education for bibliographic database 
utilization ;software in general; computers in education ;computer chess ;numerical 
methods ; history of computing ;applications of machine descriptions, software and 
applications; communication networks and information systems ; semantics, 
languages and programs; medical technology transfer; LANDSAT image 
processing ; plans and programmes for developing nations; emerging domestic and 
regional communication satellite systems ; and geographic map data processing. 

Suri, P. K. ;Sharma, K. D. ; Mishra, R. K. "Areport on computer techniques in medicine 
and biology," Indian J. Afed. Sci.. 1980 Jun, 34 (6), p.139-43. 

SOFTWARE CONSIDERATIONS 

Agbalajobi, F. "Characteristics of the software for computer applications in medicine," 
Med. Inf. (England), 1979 Apr - Jun, 4 (2), p. 79 - 88. 

The requirements of clinical medicine, which tend to make the design and 
implementation of software for hospital computer systems difficult, are discussed. 
Specific constraints on the software for selected computet-assisted activities in a 
hospital environment are examined. Since some of these activities have counterparts 
elsewhere, hospital computing can benefit from the accumulated experience with 
similar problems inbusiness and scientific environments. The argument put forward is 
that developing countries, with their characteristic problem of acute shortage of 
skilled manpower in both medicine and computing, should initially concentrate on 
applying computers in such countries to incorporate programmes relating to computer 
technology in general and the software aspects in particular. 

TEACHING AID 

Lobo, L. C. and Jouval, H. E. Jr. "The use of new educational technology in the 
development of health manpower in Latin America :its implications in the teaching of 
epidemiology," Int. J.Epidemiol., Winter 73, 2(4), p.359-66. 
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OTHER 
Tay, S. H. "Computers in dental practice-an end users' overview," Singapore Dent. J.. 

1981 Nov. 6(2), p. 107-9. 

Tay, J. S. and Yip, W. C. "Computers in paediatrics, 2. Genetic counselling for sex linked 
recessive conditions," J.Singapore Paedlair. Soc., 1982, 24 (3-4), p. 125-32. 

Tay, J. S. and Yip, W. C. "Computers in paediatrics, 3. Genetic counselling for autosomal 
dominant conditions," J. Singapore Paediatr. Soc,. 1982, 24 (3-4), p.133-7. 

Heise, David R. "Special issue on microcomputers and social research," Sociological
Methods ofResearch. 9 (4), May 1981. 

Koshy, A., Deshpande, J. V., Behl, C. M. "Computer aided clinical discrimination between 
non-cirrhotic portal fibrosis and cirrhosis," JPMA, 1983 Feb, 33(2), p.30-2. 

Goldberger, H. and P. Schwenn. "Man-machine symbiosis in the assistance and training of 
rural health workers: A proposal," Centre Mondial d'Informatique et des Ressources 
Humaines, Paris, 1983. 

Price, H. "Microcomputers: The key to an easy and peaceful transition to 20th century
expertise in the Third World," Proceedings of the Conference on International 
Development. Bari, Italy, May 21-23, 1979. 

Shires, David. "Results of a preliminary visit to the People's Republic of China : Exploring
the needs for health informatics seminars offered to the Chinese Medical Informatics 
Association by members of COACH (Canadian Organizaton for the Advancement of 
Computers in Health)," Report to C.I.D.A. (Canadian International Development 
Agency), May 1982. 
Gives history of the Chinese Medical informatics Association and its use of 
computers, including documentation of traditional Chinese medicine by way of 
algorithms to be used on microccniputcrs for diar,'osis ; analysis of graphs,
clectroencephalographs, etc., epidemiological analysis, design of dental prostheses, 
etc. 

Anon. -RTI's use of microcomputers in USAID projects," Personal communication of 
unpublished report from the Research Triangle Institute, Research Triangle Park, 
NC, S-pt 1984. 

Gives brief descriptions of RTI's experiences in providing training and technical 
assistance in microcomputers to various developing countries, in the areas of database 
management, statistical analysis, and modelling. Brief description of advantages and 
disadvantages of microcomputers is also given. 

Reynolds, Jack. "Management applications and microcomputers," Paper presented at 
NCIH conference on "Computer Technology and International Health," Washington, 
D.C., Jan 25-26, 1984. 

Contains a Description of three widely-used software programs: VISICALC 
(a spreadsheet especially for budgets and finances), PROFILE (a filing system), 
SCRIPSIT (a word processing system). 
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Servan-Schreiber, Jean Jacques. "Testimony before U.S. House of Representatives,* 
Washington, D.C., Released May 19, 1982. 

Answers questions on the World Centre for Computer Science and Human 
Resources; stresses the need to develop human resources and tackle social problems 
concurrently with advances in computer technology. 

Bayardo, Barbara; Alpha Camara; Suzanne Grant Lewis. *Draft bibliography on 
microcomputers and developing countries: Strategies, impacts, the Industry and 
Applications," Unpublished paper, Dec 1983. 

Lists 101 papers, most with critical abstracts by these authors. None dealing 
specifically with health, they deal mostly with global issues of the impact of 
microcomputers and of computerization in general. 

Strong, Michael A. "A project to develop microcomputer software for demographic 
research : Initial suggestions," Unpublished paper, April 5, 1983. 

History of SHDS, choice of two categories of project activity (functional aspects of 
program activity, and budgetary/fiscal activity supporting it) to keep on 
microcomputer, technical assistance provided by International Statistics Programs 
Centre of the U.S. Bureau of the Census, Health Information Systems projects 
planned for Ivory Coast and Sierra Leone. 

Helfenbcin, Saul. "Training for use of the microcomputer for data management in the 
field," Paper presented by SHDS at the NCIH Conference on Computer Technology 
and International Health, Washington, D.C., Jan. 25-26, 1984. 

SHDS experience in training African office staff to use microcomputers ;objective 
was transfer of technology defined as ability to (1) configure software for specific 
applications, (2) determine whether operational problems were user, software or 
machine related and (3) master the manual of instructions so as to minimize recourse 
to external sources for solving problems. Computers mainly used for database 
management, word processing, and financial management. Training seen as short, 
middle, and long-term, depending on expected level of computer use by trainee. 
Importance of taking into consideration role of the new technology, the behaviour of 
workers and the objective of using the new technology. 
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MSTAT: A MICROCOMPUTER SOFIWARE
 

PROGRAM
 
FORAGRICULTURAL RESEARCH
 

by 

RUSSEL D. FREED and MICHAEL T. WEBER
 
Departments of Crop and Soil Sciences and Agricultural Economics,
 

Michigan State University
 
Michigan, U.S.A.
 

and 

PADAM P. SHARMA 
Department of Soil Science,
 

Institute of Agriculture and Animal Sciences,
 
Kathmandu, Nepal.
 

ABSTRACT 

The necessity of a microcomputer software package to integrate 
research design, management and data analysis functions led to the 
development of MST \ r, which shows promise to facilitate agricultural 
research in developing country situations. Originally developed by Dr. 
Oiviad Nissen of the Agricultural University of Norway, MSTAT is 
revised with supportive documentation and training opportunities by 
departments of Crops and Soils and Agricultural Economics, Michigan 
State University, East Lansing, U.S.A. 

Written in MBASIC, this data management and statistical analysis 
software package of about 50 sub-programs runs on microcomputers 
with CP/M (or MP/M) operating systems and at least 64K of RAM. 
Present capability areas of MSTAT include: characterization of 
farmer and farming practices, problem identification and prioritizing; 
testing and verification of technologies and hypotheses; conduction, 
management and analysis of experiments and data; and report writing 
and recommendation domains. 

The various sub-programs of MSTAT are to make experimental plans, 
define variables, enter, list and correct data and make transformations, 
make breeding plans for self-fertilized crops; sort, merge and move sets 
of data and files, compute descriptive statistics and analysis.of variance, 
and perform economic analysis of experiments. 

http:analysis.of
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DEVELOPMENT OF A MICROPROCESSOR-BASED
 
IRRIGATION SCHEDULING COMPUTER MODEL
 

by 

E. R. N. GUNAWARDENA 
Department of Agricultural Engineering,
 

University of Peradeniya,
 
Peradeniya, Sri Lanka.
 

ABSTRACT 

The decision making process of when and how much water needs to be 
applied to a particular crop, is termed irrigation scheduling. This 
analysis can substantially increase crop yield, save water and labour and 
minimize deterioration of soil structure and loss of plant nutrients. 

A systematic approach based on climate, crop and soil interactions is 
needed to provide estimates of current soil water status to the farmer 
along with the predictions of future changes and irrigation requirements.
With the recent advances in meteorological science and computer 
technology, the adaptation of computers appear to be an attractive 
approach to modernizing irrigation scheduling. 

The availability and popularity of cheap microcomputers resulted in 
the idea of developing a simple irrigation scheduling model with the 
necessity of minimum data. Collection of vast amounts of data required 
for estimating actual evapotranspiration were not taken into account,
and soil moisture depletion would be simulated with the help of 
gravimetric sampling at long intervals. This eliminates the need to have 
a meteorological station, except a simple rain gauge. 

Evaluation of the model with the existing data showed that it could be 
used successfully to predict moisture content in the soil, and hence could 
be used for the scheduling of irrigation. Accuracy of the predictions
could be increased substantially by decreasing the intervals between the 
samplings. 
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A STUDY ON MICROCOMPUTER PROGRIAMMING 
FOR FEED FORMULATION 

by 

LAI-AN HSIEM
 
National Pingtung Institute of Agriculture,
 

Taiwan.
 

ABSTRACT 

This paper compares feed formulation by computer with traditional feed 
formulation. 

Both computer and traditional method, use almost the same data, 
including animal nutrient requirements and feed analysis data. Although
different methods of calculation are used, both result in more or less the 
same formula. After calculating the results, what wc need to consider is 
the effect of the formula palatability, toxicity, effect on development; 
and its value - the cost. 

Traditional methods are combined with computer analysis. The goal
of the traditional method is to fluctuate feed ratios and make the results 
approach the requirements. In other words, it is to try to get the best 
results by trial and error. This would take a lot of time manually, even 
with a calculator. Using a computer gives quicker results. 

Linear programming of the ratio is also described. This is a method of 
determining the least cost combination of ingredients which will meet 
the necessary requirements. The computing method is different from the 
traditional method. At the beginning, the procedure is very much like the 
traditional approach combined with computer analysis. First, we build 
up a data file, then choose feed items and provide feed prices, limitations 
of quantity and nutrient. The computer proceeds with the analysis,
include pre-optimization and post-optimization. 
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THE FAO FARM MANAGEMENT ANALYSIS
 
PACKAGE (FARMAP) AS A TOOL FOR
 

COMPUTER - SUPPORTED
 
EMPIRICAL RURAL RESEARCH
 

by 

TOMAS KEILBACH
 
Asian Institute of Technology,
 

Bangkok, Thailand.
 

ABSTRACT 

The FAO Farm Management Analysis Package (FARMAP) is a 
package which handles data gathered by empirical social or economic 
research. Like other packages of its kind, it is meant to produce tables 
out of the raw data entered, but not before cleaning and correcting the 
data on its way through the different program mod'fles. It was originally 
designed for the purpose of farm management analysis, but in practice 
can be used for other purposes as well, such as for regional studies and 
monitoring systems. 

The package consists of a number of computer programs, now used on 
several micro and mainframe computers, and includes manuals and 
teaching material. In order to be used for different purposes, the 
programs can be modified by the user in order to produce specific
validation checks and tables. Therefore, a specific data handling concept 
was developed, consisting of data records and a coding scheme. Data can 
be stored on records by transferring it into codes and values, and 
allocating the codes and values to specific, predetermined data fields on 
the records. Thereafter, data can easily be retrieved, and tables can be 
produced according to the wishes of the user. 
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HIERARCHICAL MODELLING FOR INTEGRATED
 
NATIONAL ENERGY PLANNING 

(INEP): THE FUELWOOD MODEL 

by 

PETER MEIER
 
Institute for Technology Policy in Development, State University of'
 

New York, at Stony Brook,
 
New York, U.S.A.
 

MOHAN MUNASINGHE 
Computer and Information Technology Council,
 

Colombo, Sri Lanka,
 

and 

D.'ROSAIRO and N. WICKREMASOORIyA
 
Ministry of Power and Energy,
 

Colombo, Sri Lanka.
 

ABSTRACT
 

This is the fourth of four companion papers describing the formulation, 
implementation and use of a set of microcomputer models for energy 
planning and policy analysis in Sri Lanka. (see also Energy Abstracts) 
The fuelwood model is one of a family of energy subsector models within 
the overall planning framework. The model is designed to assess the 
impact of alternative fuelwood plantation and cookstove programmes, 
and is being used to help define the national energy strategy. The 
software is menu driven, features character mode graphics, and can be 
run on most MS-DOS based machines including the WANG-PC, 
Tandy 2000, IBM-PC and CANON AS-100. 
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A MICROCOMPUTER -MODEL FOR EVALUATING 
THE ECONOMIC PROSPECTS OF WOOD ENERGY 

PLANTATIONS 

by 

ROBERT D. PERLACK, WILLIAM F. BARRON andSUJIT DAS 
Energy Division,
 

Oak Ridge National Laboratory, Oak Ridge,
 
Tennessee, U.S.A.
 

ABSTRACT 

Increasing demands for fuelwood and wood energy feedstocks have 
placed severe pressure on forest resources in many developed and 
developing countries. Energy plantation is one concept under 
investigation for increasing the size and productivity of the wood 
resources base. The BIOCUT microcomputer model is designed to 
facilitate the systematic investigation of a wide range _f potential wood 
energy plantation applications and to provide reasonable estimates of net 
returns and minimum required output prices. In BIOCUT, the wood 
energy plantation is defined by five groups of user-specified inputs. The 
model reports yearly information on the economic status of the 
plantation, cash-flows and the age distribution of the standing biomass. 
The'model calculates the present net value, the discounted average cost, 
internal rate of return, and benefit-cost ratio. Because of the high degree 
of uncertainty surrounding importalt biological and economic 
relationships, the model facilitates extended sensitivity analysis and can 
be used to conduct a risk analysis. The model has been used to evaluate 
the economic prospects of wood energy plantations in Liberia. The 
BIOCUT model is coded in PASCAL, operates on IBM personal 
computer and is compatible with 256K memory, using the DOS 2.0 
operating system. 
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THE NEED FOR GOOD STATISTICAL SOFTWARE ON 
.. MICROCOMPUTERS FOR AGRICULTURAL 

by 

R. D. STERN
 
Department of Applied Statistics,
 

University of Reading,
 
Reading, U.K.
 

R. BURN
 
Rose Hill, Mauritius.
 

and 

S. ABEYASEKERA, V. K.SAMARANAYAKE, 
N. D. KODIKARA, and S. T. NANDASARA
 

University of Colombo, Colombo, Sri Lanka.
 

ABSTRACT
 
A statistical software 
 package called INSTAT, intended for a BBC 
microcomputer with a minimum of one 400K diskette drive is described,
stressing the importance of having suitable computer facilities on a 
microcomputer available on site at agricultural resea ch organisations,
which, in Sri Lanka are unlikely ever to have the personnel or resources 
to possess large computers of their own for their data analysis. The 
initial development of the package, by staff from the United Kingdom
and Sri Lanka, the objectives we hoped to achieve through developing
such a package, the facilities we expect to find in a good software 
package and which we have incorporated within INSTAT are explained.
One point emphasised is the facility within INSTAT of being able to 
resume relatively easily after the system has crashed, perhaps because of 
a power cut, since the current work-sheet is automatically updated on the 
disk at the end of each command. The interactive facilities of the 
package and its command structure are also described together with a 
description of further facilities  some of particular relevance to 
agricultural research - that are expected to be incorporated within 
INSTAT in the future, pointing out that for complex analysis or analysis
with large data sets is not possible with INSTAT, data transference from 
the BBC microcomputer to mainframe computers is possible. 

14
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INTERFACING THE DATA ACQUISITION
 
MICROCOMPUTER TO CP/M AND MS-DOS
 

OPERATING SYSTEMS
 

by 

L. V. ALCALA, Jr. 
Philippine National Oil.Company,
 

Manila, Philippines
 

ABSTRACT 
The use of microcomputers running the more popular operating systems
for the storage and processing of data gathered from measuring 
instruments, is discussed, ipcluding the use of distributed processing by a 
dedicated microcomputer based data acquisition system, using local area 
network technology. 

An example is of a data acquisition system developed in the 
Philippines presented for fuel testing, based on a single chip
microcomputer and a typical automatic data acquisition system, set up
for a coconut shell processing plant, for measuring and controlling 
mechanical and electrical data. 
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THE USE: OF -COMPUTERS IN -A, RESEARCH
 
PROJECT ON SOLAR RADIATION ESTIMATION AND.
 

MEASUREMENT 

by 

M. C. A. ALLES and T. D. M. A. SAMUEL 
Department of Engineering Mathematics,
 

University of Peradeniya,
 
Peradeniya, Sri Lanka.
 

ABSTRACT 

Data necessary for solar radiation estimation was available in typed and 
handwritten sheets in two central places in Sri Lanka. These were 
collected, stored on punched cards, and processed on an IBM 1130. 
Using Fortran IV, print outs were made available from IBM 1132 
printer. With this data, several numerical models for the estimation of 
total radiation were examined. The approach suggested by Angstrom 
and subsequently modified by Page was found to be the one best suited 
for Sri Lanka. The constants in this formula were determined by a 
modification of a method due to Fre're et al. The Angstrom-Page 
formula with the appropriate constants is used to estimate total 
radiation. 

The data necessary for the estimation of total radiation has been 
transferred to an Apple lie microcomputer and a program in BASIC has 
been developed to verify the estimates made with the IBM 1130. A 
demonstration diskette giving details on the method of estimation of 
total :adiation has also been developed. The diskette will provide a 
quick introduction to the projects for any sufficiently motivated research 
worker. This, it is hoped will ease the serious problem of the 
non-availability of researchers with a background in this subject area. 
Work is in progress on data logging, using the Apple Ile microcomputer, 
a U-A/D convertor and Eppley Pyranometer. 
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INSTITUTIONAL ISSUES IN THE USE OF
 
MICROCOMPUTERS IN ENERGY PLANNING
 

ORGANIZATIONS IN DEVELOPING COUNTRIES
 

by 

PAMELA L. BALDWIN
 
Office of Energy,
 

U.S. Agency for International Development,
 
Washington D.C., U.S.A.
 

ABSTRACT 
This paper reviews issues raised by microcomputer applications in AID 
sponsored energy planning projects. The introduction of microcomputers
into the working environment of energy planning organizations in 
developing countries offers significant potential for improved analysis 
and decision making. At the same time, this new technology presents 
special challenges and adjustment requircrments. The proliferation of 
low-cost microcomputers and the rapid changes in available hardware 
and software make it difficult for LDC energy planners to determine 
which systems can best meet their requirements. Need assessments 
should allow for future flexibility and incremental upgrading so that 
obsolescence and limited capacity do not unduly constrain 
energy-related information processing and analysis. Once systems are 
purchased, management policies are needed to ensure their optimal use. 
The respective roles of data-pro.essing specialists and end-users must be 
worked out, and care must be taken to avoid diversion of highly-trained 
energy analysts to routine programming tasks, as has occurred in some 
countries. 

Analysts should be mindful that weak or incomplete energy data can 
take on an authoritative air in computerized output, raising the danger
that conclusions will be drawn or decisions made with greater confidence 
than is sometimes warranted. While energy modelling and data base 
management may be the r '',n d'et'e for planning agency computei
purchase, the cases discussed now that staff may concentrate more on 
relatively simple applications such as word processing, project
scheduling and monitoring, and use of spreadsheets for budgeting 
purposes. Networking among microcomputers and electronic links to 
mainframe databases can greatly enhance the usefulness of information 
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technologies in planning institutions, but these are especially difficult to 
implement in developing countries and are likely to be among the last 
uses to become available. 

At least in the short run, computer-based analysis may increase the 
need for technical assistance from external (usually expatriate) sources; 
issues of dependency on advisors must therefore be carefully addressed. 
Training and user-support programmes should aim to enhance 
intra-agency communications, not impede them, as may be the case 
when selected staff members (often those who are youngest and most 
junior in status) become "computer-literate" while others (generally the 
key policy-makers) remain largely unfamiliar with-and perhaps 
mistrustful of-the new tools and methods. Ultimately, energy planners 
need to keep in mind that computer hardware and software are simply 
means, rather than an end in themselves. Taking action to meet future 
energy needs - as opposed to pursuing abstract analytical interests 
must drive their use in energy planning organizations. 
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MICROCOMPUTER APPLICATIONS IN THEENERGY 
SECTOR IN SUDAN 

by 

ISHAG ADAM BASHIR 
National Energy Administration
 
Ministry of Energy and Mining,
 

Khartoum, Sudan.
 

ABSTRACT 

A Survey of microcomputer applications in the energy sector in Sudan is 
discussed. The present situation of the entities using microcomputers in 
their information systems are described. The future potential of the 
novel applications of microcomputers in the energy sector are discussed. 
The effective way to work with information systems so that 
microcomputers could assist in essential analytical functions is 
emphasised. A microcomputer demonstration run of the "Energy 
Balance Model" for the year 1983, using the "ENERSTAT" system, is 
presented. 
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EPIE:"ANENERGY'CONSERVAkTIONK PROJECT, 

INVESTMENT EVALUATION MODE" 

by 

MICHAEL D. FISHER 
Hagler, Bailly &Company, 
Washington, D.C., U.S.A. 

ABSTRACT
 

ECPIE is a computer program designed to assist in evaluating the 
financial/economic performance of energy conservation projects in 
industrial and commercial applications. The program runs on the IBM 
personal computer and IBM-compatible equipment, such as the 
COMPAQ personal computer. ECPIE automatically performs three 
separate analyses of a conservation project: a financial analysis of 
project performance based on traditional cash-flow analysis principles ; a 
social cost/benefit analysis for which the user may supply cost and price 
values (social values) that differ from those used in the financial 
analysis : and a foreign currency requirements analysis, which evaluates 
the net use (or generation) of foreign currency by a project. 
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EVOLUTION OF THE COSTA-RICAN
 
ENERGY INFORMATION SYSTEM
 

by 

MILTON FONSECA 
Direcon Sectorial do Energia, San Joue, Costa Rica. 

ABSTRACT
 

In order to give an account of the development of the Energy 
Information System in Costa Rica, the process is divided in three stages,
each one closely related to a particular set of hardware and software 
availabl,,. Every stage was started after carefully selecting superior tools 
to facilitati; the fulfilment of the objectives described here. 

Since the very beginning, it was established that a database was going 
to be the axis around which the applications would be developed. Other 
criteria would be taken into consideration in order to determine the 
degree of interaction of the applications with the database. The 
applications being referenced, cover at least the energy balance, demand 
model, supply model, data inquiry and the statistics bulletin. The three 
stages described are : 

(a) 	 The first stage started with a terminal connected to a Data 
General Eclipse Computer, while the database was managed 
with a set of FORTRAN IV programs. 

(b) 	 Th6 second stage started when the two microcomputers IBM 
(PC and XT) were introduced. DBASE II was used as the 
database software, LOTUS 1-2-3 was the spreadsheet and the 
languages were Basic and UCSD Pascal. 

(c) 	The third stage which has just started with the introduction of 
FRAMEWORK, a software that integrates spreadsheets, data 
bases, graphics, word processing, outlining and a high level 
language. 

The criteria taken into account to change or select the instruments are 
the following: 

(a) The best way to develop an application is having the person in 
charge of a project, normally an engineer with little experience in 
computers, working together with a system analyst or programmer 
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(b) Once the development of an application is finished, it should be 
utilized or operated by the professional in charge of the specific 
study. 

(c) The computer application should become an instrument to 
transmit the methodologies to new personnel or to people who are 
not within, but yet are interested in the energy sector. 

(d) 	The effort dedicated to a specific application must not be 
exaggerated, given that in the initial stages of energy planning, 
the methodologies change very rapidly due to the increasing 
knowledge of the personnel and to the continuous data gathering 
that is taking place. 

(e) The primary data and the results of the application programs 
must be shown in graphic form if possible, and accompanied by 
the corresponding tables. 

(f) A programming language,with an interface with the database 
should be available. 

(g) 	The traditional dependency of planners on the programmers must 
be eliminated,or at least reduced. 

An increased participation in the use of the microcomputer by the 
planners, and a reduction of the time needed to produce results is 
expected, with the availability of these powerful, novel and refined 
instruments. 
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HYDROPOWERSURVEYS WITH
 
MICROCOMPUTERS',
 

by 

JOHN S. GULLIVER
 
Department of Civil and Mineral Engineering,
 

University of Minnesota, U.S.A.
 

ABSTRACT 

A regional survey of hydropower potential requires (1) a cost estimating 
methodology, (2) data collection, and (3) a computational routine to 
evaluate each site. The microcomputer has proven to be an efficient tool 
for rapidly processing and interpreting the data. 

This paper describes guidelines for quick and simple hydropower 

project cost estimates, developed for pre-feasibility site assessments. 
HYFEAS, a computer program designed to estimate the cost and 
capacity of a proposed hydroplant, the average energy the plant will 
produce, and the economic return of the hydroplant is then described. 
HYFEAS uses headwater and tailwater curves and a flow duration curve 
to estimate energy production. HYFEAS was used in a survey of the 
hydropower potential at existing Minnesota Dams, which is presented as 
a case study. 
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MODELLING THE MACROECONOMY/
 
ENERGY ECONOMY RELATIONSHIP
 

IN DEVELOPING COUNTRIES:
 
THE CASE OF LIBERIA
 

bi, 
LAWRENCE J. HILL
 

Energy and Economic Analysis Section,
 
Oak Ridge National Laboratory,
 
Oak Ridge, Tennessee, U.S.A.
 

The purpose of the paper is to document the construction and 
simulation results of a modelling system used to assess the prospective 
demand for energy by sector and fuel type in Liberia, West Africa over 
the 1981 - 2000 period. The methodology used to simulate Liberian 
sectoral energy demand involves the rr.cursive interaction of a 
macroeconomic model, and individual, econometrically estimated 
demand equations. That is, given projections of gross output in the 
Liberian economy from the macroeconomic model, sectoral energy 
demand is simulated. The individual energy demand equations were 
estimated on the basis of economic variables theorized to influence 
consumption (price, output). 

The macroeconomic model is an econometrically cstimated 
representation of Liberian expenditure sectors. Included in those sectors 
arc private consumption - the total of both the monetary and 
subsistence portions - government expenditures, investment outlay, and 
an export-import sector. The specification of the export sector explicitly 
incorporates Liberia's three major exports - iron ore, rubber and wood. 
The import sector contains explicit consideration of petroleum imports. 



MICROCOMPUTER SIMULATION OF 

MASS TRANSFER IN AN 

ALCOHOL SOLAR STILL 

D. KHUMMONGKOL 
Department of Chemical Engineering, King Mongkut's Institute of Technology.
 

Thonburi, Thailand.
 

ABSTRACT 

Distillation of alcohol in a solar still is different from that of water. In 
the case of water distillation, only water vaporizes from the mixture and 
condenses on the surface of the glass. Consequently, purification of 
water is simple. However, in the alcohol solar still, both water and 
ethanol vaporize and condense. If the still is considered a binary system, 
and equilibrium between phases is assumed, for a concentration of 
ethanol in the condensate to be higher thaii in the feed mixture, ethanol 
has to move against its own concentration gradient. This would 
contradict Fick's law of diffusion. 

A basin type alcohol solar still is simulated on a microcomputer with 
air as the third component, with the system in an isothermal condition. 
The movement of each component in the vapour is assumed to be due to 
diffusion. The effect of the rate of energy supply to the feed mixture, and 
the initial concentration of alcohol in the mixture on the performance of 
the still are then investigated. It is found that, in all cases of study, the 
concentration of ethanol in the vapour decreases towards the cover glass. 
If equilibrium between vapour and condensate is presumed, the still, will 
fail to improve the concentration of ethanol. This suggests that further 
investigation should include the equations of conservations of 
momentum and energy into the simulation. However, the present 
simulation indicates that the rate of energy supply does not have much 
effect on the quality of the condensate, but the initial concentration of 
ethanol in the mixture does. These predictions agree with the 
experimental results. 
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HIERARCHICAL MODELLING FOR INTEGRATED
 
NATIONAL ENERGY PLANNING (INEP):
 
MICROCOMPUTER IMPLEMENTATION
 

by 

PETER MEIER
 
Institute for Technology Policy in Development,
 

State University of New York, Stony Brook,
 
New York, U.S.A.
 

and 

MOHAN MUNASINGHE
 
Computer and Information Technology Council,
 

Colombo, Sri Lanka.
 

ABSTRACT 

rhis is the first of four companion papers describing the formulation, 
implementation and use of a set of microcomputer-based models for 
energy planning and policy analysis in Sri Lanka. It describes the 
rationale underlying the early decision-making process concerning the 
choice of appropriate microcomputer hardware and software, as well as 
constraints, issues and problems implicit in these decisions - for the 
ultimate modelling framework that emerged. 
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HIERARCHICAL MODELLING FOR INTEGRATED 
NATIONAL ENERGY PLANNING (INEP): THE 

ENERGY SECTOR AND SUB-SECTOR MODELS 

MOHAN MUNASINGHE, 
Computer and Information Technology Council,
 

Colombo, Sri Lanka.
 

PETER MEIER,
 
Institute for Technology Policy in Development,
 

State University of New York, Stony Brook,
 
New York, U.S.A.
 

and 

A. ABEYWARDENE and SHAVI FERNANDO
 
Ministry of Power and Energy,
 

Colombo, Sri Lanka.
 

ABSTRACT
 

This is the second of four companion papers describing the formulation, 
implementation and use of a set of microcomputer-based models for 
energy planning and policy analysis in Sri Lanka (see also Agriculture
Abstracts). It describes the lower two levels of a three-tier hierarchical 
modelling framework (see Figure I on next page). The overall energy
sector analysis is carried out by using RESGEN, a physical energy 
balance model and energy network, as well as EFAM, its counterpart,
which provides information on corresponding economic and financial 
flows. The three principal energy sub-sectors, electricity, oil and 
biomass, are analysed by means of appropriate sub-models ELEC, 
LPREF and BMASS, which interact with RESGEN and EFAM. Other 
related models and their co-ordinated uses are described. 

15
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HIERARCHICAL MODELLING FOR INTEGRATED
 
NATIONAL ENERGY PLANNING (INEP): THE
 

ENERGY-MACROECONOMIC MODEL
 

by 

MOHAN MUNASINGHE 
Computer and Information Technology Council,
 

Colombo, Sri Lanka.
 

and 

CHARLES BLITZER, RICHARD
 
ECKAUS and RICHARD BALWIN
 

Massachusetts Institute of Technology Cambridge,
 
Mass., U.S.A.
 

ABSTRACT 

This is the third of four companion papers describing the formulation,
implementation and use of a set of microcomputer-based models for 
energy planning and policy analysis in Sri Lanka. It describes the 
uppermost level of a three-tier hierarchical modelling framework. 
ENMAC is a multisector simulation model, which is designed to capture
1he chief interactions between the energy sector and other important 
sectors of the mac:oeconomy. The model may be used to study the
economy-wide impact of energy policy decisions (see Figure I on 
previous page). 

'he model is built around a transactions matrix involving ten 
goods/sectors, including three energy producing sectors (electricity, oil 
refining and biomass fuels), crude oil imports and six energy using
sectors. ENMAC produces a set of national accounts, balance of 
payments, and wage-price equilibria. The economy grows dynamically
through sectoral investments. Production functions involving capital,
labour, energy and other inpuLs are used to produce sectoral outputs, as 
the model simulates year by year into the future. 
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COMPUTER APPLICATION FOR POWER SYSTEM
 
DISTRIBUTION STUDIES IN SRI LANKA
 

by
 

C. RATNAYAKF
 
Ceylon Electricity Board, Colombo,
 

Sri Lanka. 

ABSTRACT 

Although computerised power system planning has been extensively used 
for a long time in transmission and generation studies, the introduction 
to distribution system studies, occurred relatively recently mainly due to 
attention being drawn to the value of energy losses. 

Distribution load forecasting is particularly concerned with the dual 
problems of magnitude and location. Basic techniques available are by
(a) building up from the sub-forecasts of consumer categories ; (b) trend 
methods which use historical data ; and (c) simulation by land use data. 
Computerised analysis from the normal billing data if suitably coupled
with an identification of geographic areas would also yield valuable 
information with respect to consumer and line loading characteristics 
from which load, duration curves, etc., could be built up. 

The basic and most important of the distribution system studies is the 
load flow analysis. Computer inputs for these studies can be organised
through a digitizer which translates the geographical line data directly 
into the computer memory. Studies are then made with respect to 
selected development alternatives. A techno-economic evaluation of 
these alternatives enables the determination of an optimum solution with 
respect to investment costs and costs of losses with suitable weightage 
being given to system reliability considerations. Other system studies for 
distribution planning based on computerised applications include fault 
analysis, capacitor and regulator optimisation, reliability analysis and 
protection co-ordination. 

Sri Lanka has presently ordered a package of distribution planning
software, and is in the process of collecting data for its application. The 
system is expected to be installed shortly and will help in determining 
optimal distribution plans, which are expected to include new lines with 
increased conductor cross sections, reconductoring of existing lines, 
introduction of capacitors, and reduced low voltage line coverage with 
corresponding increase of transformer sub-stations. These developments 
are expected to halve the present 10% distribution losses over a period of 
about three years. 
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PETROLEUM PRODUCTS FUEL
 
DEMAND ANALYSIS USING
 

A MICROCOMPUTER
 

by 

A. J. SURJADI
 
Directorate of New Energy Development, Ministry of Mines and Energy,
 

Jakarta, Indonesia.
 

ABSTRACT 

In many countries, oil still plays a major role in the energy mix. In one of 
the exercises in projecting energy demand, certain petroleum product 
fuels have been used as "swing fuels", when non-oi! energy production 
increases. Most of these non-oil energy sources are gas, coal and 
electricity. Gas and coal as well as hydro and geothermal electricity may
displace fuel oil and to some extent diesel, but have little effect on the 
demand for avtur, avgas, super gasoline, premium or diesel for the 
transportation sector. Kerosene consumption in the household sector will 
also not be affected by the operation of large non-oil energy projects. 

The experience of the last few years shows that real fuel prices could 
be very important in determining the demand for petroleum products. 
Indonesia has recently begun to significantly increase fuel prices. The 
impact thereof in terms of demand and revenue to the government will 
be studied carefully. 

Using this characteristic of price dependency, a simple method to 
separately forecast fuel demands has been developed. This paper
describes how data has been analyzed and printed using a commercial 
program package run on an Apple or Radio Shack Computer System. 
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AN ENERGY LP-MODEL FOR THE PHILIPPINES 

by 

ROBERTO P. VALENTIN
 
Bureau of Energy Utilization, Ministry of Energy, Manila, Philippines.
 

ABSTRACT 

The Republic of the Philippines is a Southeast Asian country, rich in 
natural resources and geologica! assets, with a high potential for energy 
development and exploitation. During the global energy crisis of 1973, 
the national government started a serious effort to intensify its 
involvement in the energy sector. Since then, remarkable achievements 
have been realized in the areas of petroleum supply, logistics and 
marketing energy conservation and development of indigenous oil and 
non-oil energy resources. The non-oil resources, namely, geothermal, 
coal, hydroelectric, nuclear and nonconventional sources, are capable of 
displacing considerable quantities of petroluem products, notably fuel 
oil. National programmes to substitute traditional petroleum products in 
commerce and industry are fully supported especially by the private 
sector, thereby assuring the reduction of the country's dependency on 
imported oil. 

In view of th,.se developments, there has evolved the need to develop 
an integrated quantitative model to assist government and industry 
planners in formulating policies and directions in energy management. 
To answer this need, the Bureau of Energy Utilization (BEU) developed 
a Linear Programming (LP) mode; that is capable of (i) determining the 
best energy mix, satisfying all requirements at minimum cost, (ii) 
indicating the profitabi'ity of exporting or importing petroleum 
products, and (iii) prioritizing critical energy ;,rojects. 

An in-house LP program written in BASIC was developed by BEU 
staff utilizing the usual simplex algorithm. Due to the conversational 
nature of the p'ograni, data eritry becomes a simple and pleasant task. 
As a consequence, sensitivity runs were easily accomplished and long 
range plans were efficiently prepared. 
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:MICROCOMPUTERS FOR HOSPITAL 
MANAGEMENT 

by 

M. R. CHALERMSOOK BOONTHAI 
Health Statistics Division,
 

Ministry of Public Health, Bangkok, Thailand.
 

ABSTRACT 
This paper attempts to describe the efforts to establish a microcomputer 
system for hospital management in Thailand. 

The need for relevant information to be used in health planning, 
monitoring and evaluation has rapidly increased. Particularly in hospital 
management, a variety of data and information is required for better 
decision making by hospital administrators. Therefore, computerization 
has been considered, especially the use of microcomputers, because of 
their capability, ease of operation and low price. 

The Ministry of Public Health, Thailand has been formulating a master 
plan for computerization in an attempt to provide data processing services 
to all health units within the Ministry. A Computer Centre is to be 
established, to carry computer responsibility, while the microcomputer 
networks have been designed to link central and peripheral 
communications, and will be embedded in the master plan under 
sub-system development. 

The problems that the Ministry of Public Health is encountering in this 
respect, arises from the great demand for, and rapid moves to acquire 
microcomputers in many health units. This creates problems of 
non-standardization of the machines used. This investment from various 
sources has been used to purchase microcomputers individually, without 
planning for full utilization or etting standards. 

To solve such problems, the following steps have to be taken 
i. 	 Promote computer awareness among high-ranking health 

administrators and decision makers. 
2. 	 Establish an authorized body to carry on this work with full political 

support. 
3. 	Prepare a master plan on microcomputer systems to cover central 

and peripheral levels. 
4. 	 Develop a standard programme package for microcomputers used in 

hospital management. 
5. Train the existing personnel in computer use. 
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MICROCOMPUTER APPLICATIONS TO RISK 
ANALYSIS FOR TRIAGE OF PRIMARY HEALTH 

CARE PATIENTS 

by 

JOHN A. DALY
 
Office of the Science Advisor Agency for International Development,
 

Washington D. C., U.S.A.
 

ABSTRACT
 

Paraprofessionals, with limited formal education and medical training, 
are frequently required to decide whether to treat patients themselves, 
refer patients to secondary care, or leave complaints untreated. 
Statistically derived risk indices have often been proposed to help make 
these decisions. Microcomputers now offer the possibility of simpler, 
more rapid epidemiological studies to derive ris:. indicators. Hand-held 
microprocessors implementing these risk indicators may soon be 
sufficiently inexpensive for widespread use. The office of the AID's 
Science Advisor, through the National Academy of Sciences, is funding 
several research projects to develop rapid epidemiological assessment 
methods of risk prediction. 

A previously unpublished algorithm is presented for designing risk 
indicators. It combines a figure of merit for evaluating the information 
of the indicator with a heuristic search method for efficient sets of 
measurements predictive of risk, and definition of a risk function over 
these measurements. 

Such risk indices tend to be very shallow in the logical combination of 
information they embody. Consequently, it has been proposed to devlop
"expert systems" for triage, modelling the information use, and decision 
standards of physicians. These, too, can be implemented on hand-held 
microprocessors, perhaps soon applicable for field use by 
paraprofessionals. The Office of the Science Advisor is also funding one 
such project. 

Ideally triage standards should be planned to maximize the health 
benefits derived from limited public health resources. A major research 
topic is the definition of epidemiological and quantitative techniques to 
optimize triage standards that may be embodied in low-cost hand-held 
microprocessors. 



LINKAGE- OF CLINIC RECORDS CONTAINING'
 
INCONSISTENT DATA 

by 

J. A. GUNAWARDENA, K. B. N. RATNAYAKE and 
D. S. WIJESUNDERA
 

Faculty of Engineering, University of Peradeniya,
 
Peradeniya, Sri Lanka
 

ABSTRACT 

In the retrospective analysis of clinical records, it is often necessary to 
ensure that the data relating to each person is never entered in more than 
one record. Where multiple entries have occurred, the records may be 
linked by comparing the data in them. In such comparisons, the name is 
the most important although not the most accurate item of data. The 
direct comparison of names using a computer is impossible, because 
names with similar pronounciations are not always written with similar 
strings of Latin characters. 

This paper describes a method of coding the names in a quasi-phonetic 
manner and comparing them, using a computer. From a sample of 1465 
records, 76 doubles, 10 triplets, and I quadruple were detected. 

After every detectable multiple entry had been traced, different 
methods of comparing the records were studied by simulation. In order 
to evaluate the effectiveness of the various methods, a formal definition 
of a figure of merit was developed. Of the several methods of record 
linkage studied, the most effective was adapted for use on an Apple lie 
microcomputer. The use of an interactive system makes it possible to 
detect a multiple entry in a few minutes. 
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COMPUTERIZED TECHNIQUES FOR IMPROVED 
PLANNING AND DESIGN OF WATER SUPPLY 

SYSTEMS 

by 

PAUL V. HEBERT:
 
Regional Water Supnlv Advisor, World Bank-UNDP, Manila, Philippines
 

ABSTRACT
 

The World Bank and UNDP have supported over the past several years, 
a technical assistance and training project to improve the planning and 
design capabilities of water supply agencies in the Asia-Pacific region, 
through the use of microcomputers and specialized computer programs 
for design of water distribution networks, cost, financial analysis, etc. 

The project has assisted 10 countries, including Burma, India,
Indonesia, Malaysia, People's Republic of China, Philippines, Sri Lanka 
and Thailand, by helping agencies select equipment, modifying programs 
to run on locally available computers, training staff to use the programs
and conducting special studies. In countries where the project has been 
most active (Philippines, Indonesia and Thailand), benefits have 
included more efficient design, better use of engineering manpower, 
faster project implementation and overall reduction in-project costs. 

Project experience shows that design time is usually reduced by about 
50 %or more, when computer aided, water network costs are reduced by 
an average of 10 % to 20 % over designs prepared by hand, and 
calculation errors reduced to nil. Insufficient manpower for training and 
assistance have been problems. 
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BASELINE VITAL EVENT RATES FOR FOUR
 
UPA-ZILAS OF THE MCH-FP EXTENSION PROJECT
 
FOR 1983 AS REPORTED BY A NEW DATABASE
 

SYSTEM OF DEMOGRAPHIC ASSESSMENT
 

by 

A. B. M. KHORSHED ALAM MOZUMDER and
 
JAMES F. PHILLIPS
 

International Centre for Diarrhoeal Disease Research,
 
Dhaka, Bangladesh
 

ABSTRACT 

This paper presents an overview of the methodology of data collection on 
demographic events used in a new project of the ICDDR, B in Sirajgonj
and Abhoynagar upa-zilas and presents tabulations on births, deaths and 
marital status changes, over the first calendar year of the project. Data is 
being colllected and processed quarterly, under a system known as the 
Sample Registration System (SRS). This longitudinal sample
registration system, operated by the MCH-FP. Extension Project of the 
ICDDR, B enables operations researchers, demographic analysts and 
administrators of the Ministry of Health and Population Control to 
understand the current fertility and mortality dynamics in rural areas,
without waiting for a prolonged period for results. The data system 
though covering four upa-zilas, is small and compatible with low cost 
microcomputers. 

On the whole, the SRS procedures produce plausible results. 
Tabulation shows that both fertility and mortality rates are high in all 
areas, although marked areal variation is present. Comparison upazila
demographic rates are similar to rates in treatment areas. 
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MICROCOMPUTER APPLICATIONS IN 
ENVIRONMENTAL ENGINEERING AT THE 

ASIAN INSTITUTE OF TECHNOLOGY 

I)y
 

HERMANN M. ORTH
 
Division of Environmental Engineering, Asian Institute of Technology,


Bangkok, Thailand.
 

ABSTRACT 

The Asian Institute of Technology is a postgraduate engineering 
institute serving the Asian and Pacific region. The Division of 
Environmental Engineering represents the fields of Water Quality 
Management, Solid Waste Disposal, and Noise and Air pollution 
Control. 

Computer applications in teaching and research started on a 
mainfranie computer and are presently in a phase of switching to 
microcomputers. One regular course in microcomputer applications for 
water and wastewater engineering is offered by the Division of 
Environmental Engineering. The course provides the basic knowledge for 
the management of computer units and for the development of advanced 
engineering software. Microcomputer software is available in the 
following fields: Hydraulic analysis and least cost design of water 
distribution systems; Least cost design of sewerage and drainage 
systems , Least cost design of wastcwater treatment systems. Auxiliary 
software comprises statistical packages, word processors and a data 
management package. 

Further software developments will concentrate on planning and 
design in water and wastewater engineering. These fields show a high 
demand in the region and correspond to research activities in the 
Division of Environmental Engineering. Special emphasis is placed on 
the development of software on a convenient data input and on a 
program structure which allows continued program modifications. The 
design procedures in practical use and their modifications cannot all be 
covered by a design program. A program, therefore, must be flexibly 
structured, so that it can be adjusted to the requirements of an individual 
project. 
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LEAST COST DESIGN OF WASTEWATER
 
TREATMENT SYSTEMS BY A MICROCOMPUTER
 

PROGRAM
 

by 

HERMANN M. ORTH, ARUN VISWANATH, and
 
BINDU N. LOHANI
 

Division of Environmental Engineering, Asian Institute of Technology,
 
Bangkok, Thailand.
 

ABSTRACT 
The objective of the programme is the preselection of wastewater and 
sludge treatment processes. The programme is designed for domestic 

*wastewater or other biologically treatable wastewater with similar 
characteristics. 

The program combines various subprocesses into feasible treatment 
systems. Each subprocess appears in a number of different process 
loadings. Key input parameters for the process design are flowrates, BOD 
and SS concentrations, and effluent standards. 

The following subprocesses for wastewater and sludge treatment are 
included : 
(a) Vastewater treatment (b) Sludge treatment 

Primary sedimentation Gravity thickening 
Activated sludge Anaerobic digestion 
Trickling filter Vacuum filtration 
Rotating biological contactor Drying bed 
Aerated lagoon Landfill 
Anaerobic pond 
Facultative pond 
Maturation pond 

The feasible treatment options are developed in the form of a decision 
tree. The decision tree if fully developed through all branches, contains 
more than 39,000 process alternatives. The decision tree is evaluated by 
means of a branch-and-bound algorithm. 

Storage requirements and computation time show that the capacity of 
microcomputers is sufficient to solve the described least cost design 
problem. The more crucial points for practical applications are the 
standardization of design procedures by a computer program and the 
availability of reliable cost data. The need for the selection of appropriate 
design procedures demands a flexible program structure which allows a 
modification of design procedures. 
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THE DESIGN OF A SAMPLE REGISTRATION 
SYSTEM FOR MONITORING DEMOGRAPHIC
 

DYNAMICS AND HEALTH AND FAMILY PLANNING
 

SERVICE OPERATIONS IN RURAL BANGLADESH
 

by 

JAMES F. PHILLIPS, DAVID LEON, and 
A. B. M. KHORSHED ALAM MOZUMDER 

International Centre for Diarrhoeal Disease Research,
 
Dhaka, Bangladesh.
 

ABSTRACT 

The international literature on demographic analysis, has placed 
considerable emphasis on methods of demographic assessment from 
incomplete or defective data. Relatively little attention has been 
addressed to developing systems which avoid the pitfalls of demographic 
data systems in the Third World. This paper reviews the design of a 
system which has been implemented in four rural sub-districts of 
Bangladesh by the International Centre for Diarrhoeal Disease 
Research, Bangladesh. The system, known as the Sample Registration 
System (SRS), is designed to incorporate comprehensive continuous 
editing that produces error statements, to be fed back to field workers 
within a few days of data collection. Moreover, comprehensive 
cross-linkage of data permits flexibility in the use of data for a variety of 
practical applications without long delays in processing and analysis. 

This paper reviews the SRS design in the light of limitations of other 
longitudinal systems, presents an overview of the process of setting up 
the system and the structure of the SRS masterfile. Implications of the 
SRS design for future work are reviewed. 
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SIMULATED MODEL OF SEASONAL 'EFFECT ;ON
 
THE MALARIA SITUATION 

by 

ARUNA SRIVASTAVA and V.P. SHARMA 
Malari Research Centre, New Delhi, India. 

ABSTRACT 

It has been observed that the mosquito season almost invariably 
coincides with the malaria season. This has led to the inference that the 
seasonal periodicity of malaria is largely attributable to seasonal 
variation in prevalence of the insect-carrier. 

First, a model has been designed to incorporate the seasonal effect on 
mosquito population with increases in the time parameter. In India, 
regular oscillations of the increased population occur during and after 
rainy seasons. This is represented by the amplitude of oscillation in the 
rate equation. The period of oscillation is assumed to be one 
.entomological year', the period between mininum prevalence of 
mosquito population in the absence of any control measure. 

In the study of malaria dynamics, it has been found to be 
advantageous to express the level of incidence in terms of a 
comprehensive "arameter known as "force of infection". The effect of 
oscillation of mosquito population on this important parameter has been 
incorporated in the equation of "force of infection". The reproduction 
rate ind'vectorial capacity formulae have also been modified for 
seasonal fluctuations. 

The model has been further modified for the case of residual 
insecticidal spraying. A spray efficiency parameter 'p' which is a 
decreasing function of duration of total disintegration period t2 of the 
insecticide, and an increasing time function t ,. takes care of the residual 
effect of insecticides. At the initial time of spray t, = 0, 'p'has maximum 
value. As t increases and tends towards t2, 'p'decreases, and at the point 
t = t2, 'p' iszero. This is the time for a second spray. 

Rate equations have been solved analytically and a computer 
programme has been developed to see the simulated effects of seasonal 
change aaid residual spraying. 

16
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THE USE OF A MICROCOMPUTER SYSTEM AT
 
DISTRICT LEVEL HEALTHI SERVICES
 

by 

S. T. TEOH and R. I. RASIAH
 
Faculty of Medicine, University of Malaya, Malaysia.
 

ABSTRACT 

This paper deals with the flow of data collected by peripheral or district 
level health services which are then sent onwards and upwards to the 
higher echelons of the national health care system. It is felt that whilst 
the district level health services do collect and send much data in this 
manner, little information or feedback is received by them from the 
higher echelons. This prevents these local health services from evaluating 
their performance or reacting to problems quickly. 

A proposal for a system for local data processing and reporting is 
made. This local system is not in any way meant to interfere with the 
requirements of data via the current system. It will generate whatever is 
required by the higher echelons and will yet allow the local health 
services to continue with their data processing. 

A pilot of the proposed system utilising data from the maternal and 
child health services has been tried out. 

The criteria and final choice of a microcomputer system which is an 
integral part of the proposed system is described. 



A MICROCOMPUTER-BASED EVALUATION AND
 

CLINICAL MANAGEMENT SYSTEM 

by 

EDWARD W. WHITEHORNE and DORACE A. TROTTIER
 
Family Health International,, Research Triangle Park, North Carolina, U.S.A.
 

ABSTRACT 

Specialized training and information, combined with the transfer of state 
of the art technology, strengthen the ability of developing country 
physicians and researchers to conduct studies and improve health and 
family planning services. Using this approach of combining training, 
information services and a comprehensive system of technology and 
software, Family Health International (FHI), initiated a major 
programme to upgrade selected health and family planning research 
institutions in developing countries around the world. 

The microcomputer selected by Fl-HI for the programme was the Texas 
Instruments Business System 352. The TI BS352 is a sophisticated, 
reliable, multi-user computer system designed for both business and 
scientific applications. The system offers a versatile operating system 
and a wide variety of languages and utilities. The microcomputers are 
used to simplify and improve data collection, as well as, to strengthen 
statistical analysis, upgrade overall research capabilities and to promote 
autonomy for the research centres. An intensive training programme has 
been developed by FHI to ensure that the machines are well used. Th'! 
training includes an in-depth coverage of the operating system, 
command processor, programming techniques and skills, high-level 
programming languages, and use of the specific health study application 
programmes. 

In keeping with the total system approach on which FHI institution 
building is based, several software packages have been'developed at FHI, 
spe.ically with health research in mind. Complete data collection, 
verification, querying and standard statistical analysis packages, have 
been designed for studies on maternity care monitoring, female 
sterilization and intrauterine devices. Additional, more generalized 
software such as sample size determination and life table analysis has 
also been supplied. 

Training has been conducted at three levels. Before installation of the 
machine a judgment is made about specific training needs. Then "custom 
made" courses are designed to meet those needs. First, at the time of 
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installation, detailed training on computer and data analysis. Second,
refrcsher courses are offered in the country at regular intervals. Third, 
computer staff and analysts are trained in an apprenticeship at FHI. 

This paper describes the development and implementation of this 
institutional development activity, concentrating particularly on the 
application to maternity care. 
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A PRACTICAL INTRODUCTION:
 
TO INTERNATIONAL DATA COMMUNICATION
 

by 

GARY L. GARRIOTT
 
VITA, Arlington, Virginia, U.S.A.
 

ABSTRACT
 

Whether developed or developing, much of the motivation for all 
societies to avail themselves of microcomputer technology reflects the 
realization that "information is power". This is not only a future 
certainty, but indeed a present reality. However, given the speed with 
which the technology is being implemented the dictum itself is subtlely 
changing to "access to information is power." 

While there are many cost, technical, institutional and policy issues 
that impede the use of international data communications, the potential 
for !evelopment is nevertheless substantial. Data communication for 
development is of two general kinds : database searching (both reference 
and source) and messaging/conferencing (electronic mail). While most 
organizations initially use microcomputers for the standard word 
processing, spreadsheet and database management capability, eventually 
the computer often acquires an additional function as a communications 
device. This has been VITA's experience as well. 

VITA uses electronic mail services to link volunteers that work 
together on various projects, as well as to communicate with selected 
field offices. The International Satellite Communication Organization 
(INTELSAT), value-added digital networks (such as TELENET), and 
the electronic mail service itself (e.g., the Electronic Information 
Exchange Service), are all linked to convey messages. 

In countries where a local node for the value-added network does not 
yet exist, long-distance telephone calls to the nearest country having 
such a node (assuming compatible modems), or to the U.S., are made. 
Access to the network can also be made via "gateway services" operated 
by international telex carriers. 

The international telecommunications infrastructure is less adequate 
for electronic messaging requiring low-cost and/or portable operation. 
VITA and AMSAT (the Radio Amateur Satellite Corporation) are 



198 

jointly developing a low-earth orbiting satellite (PACSAT) for launch 
from the U.S. space shuttle in late 1986 or early 1987, as a response to 
this need previously articulated by eminent space scientists and 
international bodies. PACSAT is a digital mailbox in the sky, equipped 
to automatically store and forward messages from extremely low-cost 
ground stations located anywhere in the world. Advanced packet 
switching digital processing techniques are used. A PACSAT prototype 
was successfully built by VITA and AMSAT volunteers and launced 
aboard a British scientific satellite in March 1984. 
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MICROCOMPUTER APPLICATIONS IN SRI LANKA: 
A CASE STUDY OF THE ACTIVITIES OF THE 

STATISTICAL CONSULTANCY AND DATA 
PROCESSING SERVICE OF THE 

UNIVERSITY OF COLOMBO 

by 

V. K. SAMARANAYAKE and S. ABEYASEKERA 
University of Colombo, Colombo, Sri Lanka 

ABSTRACT 

The paper presents the experiences, both positive and negative, of 
developing and successfully operating a Statistical Consultancy and 

Data Processing Service in a developing country, making use of low cost 
microcomputers and serving very large clientele from both the public 
and the private sector, amidst all the difficulties and constraints that 
Third World countries experience. The assistance received from a first 
world partner, the Department of Applied Statistics of the University of 
Reading, U.K., in the form of link arrangement is elaborated. Particular 
emphasis isgiven to the service provided to research institutes and to the 
collaborative research project on agroclimatology. Activities applicable 
to the area of interest of the Symposium, particularly the statistical 
package INSTAT (a product of a collaborative effort), is described. 
Some of the problems experienced in the use of microcomputers for 
research applications in Sri Lanka are explained, and a strong plea for 
collaboration through institutional linkages is made. A case is made for 

the establishment of databases and continuation of the computerisation 
and analysis of agroclimatology data of Sri Lanka, available in 

abundance, using local resources. 
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MICROCOMPUTER DEVELOPMENT IN THAILAND 

by, 

SRISAKDI CHARMONMAN 
King Mongkut's Institute of Technology, 

Ladkrabang, Thailand. 

ABSTRACT 
In this paper the author discusses the popularization of microcomputers,scenarios for microcomputer use, recent advances in microcomputers andexamples of sectoral applications in Thailand. Then he proposes policyguidelines on hardware, software, personnel, data, finance and legal
aspects. 

The popularization of microcomputers is mainly achieved as the result ofuser friendliness and miniaturization. Sixteen scenarios are given asexamples suitable for use of microcomputers. Six advances ofmicrocomputers are given, namely, larger main memory, larger secondarymemory, multiprogramming, better printers, integrated software, and morepowerful software. Applications in the fields of energy, agriculture, andhealth in Thailand are discussed. 
On the hardware policy, the author discusses overall policy, approved listof hardware and vendors, standards for maintenance and localmanufacturing. On software, an approved list of operating systems andapplication packages should be drawn up. Guidelines on user-writtenprogrammes as well as promotion of a software industry should be pursued.Computer literacy should be provided for all concerned. Appropriatecourses should be given for computer users and advanced courses forcomputer experts. Local counterparts should be required when foreignexperts are brought into developing countries. Data policy includestransborder data flow, data communication, data dictionary, data accuracyand data security. On financial policy, buy-or-lease, depreciation,incentives, accountability and external service for income are discussed.Finally, on legal and social aspects, it is suggested that policy on patents,tariffs, taxation, privacy and job security be established. 

In conclusion, it may be stated that a single stand-alone microcomputercan produce wonderful results in a hurry, without much risk. However, thatsingle microcomputer may be the precursor of problems that grow muchfaster that can be managed. Therefore, for thi- own benefit, developingcountries like Thailand should spend a sufficient amount of time and moneyto consider and establish an appropriate microcomputer policy which willhave to be constantly monitored and modified to accommodate the rapidadvancement of microcomputer technology. 
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AGRICULTURE SECTOR WORKING 
GROUP SUMMARY REPORT 

I. INTRODUCTION 
The working group first discussed the overview paper prepared. This was 
followed by a report and discussion of results from previous conferences. 
Most of the time was spent on review and discussion of ongoing 
applications of microcomputers in agriculture in developing countries. 
The specific cases discussed are shown in Appendix A. Finally, time was 
used to develop recommendations to enhance the use of computer 
technology--especially microcomputers--to address problems of 
agriculture and natural resources in developing countries. 

The experience and judgement of the working group is that 
microcomputer technology offers opportunities to help improve 
managenent of agricultural production and marketing systems, and 
st,pport agricultural research in ways that can complement and 
strengthen advances in agronomic practices and genetic techniques. 
These developments should be given adequate support, particularly in 
developing countries where needs are most evident. 

II. 	 ISSUES, CONCERNS AND RECOMMENDATIONS 
The procedure for developing the conclusions and recommendations 
Iollowved the structure of the background paper which outlined the five 
basic components of an computer-based information system: (I) 
llard%%arc, (2) Software, (3) Supporting databases, (4) End user 
analytical ability, and (5) Sales, service and training support system. 
Highlights of the issues discussed, concerns identified and 
recommendations developed for each of these areas are as follows. 

A. 	Hardware 

1. Issues discussed 

(a) 	 Ensuring a technically adequate environment for reliable 
microcomputer operation. 

(i) 	 Keeping users in developing countries informed 0f technological 
advanccs. 
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(c) Keeping decision makers focused on problems rather than on just
hardware. 

(d) 	 Improving communication systems which will allow for the 
exchange of data and information between computerisystems both 
within and among countries. 

2. Major concerns 
Many computer manufacturers frequently use developing countries as a
dumping ground for obsolete microcomputer technology. They also 
frequently fail to include technological options and/or standard 
equipment designs that are necessary to keep microcomputers operating
in a relatively more severe environment than in industrial countries. 

3. Recommendations 
(a) 	A comprehensive study should be commissioned by one or more 

international organizations to address special hardware issues 
related to making microcomputer technology more accessible and 
operational in developing countries. The primary objective of this 
study would be to provide computer manufacturers with a
recommended set of design features needed to enhance the ability
to use microcomputers under developing country environmental 
conditions. This includes better power supplies, low power chips,
hard disk design and disk backup technology, etc. Another 
objective of this study might be to provide national policy makers 
guidance on microcomputer equipment and repair parts import
policy. More rational import policies may be needed to give
agricultural scientists better access to computer technology, to 
help improve the productivity and timeliness of their research. 
Similar needs are also apparent for extension workers and 
educators. When these study results are available, the
international donor community should undertake special
negotiations with microcomputer manufacturers, to develop
operational plans for assisting manufacturers in implementing
needed design changes to meet the more demanding requirements 
of developing countries. 

(b) Individual and institutional users, national decision makers and 
international donor agencies should be made more aware of the
longer run costs of successfully operating and maintaining
microcomputers, rather than just focusing on the initial 
investment costs. If equal or greater amounts of resources are not 
available for operating and maintaining microcomputers in 
relation to purchasing them, then consideration should be given to 
not procuring the hardware. 
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B. 	Software 

1. Issues discussed 

(a) 	Informing users of software availability and helping them acquire 
that which meets their unique needs. 

(b) Dealing with software transportability problems. 

(c) 	Promoting development of software in areas where voids are 
identified. 

(d) 	Encouraging development of more integrated software. 

(e) Putting together the multidisciplinary teams needed to develop 
problem solving software. 

(f) 	Training and maintaining critical masses of software developers. 

2. Major concerns 

Prior to this Symposium, international workshops and seminars on 
microcomputer use in agriculture have stressed the importance of 
sharing information on software available, (and being developed) and of 
avoiding duplication in software development. This group was also in 
agreement with these concerns. There has been some progress. Many 
informal networks have emerged among scientists themselves. 
Workshops, seminars and symposiums have also helped to provide and 
encourage sharing of information. The series of working papers on 
microcomputers in international agriculture supported by USAID and 
developed at Michigan State University have helped to fill selected 
information voids. However, the needs have grown more rapidly as our 
understanding and realization has advanced on the potential for 
microcomputer utilization in agriculture. Industrial countries are 
investing significant levels of resources in information networking and 
co-ordinating agricultural software development for their own use. 
Parallel efforts are important for serving the needs of developing country 
agricultural users. 

3. Recommendations 

(a) 	A feasibility study should be commissioned by the National 
Academy of Sciences, (and perhaps by others) to examine the 
needs and possible alternative institutional arrangements for 
creating an international clearing-house and co-ordination centre 
for microcomputer applications software :a developing countries, 
inthe areas of agricultural research, extension and teaching. 
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(b) Informal and formal agriculture software user groups should be
encouraged or established within developing countries for the purpose of sharing ideas and information, creating self-help
support efforts, avoiding duplication and promoting strongera
voice and feedback mechanism to reach vendors, donors and
commercial and public sector agricultural software developers. 

C. Supporting Databases 

1. 	 Issues discussed 
(a) 	 Using computer technology to 	assist in the collection,

maintenance and analysis of databases. 
(b) Developing and maintaining institutional structures for creating

and maintaining regional/national databases. 
(c) 	Removing barriers that keep databases stagnant, and therefore,

prevent the meeting of current and 	 evolving needs of the user 
community. 

(d) 	 Getting the research community to respond to the missing data 
needs of problem solving computer modelling. 

2. Major concerns 
The group felt that creation, maintenance and management of bothregional and national databases are critical to the 	optimal use ofmicrocomputers in agriculture. The international agricultural research
networks (FAO. CGIAR, Universities, etc.) continually increase thecapacity, quality and access to databases. However, this capacity needsto be accompanied by strengthened national systems. In view of theimportance of databases, the cost of their maintenance-particularly
time as the amount 

over
of data stored increases-is likely to grow

geometrically. 

3. 	 Recommendations 
(a) 	 Developing countries should urgently be given greater assistance

by international, regional, bilateral assistance agencies and others 
to network databases (e.g., hierarchical computer systems and 
computer telecommunication systems). 

(b) 	Research is needed to develop more definitive understanding of
cost-effective data capture, management and storage and analysis.

(c) 	With respect to remote there is asensing, particular necd tc
involve end users and problem solvers together with the remote
sensing specialists in attempting to utilize this data to solve 
problems. 
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D. End Users Analytical Ability 
1. 	 Issues discussed 

(a) 	Getting the end user to accept that analytical skills need to be 
expanded.
 

(b) 	Achieving a needed balance between training to improve 
computer operation skills and substantive analytical skills. 

(c) 	Helping developing countries institutionalize their own training 
programmes in both the public and private sectors. 

2. 	 Major concerns 
Developing local capacity to determine agricultural information needs 

and to operate microcomputers is important, especially in the light of the 
early history of microcomputer technology introduction in developing 
countries, where outside experts frequently determine why to use 
computers, which brand to utilize, and which software to acquire. 

3. 	 Recommendations 
(a) 	 National policy makers and agricultural institutions should take a 

balanced approach to microcomputers, where sufficient attention 
is paid to assuring that anticipated users are sufficiently trained in 
both the underlying analytical skills and computer hardware and 
software operation. 

(b) 	 International donors and national governments should give 
priority consideration to developing and funding projects to 
develop educational software, and expert systems to assist 
agricultural researchers, extension workers and educators in 
acquiring computer skills and in improving agricultural subject 
matter problem solving skills. Every effort should be made to use 
available-existing software from industrial countries and to adapt 
it to local language and cultural .circumstances. New educational 
software and expert systems to fit the special needs of developing 
countries are likely to be required. 

E. 	 Sales, Service and Training Support Systems 
I. 	 Issues discussed 

(a) 	 Creating incentives and assistance for private sector firms to 
provide sales and service support in agriculture. 

(b)Creating awareness of hardware and software needs of agriculture 
in developing countries. 

(c) Providing sales and service support in the shortrun to users who do 
not have access to it. 

17
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2. Major concerns
 

After-sales service and training suppor, 
 is often weak or non-existent. 
Also, the lack of support is exacerbated by donor requirements which 
may lead to provision of hardware for which there are no local vendors,
or by dumping of obsolete technology. At the same time, developing
countries have special service needs because they do not have the luxury
to dispose of outdated equipment and replace it with new technology.
Finally, vendors are frequently reluctant to release spare parts toorganizations, such as universities, that may have the capacity to 
maintain their own equipment. 

3, 	 Recommendations 

(a) 	Donor agencies should help developing countries to develop their 
own local electronics maintenance capacity, especially for 
computers. 

(b) 	This maintenance capacity should include training (e.g., courses
in computer maintenance at regional organizations such as the
Asian Institute of Technology) and training by the vendors. 

(c) 	This maintenance capacity should also include action to remove 
trade barriers, such as restrictions on export of circuit boards and
chips which are used in widely available hardware. 

(d) 	Vendors should be encouraged by donors, government agencies
and user organizations, to take a positive approach to service and
training in developing countries in their own market development
interest ; this may include steps to encourage greater competition 
among vendors, regulations to require vendors to make repair
parts available, as well as local service at a reasonable cost. 



ENERGY SECTOR WORKING GROUP
 
SUMMARY REPORT
 

I. INTRODUCTION 
The Energy Session included the presentation of several thoughtful 
papers on a wide variety of applications of microcomputers to energy 
planning and development in developing countries. 

Several of the papers dealt with various aspects of national energy 
planning and displayed a wide range of approaches in modelling and 
analysis and in the use of the microcomputer. In some instances,the 
microcomputer was used as a flexible tool for quick analysis of important 
subjects, such as demand projections using a commercial spreadsheet 
program (Indonesia), or used for a variety of management and analytical 
functions in an energy ministry (Sudan). In other instances, quite 
complex models or even hierarchies of models were programmed, using 
conventional languages such as Basic, Pascal or Fortran, for energy 
planning at national level (Sri Lanka, Philippines, Liberia and 
Morocco). Other planning and information systems were designed 
around the new programming environments such as Lotus 1-2-3, D-Base 
Ill, and Framework (Costa Rica). 

A number of papers also dealt with a variety of applications of 
nicrocomputers in subsectoral management, process control, design and 
eva'uation. A list of such applications will show their diversity : 

- Energy Conservation project investment evaluation (Sri 
Lanka/U.S.) 

- Thermal performance analysis of a residential building (India) 

- Data acquisition from a gasifier/engine (India) 

- Simulation mass transfer in a solar still (Thailand) 

- Solar radiation estimation (Sri Lanka) 

- Data acquisition in a coconut shell processing plant (Philippines) 

- Hydropower surveys (U.S.A.) 

- Process control/Conservation 

II. OBSERVATIONS 
Several observations can be made, based on the papers presented and 
the group's discussions. 
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A. Spread of Microcomputer Use 
1. 	 To a remarkable degree, the microcomputer has become a 

common and pervasive tool in the energy development field. Some 
applications have moved down and developed from larger computers. 
Others are completely new, made possible by the size and cost of the 
micro. 

B. Advantages in Planning Applications 
1. Microcomputers have made complex quantitative analysis far 

more convenient and thus common. They are contributing to the 
spread of sophisticated planning methods. 

2. 	 The use of micros has closed the gap between the planner/analyst 
and the policy- or decision-maker. 

3. 	 They have allowed the consideration of a much larger set of 
options and alternative futures (due to the ease of interactive 
op.ration).

4. 	 Thiese and other features (good graphics) have improved both the 
quality of analysis and the ability of the analyst to respond quickly 
to the policy maker. 

5. 	 At least temporarily, the use of micros in government ministries 
has constituted a job advantage and has made it easier to attract 
and retain capable staff. 

C. Advantages in other Energy Applications
1. 	 A large number of design and data analysis tasks, which 

previously were inhibited by cost or inconvenience, can now be 
computerized. 

2. 	 The computer can now move to the location where the activity is 
taking place (e.g., the gasifier test facility or factory floor),
opening up an entirely new role in intelligent data gathering and 
process .control. 

D. Risks and Difficulties 
1. Impressive outputs do not necessarily mean adequate data. The 

system imposes on the analyst, the obligation of making clear, the 
uncertainty of the analysis. 

2. 	 The proliferation of "canned" programmes increases the 
frequency with which they will be used, but not understood by 
analysts. 

3. 	 The proliferation of hardware raises problems of compatibilty. 
Hardware vendors are generally ignorant of the features and full 
capabilities of the products they advertise and sell. 

4. 	 Although environmen'tal problems exist, including heat, dust and 
power fluctuations, they are becoming less severe than feared a 
few years ago. 
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E. The New Programming Environments 
A number of advantages were noted in the use of the new programmes or 
programming environments such as Lotus 1-2-3, D-Base Ill and 
Framework. Although they may not replace the traditional languages 
such as Basic and Fortran, their power and efficiency in addressing new 
problems, as well as ease of input and output, are impressive. 
Furthermore, a portion of an analytic system based on such 
environments can upgrade itself over time, as new versions of the 
software are made available. 

F. Training 
The widespread use of microcomputers in energy suggests that training 
in their use should be a part of training for work in the field. Use of a 
micro however, should not be confused with solid grounding in basic 
analytical skills. Computer training should include the new 
programming environments. Greater attention should also be given to 
use of the microcomputer (using tutorial systems), for professional 
development and training. 

III. RECOMMENDATIONS 

A. Developing Country Government Policy 
We observe how quickly and naturally the microcomputer has been 
integrated into energy planning, process control and a variety of other 
fields as well. These are critical areas of activity in the process of 
development, and the microcomputer has already demonstrated its 
ability to enhance the quality of analysis and decision making. 
Consequently, we recommend a policy of promoting and encouraging 
microcomputer dissemination and applications. 

The wider application qf microcomputers presents an educational 
challenge. Software, languages, high level programming environments, 
hardware development and application, require skilled practitioners. We 
recommend, as part of Government policy, a review of existing 
educational programmes and an assessment of training needs in 
microcomputer related areas. 

We also recommend local production of software and hardware. 

B. National Advisory Service in each Developing Country 
The deficiency of knowledgeable individuals among vendors, 
educational institutions and even users, is a serious impediment to the 
broader and more effective application of microcomputers. We 
recommend creation of a national level advisory service as a remedy. 
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Initially, such an institution would provide the following services: 
(I) Provide advice and assistance for the selection and installation of 

both hardware and software to both government agencies and the 
private sector. 

(2) 	Examine national level issues, e.g. standardization of operating 
systems used by government agencies. 

C. 	Clearing-house for Microcomputer Applications in 
Developing Countries 

Above, we have seen a variety of microcomputer applications in 
developing countries, and some examples of developed country
applications with high potential for use in developing countries. 
However, there are few sources of information available to developing
country governments, and individuals wanting to take advantage of such 
developments. A clearing-house providing an internationally distributed 
newsletter, evaluating software and performing other functions, would 
assist in transferring microcomputer experience. Since the detailed 
activities of such an organization are difficult to specify now, we 
recommend a detailed study for a clearing-house on microcomputer
applications in developing countries, to determine the functions,
administrative requirements and budget for such an organization. 

D. 	Technical Assistance Programmes
Programmes and projects in technical assistance to developing
countries generally say little about microcomputer use, resulting in the 
gaining of considerable knowledge and experience by developing country
counterparts in some projects, and virtually none in other cases. We 
recommend establishing guidelines for technical assistance projects,
which clarify documentation, training software availability and other 
aspects of microcomputer application. 

The appropriate mechanism for drawing such guidelines may be a 
forum of developing country officials and donor institutions, or could be 
approached on a country by country basis. 

IV. 	 FINAL REMARKS ON TECHNOLOGY 
ASSESSMENTS 

How is a developing country to look upon a new technology such as the 
microcomputer ? Claims of benefits and fears of costs (for example, in 
job displacement), are rampant. The analysis of microcomputer use in 
the 	energy sector is an instructive example of one component of a 
national assessment of this technology. The national benefits of 
microcomputer use maybe very real, though not immediately obvious. 
This fact is revealed by the energy example. 
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Energy, after all, is not itself a primary good. It is a necessary 
component and contributor to other primary social objectives, such as 
food, health and economic and social development. The amelioration of 
national energy problems, such as expensive oil imports and depletion of 
fuel wood resources, can have significant economic and social benefits. If 
then, as it is becoming more and more obvious, microcomputers can 
make a significant contribution to the efficient development of the 
energy sector, they can contribute to national welfare. 

As the benefits of microcomputers are becoming apparent in many 
places throughout the energy sector, so are their benefits appearing in 
many other sectors. Many of these benefits may not be obvious but, 
judging by the example of the energy sector, they may be increasingly 
important. Unless more detailed analysis is used to reveal a good portion 
of these benefits to decision makers. (indirect though they may be), the 
social and developmental benefits of microcomputer use may be 
significantly underestimated. 



HEALTH SECTOR WORKING GROUP 

SUMMARY REPORT 

1. INTRODUCTION 

We have heard several presentations from workers in the health field, on 

microcomputer applications in the three areas described in the overview 

paper: 

(1) 	Database systems, 

(2) 	Analysis and evaluation (Statistics), 

(3) 	Prediction and resource allocation (Models). 

These three categories are listed in increasing order of sophistication. To 

some extent, the higher categories build on and are dependent on the 

lower categories. Thus, modelling requires good analysis, which in turn 
requires accurate data. 

it is significant that all five presentations on databases were by 

workers from developing countries in the region. By comparison, only 

one presentation on models was by an LDC worker. Of the five papers 

presented on databases, four described actual applications, i.e., the 

microcomputer was being applied to real problems. However, of the six 

presentatiohs in modelling, only three described actual applications. The 

others were more about what the microcomputer could do, rather than 

what it is doing. 

was 	not selected with any particularAlthough this group of papers 
purpose except to demonstrate a range of applications, they confirm the 

findings of the literature search in the overview paper. 

(I) 	 Most applications are in database, 

(2) 	Most models are by workers from industrialised countries. 

(3) 	Most models are future-rather than present-oriented, ie , what. 

the computer can do, potentially. 
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II. 	 IDENTIFICATION OF IMPORTANT USES 
We 	asked ourselves whether it was possible to rank these applicationsaccording to importance. First, rank the three categories, and then rankthe uses within categories. The goal of this exercise would be to advisegovernments on the most beneficial uses as a guide for assigningpriorities and allocating scarce funds. 

A. 	 Cost-Benefit Criterion 
A cost-benefit criterion was proposed, based on how much is saved byusing the computer. This criterion favours modelling applications. Sometypical examples are as follows : 

(I ) 	Water networks can be more efficiently designed, reducing costs; 
we may compare these savings with microcomputer costs.(2) 	Maintenance of equipment could be improved, with savings and 
prolonged life as benefits. 

(3) 	 Effectiveness of family planning intervention is improved,
reducing demands for services and resources. 

(4) 	 Optimal spraying patterns for malaria may be determined,
using resources more efficiently. 

thus 

Some database applications could also be measured using cost-benefitanalysis. For example, filing and data recording presently done by handcan be computerized, thus reducing manpower use aas measurebenefits. However, 	 ofmany microcomputer uses cannot be measured bythis criterion. In particular, applications involving analysis andevaluation do badly with this criterion, although such uses may be
important. 

B. 	 Indispensable Use Criterion 
Another approach studied was to assign high priority to applicationswhere the microcomputer is indispensable, i.e., where the work could notbe done without the micro. 

This criterion again seems to favour modelling applications.Optimization models and large scale simulation absolutely needmicrocomputers, since there is no way to do this by hand. Otherapplications that also need microcomputers are: 
( I) Statistical analysis, 
(2) 	Demographic studies, 

(3) 	Morbidity/mortality studies. 



Thus, work that can be done by hand is assigned a lower vriority, 
including: 

(1) Billing 

(2) Personnel records 

(3) Inventories 

(4) Simple statistics. 

This criterion favours large and complex projects, rather than those 
for which the health benefits are greatest. In fact, any application can be 
made complex enough to satisfy this criterion. 

C. Conclusions 
We concluded that one cannot really tell the Government what 
microcomputer uses are most important, at this stage. As in any other 
field, where benefits arc intangible, it isdifficult to assign priorities. For 
example, it is well known how hard it is to justify education projects or 
community water supply schemes, but at the same time, we know how 
important such projects are. 

III. MORBIDITY/MORTALITY STATISTICS 

After a lengthy discussion, it was agreed that the use of microcomputers 
for morbidity/mortality statistics is of great importance. It should 
probably get high priority because : 

I. These statistics indicate patterns of demand. They underline the 
need for health services and indicate where the greatest pay-off in 
health care can be attained. 

2. They indicate demands for future health planning. 

3. They indicate how existing resources can be used most effectively. 

Having concluded these items, we had discussions about how to use 
microcomputers for keeping and processing such statistics. For 
morbidity/mortality work in particular, and for all database applications 
in general, it is necessary to : 

(I ) Determine the objectives of the database system. 

(2) Record meaningful data that support these objectives. 

(3) Make routine analyses of the data, with regular reports and 
checking. 
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RECOMMENDATIONS 
We cannot tell governments the most important uses of microcomputers
and where their pay-off is likely to be greatest, but we can makesuggestions regarding policy issues about which there is wide agreement.
These suggestions are given below in the form of Do's and Don'ts
especially for high level government agencies. 

A. Don'ts 
(I) Don't make too many regulations and don't control access. 

The role of the government is to promote microcomputer useand computer literacy. Don't throw up obstacles to this. If youstart thinking too long about policy, you'll spend years on these
questions and meanwhile nothing gets done. 

During the presentations, two alternative approaches werediscussed. According to the first viewpoint, officials at a highgovernment level were concerned with questions such as: whoshould get micros, and how many, who should be trained, and howto use microcomputers. In contrast, the other approach sought toprovide microcomputers to users and turn them loose to find outthe best applications for themselves. In this comparison of thetop-down versus bottom-up approaches, we strongly endorse 
bottom-up. 

(2) Don't worry too much about standard hardware and 
configurations. 

In fact the different applications need different machines, e.g.,the models doing number crunching need 128K memory, 8087math co-processor, and graphics capability to plot. The database 
users require 600K memory, hard disk and no graphics. 

(3) Don't worry too much about standardization with respect to
software, languages and hardware. 

The market is taking care of this. Such anxiety is like thediscussion regarding motor cars in the 1900s. Initially, there was 
great variation, but now the equipment is standard. 

(4) Don't try too hard to rank the important uses. This can be afrustrating and futile exercise that consumes time and energy, but 
is not productive. 

(5) Don't insist on data analysis at centralized and high levels of 
government. 

This reduces data gatherers to the role of clerks. They send offdata, but do not participate in its analysis, and do not get reports
and results. Therefore, they lose interest and enthusiasm. 
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B. 	Do's 

(I) 	Do decentralize and let local agencies and users have as much 
autonomy as possible. 

(2) 	 Do promote computer literacy and training. The microcomputer 
holds great promise as a beneficial tool. Let government train and 
encourage, and let users decide for themselves, how to use the 
technology. 

(3) 	Do get the support of the government officials for computer use. 

(4) 	 Do solicit help from the universities. These are people with strong 
motivation to learn this new technology. Turn them loose and let 
them help agencies in finding out how microcomputers can 
improve their work. 

(5) 	Do try to improve the delivery of health services. 

At high levels of government, the tendency may be to use 
microcomputers mainly for administrative purposes -accounts, 

personnel and word processing. While these uses are important, 
the lar.r: pay-off for the country lies in promoting good health 
and pr:v.%::-ing diseases in the field. 

(6) 	Do give agencies freedom to change. 

If the government merely asks for reports, but does not 
encourage and enable action to be taken on the findings, the 
exercise is frustrating and futile. 

(7) 	Do allow mistakes and delays. Be bold enough to make decisions 
without full information. Don't study issues to an ultimate degree. 

At some point, hopefully without undue delay, action should be 
taken, even if it entails risk and the possibility of criticism. The 
benefits will far outweigh the costs. 



POLICY ISSUES SUMMARY REPORT 

I. INTRODUCTION 
Before considering the substantive policy issues, we should define just 

a policy issue as onewhat constitutes a"policy" issue. For our purposes, 

bound up with public concern and deliberate public action. We should
 

stress that the right policy decision does not always lead to public
 

intervention. Indeed, microcomputer technology has developed largely
 

without public policy intervention. The technology has developed so
 

quickly, that there has been little time even to investigate the impact on
 
the common welfare, let alone formulate common action.
 

Many would say that this benign neglect on the part of the 

government has been a main strength of the microcomputer phenomenon 

and rebponsible for its rapid technical advances. Therefore, we must 
success of this so-called revolution can berecognize that part of the 

traced to an absence of public policy. 

Three broad categories, involving technical, national and 
issues were discussed at the Symposium, duringtransnational policy 

three panel sessions, as described below. 

II. TECHNICAL ISSUES 

A. Standardization 
Computer technology, because it is in a state of flux, has until now defied 

most attempts at standardization. Data storage formats, for instance, 

may vary widely from one machine to the next, and programs written for 

one computer will not function on another. The result, unfortunately, is 

redundant effort. Expensive. programs must be rewritten for different 

systems and data cannot always be shared among users. Even the 

practical kncwledge gained in working with one computer or software 

package may be useless when applied to another, resulting in a need for 

additional training. 

Standards in the computer field are typically imposed by the 

matrketplace, as consumers "vote" for the superior system with their 

dollars. This process is slow, however, and may not produce practical 
Can such standardsstandards for some years or even decades to come. 

instead be produced by international agreement ? If so, is it desirable to 

do so ? Will artificially imposed standards stifle desirable innovations in 

computer technology ? It is possible to create flexible standards that 
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foster software data portability, while still allowing for technologicalinnovation (i.e. operating systems and high level programming languages
that minimize differences between machines). 

Standardization should promote some degree of efficiency in settingup maintenance and support systems. allowsIt a smaller foreign
exchange outlay for the sparc parts and software which have to beimported. Standardizatio- also means that users within a country will b
able better to share experience. On tie other hand, standardization mayhave drawbacks if the wrong standards are imposed, and in such arapidly changing industry, premature stanc "'ization may close off
beneficial avenues of development. 

B. Service and Maintenance 
The absence of service and maintenance facilities in many developing
countries is a serious problem, and may in some instances prove to be aninsuperable bar:ier theto effective transfer of microbomputer
technology. Can manufacturers be encouraged to locate such facilities inthe country ? Do current government policies in some countries actively
discourage manufacturers from establishing such facilities ? 

The more we rely on microcomputers, particularly for time-sensitive
data handling, the more we need support systems that can keep them 
.........
g. .ur,,rily, in iiianty countries, the basic computer hardwaremay be available, but spare parts are not. What will be necessary todevelop such support network '?What existing government policies foster 
or inhibit such development ? 

C. Power Supply and Communications 
The state of earlier infrastructure related technologies which exist in
developing countries, will also have a strong bearing on the ease with 
which microcomputer technology may be assimilated. For example, 
uneven electrical po%,er quality can limit the reliability of 
microcomputers, aad increase the cost of a microcomputer system (i.e.,
by necessitating additional equipment to ensure a constant power supply
and to protect hardware from electrical surges). The quality of local 
telephone service will determine the feasibility of high-speed, long
distance, data transmissions. Can existing power supplies in developing
countries be upgraded in the light of the power quality requirements of 
microcomputers ? Can microcomputer systems that are less susceptible 
to power fluctuations, be made availabl2 or can they be powered
inexpensively in the absence of reliable local power ? 
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Microcomputers are also finding an important role in communication 
and data transfer. The once distinct fields of communications and 
computers are merging to the point where the telephone companies sell 
personal computers and computer companies sell phone services. 
Satellite communication is bringing long distance data transfer closer, 
making it possible to transmit data from one microcomputer to another 
located on the other side of the planet. However, to make use of this 
potential, requires the critical link-up over local telephone lines. These 
local systems currently represent the weak link and serve to limit the 
communications potential of microcomputers in the near future. 

D. Patents, Copyrights and Licensing 
The development of microcomputers has been almost exclusively a 
private sector venture, responding to market forces. Consequently, the 
spread of microcomputer technology will depend largely on international 
market forces and the business climate within individual countries. 
While individual governments may enter into special arrangements with 
computer firms, it will be the commercial decision makers of the firm 
that determine their willingness to participate. At the same time, the 
growing competitiveness in the worldwide microcomputer market is 
already sending computer entrepreneurs overseas in search of new 
opportunities. Will the entrepreneurial nature of microcomputer firms 
make the transfer of this technology different from another technology 
transfer ? 

III. NATIONAL ISSUES 

A. Equipment Manufacture 

Should nations promote the development of their own microcomputer 
industries ? This is a question being frequently asked in many developing 
countries. Certain industries have historically been considered essential 
to national economic or security interests. Should national governments 
promote the microcomputer industry in the same manner, and to what 
extent should they, or could they, protect the industry ? Indeed, how 
does a government protect an industry at such an immature stage of 
development, where the direction of the technology is not yet firmly set. 
Would protectionism choke off the inflow of new ideas which seems to be 
critical to the current development of the technology ? Furthermore, 
there are many individual components of the microcomputer industry, 
with the production of hardware constituting only one part. What aspect 
of the industry would a national government promote and who would 
make that decision ? 

18-
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B. Ownership and Access 
Who is allowed access to ownership and usage of microcomputers ? 
Many countries have foreign exchange shortages and policies regulating
what classes of goods can be imported. In these cases, government
regulation already determines who can import microcomputer systems
and who will have access to them. Will usage be restricted to government
agencies or state companies ? Even within the government, will 
government agencies continue to maintain central control over data 
processing, or will microcomputer technology allow decentralization ? If 
the government restricts access to microcomputers, will parallel markets 
emerge selling hardware and software at inflated prices ? This would be 
likely to restrict access to the wealthy v d keep significant local markets 
from developing. 

C. Labour Displacement 
Will microcomputers displace labour in local economies? This issue has 
both long and short run implications. In the short run, the introduction 
of microcomputer technology is likely to increase job opportunities as 
new types of information processing activities are made possible. On the 
other hand, over the long term, microcomputer technology, particularly
robotics, may have . profound impact on the structure of work. Bound 
up with this is the issue of the labour wage competitiveness of developing
countries in the world economy, as the field of robotics develops. Can
these impacts be foreseen with enough clarity to allow policy makers to 
evaluate them ? Can anything be learned from the changing labour 
structures of the more developed countries as they enter the so-called 
"information age" '? 

D. Centralized Authority and Institutional Framework 
What will be the impact of microcomputer technology on centralized 
authority ? As noted earlier, microcomputers can extend 
computerization to lower levels of government, business and even 
individuals who have not had access to computers before. Since 
information is power, this represents a potential power shift, at least 
within the government bureaucratic structure. For national governments
wishing to decentralize, microcomputers provide very useful and 
powerful tools. However, for governments trying to maintain centralcontrol, the very nature of the technology may serve to undermine tight 
central control. 

Can existing institutions deal competently with the technical and 
policy issues raised by the microcomputer revolution ? Almost all 
countries have organizations mandated to deal with issues of science and 
technology. Are these organizations capable of dealing with such a 
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rapidly developing field, a phenomenon which does not allow us much 
time for study and reflection ? Some governments are tempted to place a 
moratorium on the acquisition of this technology until they can study it 
more closely. Is this wise, or even possible ? 

E. Soclo-cultural Impacts 
Microcomputers, because they serve in man% instances to ease the 
burden of the workplace, raise the spectre of job displacement, an issue 
of considerable importance in an area where unemployment is already 
high, and jobs are often precious. Do microcomputers, or computers in 
general, increase unemployment ? Do they displace jobs ? In offices 
where microcomputers are used as word processors, for example, is the 
need for clerical help diminished by the reduced need for retyping
'documents ?Conversely, could microcomputers actually create new jobs, 
by introducing a need for operators, programmers and service 
personnel ? 

Do microcomputers disrupt cultural and social structures within 
developing countries ? Since microcomputers and software are by and 
large designed and manufactured in developed countries, could they 
reflect, and reinforce, socio-cultural biases that are alien to developing 
countries ? Is it possible to gauge the impact of such biases within those 
countries ? Could the impact of these socio-cultural biases be beneficial 
insome instances, rather than disruptive ? 

IV. INTERNATIONAL ISSUES 

A. Transborder Data Flows 
Transborderdata flows, the movement of valuable information resources 
between nationshas become an issue of considerable significance in the 
light of advances in communication technology and the presence of 
transnational corporations in the developing world. Who owns data ?Do 
developing countries have the right to control information vital to their 
interests, even if corporations, individuals or institutions claim a similar 
interest or a prior right to the information ? These questions are made 
more immediate by the ease with which computers, including 
microcomputers, can manipulate, store and transmit information. Will 
the proliferation of computer technology reduce the ability of countries 
to control the flow of information across their borders ? 

Who will control the flow of data within acountry, and across national 
borders ? This issue is closely related to the access issue noted earlier. 
Microcomputer technology makes the exchange of data very easy and 
cheap. In the U.S., microcomputer users form extensive networks for the 
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exchange of information and software, typically violating all manner of
copyright laws. At the same time, this free flow of information has been
central to the development of new software and new applications, greatly
extending the usefulness of the technology. 

B. Products Available Inthe International Marketplace 
Who determines the type of technology made available to developing
countries ? This is an important issue, concerning both the design of the
technology, as well as the flow of technology across national borders.
The design question centres on who is the target group of the technology
design ? Currently available microcomputer hardware and software have 
been designed primarily for U.S. business and individual consumers. The
flexibility required to serve these two groups has produced systems that 
are also useful in developing country applications, but that has not been
the primary consideration. Do current design criteria adequately meet
the needs of developing country applications ? If not, how uniform are 
those needs and how should they be met ? 

Control of the flow of technology across national borders is the second 
aspect of this wider control issue. Many countries already control the
importation of foreign technology. Technology exporting countries may
also move to restrict the outflow of microcomputer terhnolngy, as th.
U.S. Government is now doing, on the grounds of protecting national
security. To what extent are these controls legitimate and effective ? To
what extent are they harmful to technical advance of the technology and 
to the interests of developing countries ? 

Do international copyright and patent agreements, or the absence 
thereof, encourage or discourage computer manufacturers and software
publishers from distributing and supporting their products in developing
countries ? Software publishers in particular might be leery of
circulating their product in a region where unauthorized copies might be 
made and distributed, without hope of legal retaliation. Would stronger
agreements encourage not only the distribution of equipment and
software in LDCs, but also the development of systems and programs
targeted more precisely at the needs of these countries ? 

C. New Forms of North-South Dependency 
In the absence of a local microcomputer industry (see previous
paragraph), does the introduction of microcomputer technology increase 
or decrease North-South dependency, i.e. the reliance of Third World 
countries on the physical and informational resources of the developed
world ? Does the use of microcomputers within a developing country rely 



on software and peripherals manufactured in developed nations ? By the 
opposite token, could the use of microcomputers in Third World 
countries, decrease their dependence on the North for information and 
information-processing services ? 

D. Role of the Donor Community 
What is the appropriate role of the international donor agencies who are 
currently funding the purchase of the many microcomputers for 
government agencies ? At present, much of the importation of 
microcomputer systems is done with donor agency funding. At the same 
time, these agencies are also trying to develop internal policies dealing 
with the acquisition of computer systems. Do these agencies have a 
useful and legitimate role beyond funding hardware acquisition ? 



SYMPOSIUM CONCLUSIONS AND 
RECOMMENDATIONS 

I. 	GENERAL CONCLUSIONS 
The Microcomputer revolution is upon us whether we like it or not. If the 
developing countries do not acknowledge it and participate actively, they 
will be left behind. Micros can be applied in all sectors of the economy. 
Developing countries must systematically address the policy issues 
outlined below that arise from the diversity of hardware, software and 
applications. 

In developing countries, including Sri Lanka, micros are presently 
used for : 

1. Word processing 
2. 	Database management 
3. 	Statistical analysis 
4. 	 Simulation and modelling
 

(uses listed in increasing order of complexity)
 

We conclude that the use of micros is of positive benefit to Sri Lanka 
anA n,. r ,louph ,,, ,-unties, and should be guided in a way-that 
maximizes those benefits. 

I. RECOMMENDATIONS 
A. General Recommendation 
Continued and increased utilization of micros in all areas of national and 
international endeavours should be encouraged, dissemination should be 
unencumbered by government regulation, but encouraged through 
advisory and information services made easily available to all sectors of 
the economy. The training of adequate local staff, and provision of 
financial and other incentives to retain them, should have high priority. 

B. Specific Recommendations 

1. 	National government 

National Governments should create an institutional framework and 
policies which promote and encourage the use of micros. Inexpensive or 
free advisory services should be provided. These services could 
recommend hardware and software for specific sectoral applications. 
The institutional framework would provide clearing house services for all 
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users, both public and private, and would be staffed by both computer 
experts and application specialists. International communication links 
should also be encouraged. 

Such an institutional framework wou!. also help to establish user 
networks and provide documentation, and also advise other government
agencies on the impact of micros in areas in all sectors of the economy. It 
should encourage innovative applications in areas like agriculture, health 
and energy, with special reference on helping the poor and rural citizens,
who constitute the greater majority of the Third World's population. An 
extension service might be developed, so that users in all corners of the 
country could benefit. Initial funding for these efforts may come through 
foreign assistance. 

2. Private sector 
The private sector should be encouraged to market micros in developing 
countries. However, they should provide products which are appropriate 
for LDC use in terms of operating systems, power supplies and service. 
They should conform to national computer policies, and consult national 
advisory services in this regard. They should provide training for service 
technicians and users on a regular basis, and make available special user 
oriented documentation for LDC's. 

A local software industry should be encouraged, wherever possible.
New applications would arise through local innovation, and needs in all 
sectors exchange and trade in hardware and software with other LDC's 
and developed countries should also be encouraged. 

3. Educational institutions 
Universities and technical colleges should improve computer studies for
specialists, and provide training advancedon languages and the new 
higher level software environments, for students. Extension courses,
trade education and special evening courses for those outside the 
university system should be developed. 

These institutions should be the vanguard of new applications,
computer literacy training and networking with groups inside and 
outside the country. 
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4. 	Actions at the International level 

A 	series of focused studies is needed to assist governments and donor 
.organizations in establishing long term policy. Priority areas include: 

I. An assessment of training needs. 

2. 	Structure of international and national level clearing houses for 
software and other information. 

3. 	Hardware and design issues particularly for LDC's. 

4. 	 Guidelines for technical assistance to maximize the benefits of 
foreign aid in this area. 

III. NATIONAL COMPUTER POLICY IN SRI LANKA 
The current policies and activities of CINTEC serve as an excellent 
example of an advisory institution that serves government, private sector 
and individual users. They have been Third World pioneers in 
formulating and implementing policies that will encourage the use of 
microcomputers, in a socially and economically appropriate and 
responsible way, that will maximize the benefits for Sri Lanka. 
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