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EXECUTIVE SUMMARY
 

In January 1993, the U.S. Bureau of the Census signed a PASA with the Omani-American Joint Commission (USAID/ 
Muscat), under the terms of which the Census Bureau would provide to the Development Council (later Ministry of 
Development) of the Sultanate of Oman a long-term advisor in Census Data Processing. The advisor would be 
assigned to the Census Project at the Ministry, and would work with the Director of the Census, Ali Malboob Hassan 
AI-Raisi. in ensuring the timely and accurate processing of data collected during the Census field enumeration. This 
assistance would extend through publication of final results, and would encompass various training and documentation 
activities, as well. 

Under the ternis of the PASA, the OAJC would also underwrite the cost of microcomputers and related equipment, 
in quantities sufficient to ensure tie timely processing of the data. Estimates of the numbers needed of each type of 
equipment were based on information given by Census Project staff to the Census Bureau advisor who had made the 
initial assessment visit in the fall of 1992. 

The Advisor IDPA] arrived in the third week of February 1993, and continued work with the the Census Project staff 
through 26 July 1995 (the original two-year PASA was extended once). The months of Marclh-November 1993 were 
dedicated to planning for the post-enumeration processing activities, to receiving and installing the procured hardware 
and software. and to training the staff (Omani and expatriate) assigned to the Census Data Processing Unit ICDPU]. 

The Census enumeration was conducted during the period I- It) December 1993. Beginning II December. processing 
began. with the first output (preliminary results based on Summary Fons) produced by 17 December. These were 
the figures which wvere announced to the public before the end of that month (December 1993). and on which the 
allocation of seats in the Ma.jlis A'Shura was based, 

Basic processing activities continued uninterrupted from the end of enumeration. With the assistance of the DPA. the 
CDPU was able to process, in a timely and accurate fashion, data from the Census of Establishments: the Summary 
Forns (which had provided the preliminary results) a second time (to correct locality code errors): a ten percent sample 
of Housing and Population Census data from the entire Sultanate (used internally): and the full set of data from the 
Housing-and Population Census, which formed the basis of the results announced to the public beginning in late 1994 
In addition, a number of users, both inside and outside the Ministry. had received subsets of the data for research or 
analytic purposes. 

At the time of the Advisor's departure, the Ministry was in the process of transferring the Census data sets to the Min
istry's main computer system, where fe' were expected to function as public-access data bases (with some restric
tions). The Advisor completed the Data Processing Procedural History before her departure. 
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BACKGROUND
 

In the Sultanate of Oian, the modern era is considered to have begun in 1970, when the current ruler, Sultan Qaboos 
bin Said, ascended to the throne. In keeping with the Sultan's desires for the development of his people, he initiated 
a series of five-yearplans to guide the country in the most appropriate use of its resources-human, natural, and fnan
cial. From time to time in the period following the Sultan's accession, surveys were carried out in selected areas to 
provide basic data on housing. health, education, etc., but in the entire history of the Sultanate there had never been 
a Census to use as a "benchmark" for comparing survey data, or even to provide a proper sampling frame. In addition. 
even though a statistical unit existed in the Development Council, many of these surveys were conducted under the 
auspices of other Ministries, with the expected differences in methodology, attention lo detail, and precision of results. 

Thus, in June 1991 the Sultan signed a Royal Decree which auth rized a census of ir;as-,g,population, and establish
ments, to be conducted as soon as possible. The Development Council was given overall executive authority for the 
operation. and a supervisory committee [Census Technical Committee/CTC] was organized. The December 1993 per
iod was decided upon as most appropriate for enumeration activities. In 1992, Ali Mahbcob Hassan was named to 
direct the Census Project, and he began the task of assembling staff and advisors to complete the plaaning and design 
phase. 

When the Census Bureau DPA at rived in Fcbniar', 1993, the qaestionnaire w\as still not in final forn, nor had the pub
lication tables been designed. (It is preferable to draw up publication table layouts before defining the questionnaire, 
so that questionnaire content may be precisely defined and question categories delimited, However. alost invariably 
Census planners will design a questionnaire and then consider uses for the data collected. This was the path followed 
in Oman. and it led, as expected. to difficulties in the editing and tabulation plases.) 

Over the life of the Census Project, the Director was assisted by (in addition to the DPA) a Principal Census Advisor 
(Nader Al-Hallak. from Syria). a Cartography Advisor (Dr. P. Nag. from India), and various short-tern advisors from 
a number of Arabic-speaking countries. %%hoassisted Omani staff in carrying out activities in the field and in the office. 
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STATUS AT PACD
 

The objective of USG assistance to the 1993 Census of the Sultanate of Oman was to ensure that the agency responsi
ble for tie Census (Development Council/Ministry of Development) had sufficient resources (including technical exper
tise) to permit the processing of Census data in a timely and accurate manner. To this end, USG assistance was chan
neled into tie procurement of microcomputers and related processing equipment, and the provision of a long-terl tech
nical advisor to assist local Census Project staff with the programs and procedures necessary to produce usable results. 

USG assistance to thc 1993 Census Project began with the arrival of the Advisor in Muscat in Febnar', 1993 and 
ended with the departure of the Advisor from Muscat in July, 1995. The microcomputer-related equipment was pro
cured in two phases: a preliminary shipment of equipment needed by the Census data processing staff (including the 
Advisor) to develop and test system software, and a final shipment, just before die Census date, of equipment needed 
for data entry and validation. Under the assunptions upon which the estimates of equipment were based, the quantities 
prov ided would have been sufficicnt to carr, out die work, howcvcr,shortly after the Adv isor's arrival. Census Project 
management modified the work plan and the estimates of volume, and die original quantities of equipment becamc 
insufficient. By dint of judicious procurement, the Census Bureau was able to slightly increase the total numbers of 
microcomputers shipped, and the Ministry itself purchased tfle remaining equipment needed. 

Once the data entry operation was complete. sonic of the microcomputers used in that phase of the work were set aside 
to use as backups for data storage, but most vere recycled to other offices in the Ministry. The more powerful micro
computers used for system development and processing continue to be used, along with the printers and the Bernoulli 
storage devices, for generating publication tabulations. Ministry staff estimate that this process will be completed by 
31 August of this year. at which time the Census Data Processing Unit will be formally disbanded and the remaining 
equipment distributed to tie Computer Dcpartment and other Ministry offices. 

In ters of target dates. the Census Project perfonued extremely well. Data entry for both the Establishment Census 
and the Housing and Population Census was complctcd at least two nmonths ahead of the earliest planned date. Results 
based on a(n approximately) ten percent sample of the data were available within seven months of the enumeration 
period (for internal use only), and tie final results. by sex and Oiani/non-Onmani breakdowns to the level of locality, 
were available within one year of the enumeration period. Detailed tabulations are still being generated, but it is clear 
that-barring soie extremely unlikely unforeseen occurrence-they vill be completed well within the tvo-year time 
limit generally accepted for publication of census results: they will, in fact, probably be ready for fornal publication 
by late August. 1995. At that time the Census data files will be transferred to the MoD's minicomputer, to serve as 
a data base for approved research and analysis by users both within and outside die MoD. 

The detailed report \hich follows is an adaptation of die Procedural History prepar dfor the Ministry of Development. 
A number of attachments and supporting documents of a more technical nature have been eliminated, but most of the 
narrative history has been retained for purposes of completeness. Points to be considered for inprovement during the 
next census have been included in Section V. At the end of Section VI will be found a list of those persons, involved 
in the 1993 Census activity at the Ministry. with whom the Advisor had most contact. 
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1993 Census of Population, Housing, and Establishments 

of the Sultanate of Oman 

SYSTEM DOCUMENTATION 

I. INTRODUCTION 

This document is intended to be the record of all activity related to processing the data collected fron the 1993 Census 
of Population. Housing, and Establishments, and all auxilian computer-related activities. It has been organized so that 
the reader who wishes only a cursor.*,' overview need read only the general description of the system(s) in which s/he 
is interested, while those who wish to understand the systems at tie most deta-ed level can also find the infornation 
they seek. 

NOTE: (1) In this document. the use of the word "region" is understood to include the administrative division 
known as "governorate," as well. Any exceptions will be notcd in the specific instance. 

(2) A list of abbrevialions and definitions of terms used may be found in Section VI.B, below. 
(3) The Royal Decree which ordered a national census charged the organization knowi n as the "Develop

ment Council" with the conduct of the operation. In January 1994. iftcr completion of the Census 
and publication of preliminary results, the Ministry of Development IMoD] was created and assumed 
responsibility for all 1993 Census-related activities. In this document, references to the "Ministry" 
or "MoD" refer essentially to tie same organization, as it wa'.; constituted prior to and after January 
1994, respectively. 

(4) Throughout this document, the rcaderwill find many references to Census field staff. To better un
derstand these references, a brief explanation of the Census field organization may be necessary. 
For the purposes of enumeration of establishments, housing units, households, and individuals, the 
Census Project divided the eight regions and governorates in the Suiltanate of Oman into fifteen 
administrative areas, each of which was headed by a Supervisor, who was responsible for all field 
operations in his/her area. (For the record, no Supervisor Area covered more than one region or 
governorate, and some regions/governorates were divided into two or more Supervisor Areas.) Each 
of these fifteen Supervisor areas was subdivided into a nutb.ot smaller areas. each of which was 
headed by an Assistant Supervisor IASI, who was rcsponsiblc fw'r all field operations in his/her sub
area. The Assistanit Superviso"s area was further divided, and each of the resulting sub-areas was 
headed by a Crew Leader ICLI. N"ho was responsible for ile cnumcratior, of establishments and the 
pre-entueration listing of housiL, units and households. as well as for all work carried out by the 
Enumerators under his control. The lowest rung in the field hierarch-, was the Enumerator, who 
was responsible for the detailed enumeration of housing units, households, and population in the 
Enumeration Area [EAI to which s/he was assigned. 

If. PLANNING AND PREPARATORY ACTIVITIES 

The work performed under the umbrella of Data Processing encompasses a number of procedures. both manual and 
computerized. Some of the activities were envisioned in the original planning for the Census, but many activities were 
developed "on the fly," as the need for them arose. This planning and general preparatory process is described in the 
following paragraphs. 

A. Prior to the arrival of the Data Processing Advisor 

In August 1992, in response to a request from the Ministry of Development IMoDI to the Omani-American 
Joint Commission IOAJCI, the U.S. Bureau of the Census IBuCen] sent a senior data processor to Muscat to 
review Ccnsus planning activities and to make recommendations for processing tile data to be collected in the 
Census. The consultant, Kathy Chamberlain, spent two weeks in Muscat interviewing and working with MoD 
staff and the Census advisors before preparing a comprehensive report on the status of planning for the Census 
at that time. The report contained a number of recommendations to the Director of the Census Project, the 
Census advisors, and the OAJC. Many of the recommendations were ultimately implemented, including the 
nomination of a long-term Data Processing Advisor IDPAI and the acquisition of microcomputer equipment 
for processing Census data. 
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B. Post-February 1993 

The DPA arrived in Muscat at the beginning of Ramadlan (22 Feb 93). She began to familiarize herself with 
procedures at tileMoD (the umbrella organization for the Cens'is). to become acquainted with the personnel 
attached to the Census Project, and to study the reports and documents (including Census forms) produced to 
that point. 

1. NIARCHI-JIN, 1993 

During this period, the major concern of the DPA was to consider the processability of the proposed in
struments (that is,tie forms for collecting information during the enumeration periods) and to advise on 
the probable effects on data processing of decisions taken by subject.-matter staff. Tl.e main qucstionnaire 
for the Census was still highly fluid during this period, although by [he end of the quarter it aproxihiated 
the form it would ultimately acquire. In addition, the DPA began to develop the outline of die basic pro
cessing system, although details could not be specified until user needs became more clearly defined. The 
first tentative timetable was drafted, based on estimates of volume (including tie proposed tabulation pro
gram) in use at that time. 

It was also during this period that the first shipment of hardware arrived from the U.S., tie Census Data 
Processing Unit [CDPUJ was formed, and the first staff were assigned to the project (see below). The 
DPA began to define other hardware and software needs (e.g., prfnters and Arabic-languageinterface soft
ware), so that local procurement of these items might be initiated. 

2. JitI,-StEr' 1993 

During this period the CDPU began creating the geographic data base. Specifications were drawn up for 
the data entr' staff to be hired, and the tender was issued. The staff was introduced to the software to 
be used for processing, and thcy began work on procedures to be used for entry of Housing and Population 
Census [HPCJ data. Tle preliminary version of tie timetable wcnt through another iteration. 

3. Ourr-Nov 1993 

At the request of the Census Project. the U.N. Advisor in Sampling Methodology. in Muscat on consulta
tion with another unit of the MoD, drafted a document with his recommendations on tie procedures to 
be used in drawing the sample for advanced tabulations. 

For entry of Census data, management decided to use local kevers. in addition to tie contract kecrs, and 
the CDPU began planning for Establishment Census [ECI processing. 

Managemcnt also requested another system for processing information from tie pre-enumeration field 
work. Since the request was made after staff had begun the field work, it cannot be said that the CDPU 
planned for this system. The programs that were developed, in haste, were not part of the original work
load or timetable. 

4. POST-ENUMEITION PLANNING FOR LATER PIASES 

Following the period of enumeration in the field, there were a number of modifications and additions to 
the previously-established schedule (similar to the example mentioned in the preceding paragraph). The 
effect of these modifications on data processing resources and tie overall timetable depended, to a large 
extent, on the degree of advance notice given before the modifications had to be implemented. By their 
nature, these modifications were not planned for, so they cannot properly be discussed under the rubric 
of "Planning." They will be discussed in the remaining sections, in approximate chronological order. 
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I. 	 SYSTEM OVERVIEW 

This section is designed to provide a general description of the resources available to the CDPU, and the multiple sys
tems and subsystems that were employed during the various phases of the Census operation. Detailed specifications 
will be found in later sections. 

A. 	 Resources 

The systems developed were dependent on tie resources (human and other) available to the CDPU. These re
sources are discussed in the following paragraphs. 

1. 	 HARDWARE AND SOFIVARE RESOURCES 

Following the rccolnmcndationsin Ms. Chamberlain's report, Census Project management made two decis
ions of critical importance: first, to establish a Census data processing unit sepamt from the Computer 
Department of the MoD: and second, to use microcomputers for all Census-related processing. 

These two decisions helped ensure the ultimate success of the Census data processing effort as follows: 

# 	 first, by defining Census data processing as a special task, separate from the day-to-day activities 
of the parent organization, management freed the CDPU to carry out its task (a) without restraints 
imposed by persons not familiar with the specific characteristics of such activity, and (b) without 
having to contend for resources needed by other data processing systems: and 

# 	 second, by simplifying the hardware option, Census Project management ensured that the complica
tions of maintaining hardware were kept to a minimum. This does not mean that there were no 
hardware problems, because there were: but it does mean that a more complicated or sophisticated 
hardware arrangement (c,g., a network) would likely have presented even more problems over the 
period of operation, because of user unfamiliarity with the hardware and software involved. 1.-1list 
of hardware resources can he .imndas .Ittachment 111.1. 1, heho'. 

Once the choice of hardware (stand-alone, DOS-based microcomputers) was made, the choice of software 
was easy. For the operating system, the basic DOS, Release 5,was chosen. Microcomputers that would 
be adequate for the data entry operation under DOS would be totally inadequate under Windows. princi
pallv because Windows requires much greatersysteni resources (disk space. mouse, RAM, enhancedvideo, 
CPU speed. etc.) to perform at even the minimum level than does DOS. In addition, a graphic operating 
system, such as \Vindows, would bring no advantage to a batch-based operation such as production data 
enriy. 

For the processing software, the choice was equally clear. Of all possible off-the-shelf software packages 
with appropriate facilities for statistical data processing. from data entry through tabulation, the one which 
combines greatest case of use with maximum capabilities is the Integrated Microcomputer Processing Sys
tem [Isti'sI. This software was developed by the U.S. Bureau of the Census IBuCen] specifically for pro
cessing of censuses and surveys, and contains modules for all functions required for most statistical opera
tions: data definition, data entry and verification, data editing, data tabulation, table retrieval, calculation 
of variance, and operational control. Non-technical staff can be trained to use many of the modules, and 
the most important elements (data entry, editing, tabulation) permits custonization to a very high degree. 
The software was made available, at no cost to the Census Project, by BuCen through the OAJC. [A brief 
description oIIA II'S and its component modules can be found in Section 17. C, below. ] 

2. 	 HUNtAN RESOIURCES 

Staffing needs were defined by phase, and varied greatly over the life of the project. They can be under
stood by examining the categories of staff required. 

a. Programming staff 

During the first few months, the DPA worked with one programmer-analyst, while awaiting man
agement decisions on allocation of other staff from the Computer Department. In June. a program-

PACD Report 	 6 



mer was detailed from the Ministry of Health [MoH], initially for a period of six months. (MoH 
subsequently agreed to permit the programmer to remain with the Census Project for a full year.) 
In mid-summer 1993, management assigned three programmers and one systems analyst (from other 
areas of the MoD) to the Census Project. Staffing continued at this level through the first quarter 
of 1994. Between May and August 1994, the staff was gradually reduced to the minimum level 
(one systems analN st,one progranmmer-analyst, and two programmers), where it remained for the 
remainder of the PPA's assignment in Oman. 

From the beginning of his assignment to the project, the systems analyst functioned as the counter
part to the DPA, taking part in all discussions with Census Project management and participating 
in all decisions related to data processing activities. In the summer of 1994, he became the principal 
responsible for all coordination between subject-matter staff and the CDPU. and the DPA was able 
to concentrate on system development and staff training tasks, participating in meetings and discus
sions only when necessary. Over the course of the project, the counterpart also acquired a number 
of supervisory functions with respect to the other CDPU staff. 

b. Data entry staff 

The single most labor-intensive task in processing large volumes of data (such as a Census) is the 
transferof manuallv-recordedinformation to miagneticmedia. During her 1992 visit, Ms. Chamber
lain prepared initial estimates of time needed for only this operation (commonly known as "data 
entry"). She based her estimates on the content of the questionnaire, as it existed at that time, and 
on the estimates [of population, households, and housing units to be enumeratedl then being used 
for planning purposes. It should be noted that she wvas not made aware of the need to take into 
account the Establishment Census operation, so none of the estimates of time or manpower in her 
recommendations reflected this additional workload, nor could they reflect the delays later 
occasioned by the user not meeting deadlines. With the information at her disposal at the time, she 
arrived at an estimate in which data entry would be completed within approximately six months. 
based on 27 keying machines. 

Following the arrival of the DPA, the timing estimates were revised and refined a number of times 
as the questionnaires were brought closer to their final forn, until management felt confident they 
could be used as the basis for determining the number and size of keying groups to be contracted. 
and the period of time for which they would be hired. Estimates were calculated in a very conser
vative fashion-that is, average keying speed was set at a rate attainable by moderately experienced 
keycrs (and not at that which could be expected from skilled professional keyers or kevers who have 
had long training), and one hour out of each seven-hour shift was assumed to be non-productive, 
or "downtime" (getting started, breaks, closing down, eventual problems, etc.). For ease of control 
and greatest efficiency, the very large number of kevers needed vas broken down into six keying 
groups, each of which would comprise ten keyers and one supervisor. 

After studying the local labor market, which appeared to offer few persons with the necessary key
ing skills, and taking into consideration the administrative difficulties entailed by hiring in-house 
personnel for short-term work, management made an initial decision to use only third-partx' vendors 
as a source of labor supply. Based on the estimates of volume and the deadlines established by 
management, a tender document was developed. Al announcement of the tender was placed in the 
local newspapers, and area firms were encouraged to submit proposals. The tender was issued in 
September, and a very large number of finns responded. The DPA and her counterpart prepared 
a detailed analysis of the responses, comparing the cost of all proposals submitted, so that the Cen
sus Technical Committee [CTCI could make a decision and award the contract(s). 

Howe'er, after announcing the tender and receiving proposals from local vendors, management re
versed its original decision, and notified the CDPU that it must use both contract key'ers and local 
keyers. This decision had serious repercussions on the CDPU staff workload, as well as on the 
ev'entual timetable for data entry. [Details will hefiound in Section 1".AI. below. 
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c. Support staff 

Beginning in August 1993, existing Census Project staff were reassigned, for varying periods of 
time, to work on the multip!e auxiliary tasks necessary to carrying out the processing of Census data 
in all its forms. These support staff can be classed, roughly, by function: data base entry, editing 
and correction, and operational control. 

(1) Data base enhtO staff 

The first auxiliary staff to be hired were three computer clerks. Until the post-enumeration 
keying began, they worked at entering information, in Arabic and English, into the data bases 
(locality codes and names: education codes and descriptions: occupation codes and descriptions; 
and industry codes and descriptions) needed for later processing. In addition, one of the clerks 
assisted in the preparation of table formats. 

(2) Editors 

Following tie period of enumeration, staff from the group of clerks carrying out the manual 
editing and coding task were reassigned to evaluate the error reports generated by the first edit 
program, and to decide what corrections, if any, to apply to the data. Some of them were 
eventually trained in the data entry software so they could both identify and apply the correc
tions, thus streamlining the post-keying operation. 

(3) Operational control 

These staff members did not assume their duties until the post-enumeration period, when Cen
sus documents began to move into the CDPU for processing. They were responsible for main
taining control overall documents received by and returned from the CDPU, and for guarantce
ing an orderly flow of work to and from the keying and editing sections, so there would be 
neither backlogs nor idle periods. 

B. System Elements 

Not all of the elements of the systems developed to process the various kinds of data collected during the Cen
sus operation were foreseen from the beginning of planning. In addition to the phases for which data proces
sors actually planned. management made ad hoc requests for information which could only be obtained by di
verting resources from a scheduled task to the special request. This caused a number of problems in meeting 
the deadlines of tasks in the original timetable. 

1. GFO(;RAnIc'IIIDATA BASE 

In the original planning, it was decided that the geographic data base, when complete, would serve as a 
gazetteerof all locatities in the Sultanate, even those uninhabited at the time of the enumeration. It would 
also sere as the basic control file during processing of HPC data, against which the completeness of pro
cessing could be verified. To this end, the information collected by cartographers during their field visits 
was used to establish the basic data base, which was updated by the Crew Leaders JCL] and Enumerators 
during their work in the field. [4 more detailed discussion of this data base is included in Section I1 :B. 1, 
helow. I 

2. ENUMEII.ATION CONTROL TOTALS; 

This phase of the system was not foreseen in the original plans. On the eve of enumeration, management 
requested a system to provide daily totals of units identified (that is, buildings, households, population) 
during the pre-enumeration listing operation. These totals would be generated at the CL level and would 
be summarized to the Supervisor level, to provide subtotals by wilayat, region, and Sultanate. At the same 
time, the Computer Department of the MoD developed a parallel system which would provide to Ministry 
management continuous monitoring of field perfornance. [Furtherdetailsofthis subtsi'scm will befiound 
in Section II' C, below. ] 
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3. ESTABLISHMENT CENSUS 

Royal Decree 91/50 (signed 10 June 1991) had specified that a census of "housing, population, and estab
lishments" be conducted. The Census Technical Committee ICTCJ had determined that the appropriate 
time for collecting itformation on establishments would be the period, prior to the enumeration of housing 
units and population. during which the Crew Leaders ICLs were familiarizing themselves with the Enum
eration Areas [EAs] under their responsibility. As part of the process of moving from building to building 
in each EA. the CLs would complete the questionnaires in the Establishment Census books. Infonnation 
collected would consist of establishment identification (name and location), activity status, principal and 
secondary activities, and other relevant data. This informtilion would be used to generate repors and sub
files for further investigatIon and analysis. [Further details of this subhswtem will he found in Sec
tionl I1E2, below.] 

4. SUMMARY' FORNMs 

A critical element of the oiginal processing plan was the subsystem to enter and tabulate the Summary 
Forms. The books used by the Enumerators were designed in such a way that the first page inside the 
book was a duplicate, in layout and content, of the book cover. On this detachable page, the Enumerator 
was to copy all information lidcntification codes and sumnmary totals] recorded on the book cover. At the 
end of the enumeration period, while the books were still in the field, the summary page from each book 
used would be detached and forwardcd immediately to Census Project management in Muscat. This wvould 
pcnit managcmcnt to obtain preliminary totals within ten days of the completion of field operations, and 
would penmit a more accurate estimation of resources net-ded for the processing of the Census books them
selves. [A more detailed d'cwription of this phaO. will he.inind in Section II ID,below. ] 

S. HI)USING AND POiPUILATION CENSUS 

As with all other data collected during the Census operation, the data recorded in the Census books on 
each housing unit, household, and person in the Sultanate had first to be transferred to a magnetic storage 
medium before processing could be carried out. Once the data had been entered and key-verified, the first 
edit (with corrections applied manually) was carried out. Once the data were accepted as structurally 
sound, they were submitted to the final edit. during which corrections were applied automatically (by the 
computer program). Once the data were accepted by the user. the required tabulations were generated. 
These procedures wcre carried out in two overlapping phases: first, for those EAs included in the 1t0% 
sample, and then for the remaining 90% of the data. Afore detailed information can he finmd in Sec
lion II "F, below. I 

a. Census Book storae and control 

When Census books arrived at Census Project headquarters after the enumeration period was com
pleted. they were checked in using the Book Control Data Base IBCDBI and then stored in contain
crs. in order b. EA and book number. The BCDB [see 5'ction I".A., belowj was created from the 
Geographical Data Base IGDBI with information to th level of EA. Information on book number 
and total number of books in each EA was added by the storage control clerk as he checked the 
books into the BCDB. This data base controlled the rooement of all Census books during post
enumeration processing, even though actual implementation of the system occurred after the first 
processing of the Summary Forms and during the processing of the Establishment Census. 

b. Sample processing for advance tabulations 

To satisfy management's demand for key indicators within six months of the Census date, the Cen
sus Project staff was instructed to generate selected tabulations from an appropriately-weighted sani
pie of the data. To this end, ten percent of the EAs in each of five regions were selected for the 
sample data file; in two other areas (Governorate of Musandai and Al-Wusta Region), all EAs (that 
is. 100% of the data) were included in the processing. (In these two areas, population size was so 
small that no processing advantage would have been gained by sampling, and in fact, results might 
have been seriously distorted because of the bias inherent in the structure imposed by the enumera
tion operation.) In the remaining area (Govemorate of Dhofar), selection of ten percent of the EAs 
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resulted in a sample which omitted two of the wilayats. A single EA was then randomly selected 
from each of the unrepresented wilavats to ccuplete tie sample, making tileDhofar sample slightly 
more than len percent of tie EAs in the area. [Details of the procedures used fior selecting the 
sample tnay be fond in Section I .F.4, below.j 

It should be noted that the requirement to produce sample tabulations within the specified time per
iod demanded a great deal of additional effort on the part of the CDPU and it added, as well, anoth
er level of complexity to the control opcration. In spite of all the additional effort expended, tile 
sample tabulations wvere never published or otherwise utilized. 

c. Processing of non-samplc data 

The remaining Inon-saniplel data for the six regions sampled followed the same processing path as 
did the sample data. Keying and key \ Crification of each Census Book were followed by a prelimi
nary edit with manual correction, after which Census Books for each EA were consolidated to the 
EA level. When all remaining EAs for a given wilayat had been manually edited and accepted, fley 
were joined with the EAs from tie sample to produce a single wilayat-level file containing 10I)% 
of the data. The final consistency edit (with automatic correction) was then applied to this file. 
Once all wilavat-level files for a region had been edited, corrected, and accepted, they were consoli
dated into a single region-level file for case in generating tabulations. 

Following the generation of the final data file, tabulations were produced on a flow basis. Those 
tabulations which had been produced for th. sample were genCrated first (to permit the sub
ject-manter staff to compare preliminarn" results with final results), followed by the remaining table 
series. 

C. Processing Phases 

Processing of data from she Housing, Population, aid Establishment Census books was essentially the same 
from first to last, although the editing processes did vary over time, as the specifications progressed from pre
lininary to final forin. However, before generating final tabulations, all data were edited with the final version 
of the appropriate edit program. As with any large-scale multi-phase operation. processing was not carried oul 
in rigid. straight-line sequence: rather, operations from different phases and different subsystems overlapped 
each other, to make optimal use of the resources at hand. During production processing. the schedule was in 
l ct highly dynamic, and the eventual record of activities carried out differed more than a little from that which 
had been anticipated during pre-enumcration planning. 

1. G.o(;~rtiltc DATA BASi: 

The first activities to be put into "production" were related to the Geographic Data Base IGDBI. The 
worksheets from the field operations began arriving in the CDPU in late summer 1993. and continued 
arriving up to the point of actual enmeration, at which time tie GDB was considered temporarily coi
plete. In the year following enumeration, the GDB was repeatedly modified in light of information from 
other sources, and was in fact not considered complete and correct until well into 1995. 

2. PRI-ENUMERATION CONTROL COUNTS 

Activities related to this phase were carried out in the period mid-November to mid-December 1993. 

3. DATA ENTRY STAFF SELEftON 

While not strictly a phase of processing, this activity required a great deal of time and effort on the part 
of CDPU staff. Management's unexpected last-minute decision to use local keyers meant that tie CDPU 
had no time to plan for this activity before it was icquired to carry it out. and the addition of this task to 
the other responsibilities of the CDPU during the period immediately preceding enumeration (late October
early November 1993) caused serious disruption to the schedule of CDPU activities and the daily routine 
of tile staff. 1,. .1, below.detaileddescription of this activitiy will hefiound in Section II 
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4. SUMMARY FORMS (1) KEYING AND TABULATION 

Systems development for this phase began in mid-summer 1993, and production processing was carried 
out in the week immediately following the enumeration. Final results from this phase were delivered on 
17 December 1993, but there were occasional recursions to these data in the months that followed. 

5. SELECTION OF 10% SAMPLE EAs 

Plaming for the sample selection began in late 1993, after management had decided to adopt the recom
mendation of the U.N. Advisor on Sampling Methodology. Necessary programs were designed, but could 
not be completed until after enumeration was carried out and tie precise number of EAs in each wilayat 
was known. The sample was drawn in mid-January, so that editors would be able to give priority to EAs 
in the sample. 

6. ESTABLISHMENT CENSUS )ATA PROCESSING 

Entry of Establishment Census data began in the last ten days of December, as soon as work was comple
ted on the Summary Forms. Manual editing began approximately one week after keying, and all entr 
and validation was completed by the last week of February 1994. The final computer edit was applied 
and genci-ation of tabulations begun in March 1994. The last of the tabulations, as originally requested 
by the user, were delivered to the user by June 1994. 

7. StMItNt.Rv FoRMS (1I) KEYING 

The edit program required for the second round of Summary Forms processing was completed in January 
1994. and keying, editing. and tabulation was carried out in February 1994. 

8. POPILATION I)ATA (10%) PROCESSING 

Keying and verification of sample data began in nmid-Febnlary and was completed by mid-March. Manual 
editing began approximately one week after keying, and required several weeks to carry out. Keyed and 
edited batches were consolidated into EA files: EA files were consolidated into CL files: and CL files 
were consolidatcd into wilayat-level files for purposes of the final edit. The version of the computer edit 
cunent at that time was used to complete editing of tile sample data and generate a tabulation-ready file. 
Weights were added in May, and the tabulations were produced by mid-June 1994. 

9. POPULATION DATA (90'%o) KEYING 

Keying and verification of the remaining non-sample data began as the verification of the sample data was 
being completed (that is. the phases overlapped to avoid any slowdown in production). All keying and 
verification were completed by late July 1994. 

10. DATA EDiriNG (.MANUAL) 

Editing of the 90% data for manual correction of errors began as soon as the sample data editing was com
pleted, and continued through early August 1994. 

11. DATA CONSOLIDATION 

Just as data entry and verification were done on a container (and therefore on a geographic) basis, consoli
dation of batches into higher-level file groups was carried out following the field structure used in the 
enumeration. That is, individual batches (books) were consolidated into a single file for each EA. When 
all EA files for a given CL area were complete, they were consolidated into a single file for the CL area. 
For areas of larger population, when all CL files for a given AS area were complete, tley were consolida
ted into a single file for the AS area, and those AS area files were then consolidated into wilayat-level 
files. For areas of lesser population, CL area files were consolidated directly into wilayat-level files. 
Consolidation, therefore, began as soon as the first batches of data had been edited (March), and continued 
until all data were read) for final editing (Auguist). 

PACD Reporl 1I 

http:StMItNt.Rv


12. DATA EDITING (AUTOMATIC) 

Editing of the data for correction by computer was carried out in phases, on a wilavat-by-wilayat basis, 
as the keying and manual editing of each wilayat was completed. Prior to the cdit. all EA files from the 
sample EAs were incorporated into their respective CL files, so that the final edit was performed on 100% 
of the raw (unedited) data for each wilayat. Editing of the full data file was performed in August/Sep
tember. 

13. ESTAIIIISHIENT CENSUS NAMES AND INI)USTRY GROUP CODES 

At the request of the users, the establishment name (in Arabic) was added to the record for each active 
commercial establishment in the Establishment Census data file. This activity was carried out during 
August 1994. 

14. HPC DATA FILE ACCEPTED BY USERS 

Il August 1994, after final editing, the file containing 100% of te housing, household, and population 
data was:approved by management for use in tabulation. 

15. TABULATION OF 100% 

Tabulation of the final data began immediately upon acceptance of the data by management (September 
1994). and continues to the present date. It is estimated that all publication tabulations will be produced 
by September 1995. 
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IV. DETAILED PROCEDURES 

In this section, the procedures followed in carrying out each of the subsystems and phases of processing mentioned 
above will be described in detail. The description will include appropriate references to tile software modules used, 
although technical details of such software will be found in the relevant appendices. 

The process of developing the multiple subsystems was carried out with varying degrees of difficulty, for a number 
of reasons. Some subsystems were poorly defined: some were defined sufficiently to begin dcvclopment, but were 
subject to frequent change; and some subsystems were developed with virtually no specifications from the user, relying 
on the data processor's experience and intuition to achieve the desired result. 

NOTE: 	 All Arabic-language text, in all Census-related applications, was entered using the Nafitha" Enhanced 
character set (code page 711) of the Nafitlia'" Arabization software package. 

A. Data entry 

As was mentioned earlier [see Section 111..2.b, above], the data entry. function would be carried out by a com
bination of keying groups provided by local contractors and keying groups hired directly by the Census Project. 
[The standard keying group was defined as ten keyers and one keying supervisor.] From the beginning, it was 
assumed that, with de exception of entry of the Sunmmary Forms, for which only one contract keying group 
would be required. all keying groups would participate in all phases of the Census operation (i.e., Establishment 
Census and Housing and Population Census), but that participation would be gradually phased in-that is, key
ing would begin with one group/one shift: then, as the volume of output from the manual editing/coding staff 
increased, the remaining groups would be phased in to avoid either excessive backlogs or idle keyers. In actual 
practice, this plan was followed only partially. 

1. SrAFF SELECTrON 

The process of selecting staff was different for contract and local-hire. In the case of keyers to be hired 
from local contractors, the CDPU was responsible only for providing to the CTC a worksheet analyzing 
the offers received, after which the CTC made the final decision on awarding the contracts. However, 
vith respect to tie kevers hired locally, the CDPU was left with complete responsibility for recruiting. 

evaluating, and selecting the required number of staff. 

a. Contract 

By recruiting kevers through local providers of such services, the Cemius Pro ject would pass respon
sibility for recruitment, testing. and selection of appropriate personnel o the contractor. In addition. 
the contractor would also have permanent responsibility for seeing that his keyers continued to meet 
performance standards. If any kever did not meet standards, the contractor would be responsible 
for finding substitute personnel with no delay to project deadlines. Any delay attributable to a con
tractor's performance would be punished by financial penalties. 

Based on the offers received, the Census Technical Committee decided to award contracts to two 
vendors: INSYST and OITC. INSYST would provide a total of two groups. one of which was to 
begin work immediately upon the completion of field work with the keying of the Summary Forms, 
and the other of which would be added when a sufficient number of Housing and Population Census 
books became ready for keying (estimated to be late January). The OITC group would also begin 
at the same time as the second INSYST group. The first INSYST group would be released before 
the other two groups, in a gradual phase-out of keying activity. 

b. Local 

Because data entry was originally to be accomplished using only contract keyers. the CDPU did not 
make plans to car.,' out any recruitment or selection activities with regard to keying p-rsoimel. The 
subsequent last-minute insistence by management that three groups of keyers be recruited locally 
to supplement the three contract keying groups meant that the CDPU was suddenly responsible for 
recruiting and testing enough candidates to permit selection of thirty kevers (if possible). The ad-
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vertisement which appeared in the local Arabic-language newspapers generated a strong response, 
with almost two hundred candidates requesting an opportunity to try out for the positions. Because 
management also insisted that the keyers begin work at the same time as the first contract keying 
group, it became necessary to defer system development work in favor of the testing and evaluation 
of the local candidates. 

It was decided that testing would be based on the actual data entry application to be used during 
production keying. This application had been developed using the CENTRY module of it.Ns. Since 
the enumeration had not yet been carried out and completed Census books were not available, the 
data entry screens were modified to reflect die information found in the books used during the Pilot 
Census. CDPU staff created batch files, containing basic geographic identification and the Book 
Cover record, for each of the books to be used, and copied the batch files and keying application 
to each of the machines to be used for testing. 

Initially, only machines not being used by the CDPLJ staff for pregramming and system development 
were to be used for testing, but after the first few days, tile large number of candidates a ,d the 
rapidly-approaching deadline forced the use of programmers' machines, as well, and thus normal 
development work had to be suspended for much of each day during which testing took place. In 
addition, it was necessary to schedule testing not only during normal work hours, but in the late 
afternoon and evening, as well, to accommodate the greatest number of candidates. Even with all 
this effort, by the time production keying began in mid-December, there still remained candidates 
who could not be tested, and therefore not considered for employment. becase of lack of time. 

For greater efficiency, candidates were scheduled for testing in groups. At the first testing session 
it became clear that, in spite of the stated requirement that candidates be "computer literate," many 
of them were unfamiliar with computers of any kind, and many had ncver used a keyboard, even 
on a typewriter. Therefore, at the beginning of each testing session, the staff member administering 
the test explained the basic functions of the niicrocomputcrand demonstrated how to invoke the data 
entry program. Each candidate was then given a book for a practice keying session, which lasted 
approximately fifteen minutes. Finally, each candidate was asked to key as many books as he/she 
could in one hour (timed by the person administering the test). The one-hour intcrval was a com
promise between the minimum time needed to obtain a sense of the candidate's likely performance 
on the job and the maximum time that could be allowed to a single candidate, given the ovcrwhelm
ingly' large number of people to be tested. The CDPU quickly discovered that allowing sufficient 
time for explanations, practice, and actual testing made it necessary to block at least two hours for 
each testing session. In practice, sessions often ran even longer, causing a "ripple" effect which 
extended the staff workday wyell into the evening. 

Following each testing session. CDPU staff key-verified tie work producedby the candidates. which 
ranged from part of a book to two or more books, depending on tle skill of the individual tested. 
After each batch was verified, the statistics for the batch (kcving speed and error rate, collected 
automatically by the CENTRY software) were displayed and recorded, so that candidates could be 
ranked sonewhat objectively. After several weeks of testing, tie CDPU staff felt that enough po
tential keyers had been identified to permit a return to normal working operations. The approaching 
deadline (completion of Census field work and beginning of production keying) also made it urgent 
that no more time be spent on unplanned-for activities, since other more important tasks remained 
uncompleted and management was imposing new demands daily. Those candidates tested were 
ranked according to a ntmber of factors (performance on the test, previous work experience, will
ingness to work either shift) and the list of names selected was passed to the administrative section 
of the MoD to carry out the formalities of hiring. 

Once those candidates meeting minimum requirements had been identified and contracted, three key
ing groups (ten Levers each, as with the contract keyers) were formed. Because of the lack of rele
vant experience among the new hires, and in order to more closely monitor their work, it was de
cided to use CDPU staff as supervisors for the local keyer groups. Each of the three staff members 
who had been carr.ing out most of the auxiliary tasks (geographic data base entry, verifying keying 
tests, etc.) was assigned to supervise one of the groups of new keyers. Since none of the new hires 
had much experience in production data entry, intensive training was needed to make the keyers 
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comfortable with the equipment, the software, and the routine procedures to be followed. The sup
ervisor of each group was given responsibility for overseeing the training of the keyers in her group. 
Preparation of the new keyers began shortly after production data entry started, and continued until 
keyers were needed to work on entry of Establishment Census books. 

2. SniFrs 

Management's insistence on accomplishing data entry in the shortest possible time was one of the factors 
that led to the decision to use six workgroups (6t) keyers). The original request for equipment had 
assumed 27 microcomputers would be needed; to accommodate six workgroups, 66 machines (kevers and 
supervisors) would be needed. In the interests of economies of time, scale, and space, CDPU staff decided 
to split the six groups into two shifts (7h3)-14h3t) and 15h00-22h00), which would cut the number of 
computers needed to 33. Data entry would be run five days a week. (it should be noted that no modifica
tion was made to the keying schedule during the month of Ramadhan, although kevers were permitted to 
substitute weekend days for the Eid holidays.) 

When only contract keyers were contemplated, it made little difference which shif,a contract group would 
work, since the contractor agreed to accept any shift assignment. However, once the decision was made 
to hire local kevers, it soon became apparent that the largc number of females among them would make 
it preferable to segregate the local keyers from the coIract keyers as much as possible. It was thus deci
ded that the first contract group would begin keying on the morning shift, but as soon as the second shift 
was required, all contract kevers would work the afternoon shift and all Omani kevers would work the 
morning shift. This plan was in effect throughout production keying. 

3. KiGim; ROOM sETUI' 

A few months before enumeration, the DPA and one of the Census ProJect administrative staff had visited 
all suppliers of computer and office furnishings in the Muscat area and, based on what was available, had 
made recommendations to the Census Project with respect to keying tables and chairs. Space in what had 
been the MoD library was allocated to the data entry operation, but delays in constnction of the new 
building (to which the library would eventually move) impeded efforts to clear out the room and set up 
the keying environment until virtually the end of the enumeration phase A sufficient number of tables 
and chairs had originally been purchased. but in the interval between the delivery of the furniture and lib
eration of space for the kevers, many of the tables and chairs had been diverted to other units of the Cen
sus operation, particularly the Central Control room for die field operation. When. the night before keying 
was to begin, it was finally possible to set up the keying room, tables and chairs were available for only 
about 20) of the keying machines. This was sufficient for the first group to begin, but it was necessary 
to scour other offices in the Ministry for unused desks and chairs inorder to complete furmishing the key
ing room. Unfortunately, almost all of the replacement desks were standard office desks, totally unsuitable 
for data entry. The greater desktop height and the limited leg space available made it difficult for kevers 
to work comfortably, and may well have contributed to a higher error rate for clerks at those stations. 

4. STANDARD IOCE)URES DURING PRODUCTION KEYING 

From the beginning, the data entry operation functioned on the principle that no keyer should be permitted 
to verify his/her own work. At the start of operations, when only one (contract) keying group was work
ing on the first Summary Forms, keyer-verifierindependencewas controlled by the group supervisor, who 
assigned each batch individually. When the volume of work began to rise and additional groups were ad
ded, this independencewas raised to the group level and formalized-that is, work assignments were allo
cated to a keying group, with the proviso that no keying group could be responsible for both keying and 
verifying the same Census Books. This independence was monitored by the operations control clerks 
(Data Controllers). 

Because the keying room had been used as a library. many built-in shelves were still available. Sections 
of the shelves near the entrance were marked off and used for temporary storage of materials to be keyed 
or verified. At the beginning of each shift, the keying supervisor would check the work available in the 
storage areas and select an assignment for his/her keying group. Selection of work units was done on the 
basis of two general rules: (1)no group could verify the work it had keyed, and (2) work to be verified 
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should not be neglected in favor of keying. After the first several weeks of trial and error, the keying 
group supervisors and the Data Controllers became adept (with the constant assistance of the CDPU staff) 
at balancing the keying/verifying workload, so that no significant backlogs developed. This general rou
tine was followed beginning with Establishment Census keying and continued through the completion of 
Population Census work. 

B. Operational Control 

There were two major and interconnected elements of operational control used during the processing of tie 
1993 Census: tile These elements areGeographic Data Base [GDB] and the Book Control Data Base [BCDBI. 

described in the sections which follow.
 

1. GEOGRAPIlIC I)ATA BASE 

This collection of data was fundamental to virtually all phases of processing of Census data, and was used 
as the basis of the BCDB. In its final form, it may be considered to be a complete directory of all known 
localities in the Sultanate of Oman, and contains, in addition to locality names, housing unit, household, 
and population totals for each locality. 

a. System development 

Initial development of this system began with an attempt to use the CENTRACK module of imps. 
This utility will generatc a data base which can be used for monitoring and controlling post-enumer
ation operations (editing, coding, data entry, consolidation, etc.). The system requires construction 
of a data base with a structure which reflects the geographic structure to be used for field enumera
tion. The data base should also contain one (and only one) record for each unit to be tracked (for 
example, EA, book, etc.). In the case of the Omani Census, a decision had been made to track each 
book individually during the post-enumeration processing. 

This decision had been mandated by the use, during enumeration, of multiple books within an EA. 
where each book could have geographical codes different from olier books inthe same EA. In 
areas of greater population density, the codes usually differed at the hilla and/or block level, and 
for those EAs covering multiple small villages, the codes differed at the locality level. However. 
in a few rare cases, the codes differed at the highest levels (region and/or wilayat). This latter dif
ference was usually the result of post-enumeration adjustments, but any of these differences in codes 
meant that each book had to be tracked separately, in order to maintain proper control and produce 
proper results. 

In the original system design, the only function of the Geographic Data Base IGDBI was to be the 
foundation of an operational control system for die data entry, verification, and editing phases of 
data processing. To fulfill this function, the GDB needed to contain only tie numeric codes 
assigned to each locality, to the lowest level needed for tracking production. In the case of the 
Census books, this would require all levels of codes (region, wilayat, locality, hilla. block, EA,and 
book number), but would not require an, alphanumeric infonnation (that is,names). 

However, management soon made it clear that the GDB must contain names, both Arabic and Eng
lish. The GDB was then expanded in design to include names for all geographic entities at the 
levels of region, wilayat and locality. In addition, where hilla names were available, they were also 
included. The data base was initially designed to include only the codes and names, but eventually 
was modified to include count fields (i.e., numbers of housing units, households, and population), 
for ease in generating reports with totals by locality, hilla, and block. 

In addition, the GDB's function as a checklist of processing units for purposes of operational control 
also underwent modification. In the original conception, the GDB would have been composed of 
one record for each unit to be monitored-that is,the Enumeration Area [EA]-on the assumption 
that all geographic codes would remain the same within any given EA. However, the experience 
of field work made it evident that this assumption was false, because one EA often included 
different localities and/or hillas and/or blocks. Since geographic codes were uniforn only for any 

PACD Report 16 



given Census book, the book was defined as the basic processing unit and the control system was 
designed to permit tracking individual books as well as EAs. 

The system to manage this GDB was developed in phases. as the users' needs were modified and 
refined, and could not be considered complete until almost one year after enumeration. The data 
base itself underwent constant modification in response to infornation fromi users both within and 
outside the Ministry, and from the Census data themselves. The GDB data files were developed 
using the Clipper Version 5.2 software. Executable modules were compiled using the same version 
of Clipper. Subsequently, in response to user and CDPU requirements, tie dBase IV software 
package (Release 1.5) and FoxPro were also used to produce lists and routines for checking. 
viewing, and browsing the data files. 

b. Data base stniclure 

[Section 1.A,. below, includes a description of the structure of the GDB.] 

c. Entry of codes and names 

A dBase application was generated to permit tie CDPU support staff to enter codes and names from 
the lists prepared by the cartographers and the field operations staff. These lists were usually organ
ized at the wilayat level, and contained an entry for each unique combination of locality., hilla. 
block, and EA codes. (Of course, the number of books that would later be used during enumei-ation 
was not vet known, but it was assumed to not exceed 99 in any given EA.) Each locality's name 
was indicated, in Arabic and Erglish, although many differences were encountered in the 
transliteration from Arabic to English. Where the hilla had a name. it was also indicated. The Nafi
tha" Arabization software permitted entry of text in both languages. Data for each wilavat were 
keyed into a separate set of data files to permit ease of modification and checking and to reduce the 
risk of file damage or comption. 

d. Operational control 

The creation of the GDB was carried out in a non-systematic manner-that is, the worksheets were 
delivered to the CDPU on a random basis and at unpredictable intervals, and it required continuous 
urging by the CDPU staff to obtain all workshects needed to complete the data base. 

Because the number of localities was not known before the GDB was created, there was no \%ay to 
verifv that the number of entries in tie GDB was accurate. Control of this operation vithin the 
CDPU therefore was limited to a manual check that at least one workshect had been received for 
each of the 59 wilavats in the Sultanate. Whether the total number af localities entered into the 
GDB for the wilayat was correct or not was discoverable only after field operations were carried 
out, and even after enumeration there continued to be many questions about the accuracy of locality 
names and codes. 

e. Quality control 

After each entry session, a list of the information entered (i.e.. the new entries in the data base) was 
generated and returned to the user for comparison with the original worksheets. Any errors or 
omissions were indicated on the printout, which was returned to the CDPU for eventual correction. 
This cycle was repeated until the information in the data base was to the user's satisfaction. Once 
wilayat-level data had been accepted by tie user, region-level data files were created and listings, 
with names in Arabic and English and all codes, produced for further verification. Eventually, a 
Sultanate-level GDB was created, from which printouts, in order by EA with all locality names and 
codes, were produced for distribution to field Supervisors, Assistant Supervisors. and Crew Leaders 
for use during enumeration. 
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2. CENSUS BOOK CONTAINER STORAGE (BOOK CONTROL DATA BASE) 

In the original plans for the Census operations, the CTC had approved a manual system (designed and im
plemented by the Census Advisor) for receipt and check-in of Census Books after enu.eration. All the 
necessary forms were designed and made ready, and office staff were trained in tile procedures to be fol
lowed when Census Books arrived from the field after enumeration. After enumeration was completed,
MoD management reversed the decision of the CTC, and insisted on a computer-based system. Because 
of tie last-minute nature of this decision, no planning was possible. nor did the CDPU have staff available 
to develop such a system. It was therefore necessary to call in an outside contractor to create the desired 
system. Specifications for tie system were established by management, in coordination with CDPU staff,
and development was carried on at the contractor's wort: site. The contractor based his system on the 
GDB developed by the CDPU staff, using FoxPro software (Version 2), and the modules were eventuallv 
copied to the Census Project microcomputers to be accessed and used by the BCDB. The two data bases 
were linked to create a single file, with information on each Census Book used. This combined file provi
ded listings of localities or higher-level entitities, with approximate totals of HUs, HHs, and population:
it also helped in checking consistency of identification between Census Books, the GDB, and the BCDB. 

The purpose of the PCDB system was to tr-ack tie containers of Census Books as they moved through the 
phases of processing, from pre-entry editing and coding, through key data entry and verification, and 
finally through the manual editing and correction process. The process was controllable at tie sub
container levcl-that is, an EA in the sample could be removed from its container and sent through
processing without causing problems of control for the remaining EAs in the container. 

Because this systeni had not been planned for, no equipment had been allocated to this function, and it 
was necessary to iake an emergency procurement of microcomputers and printers to implement tile sys
teml. In addition, staff who had been trained in the use of the manual system now had to be re-trained 
in use of the computer-based system: many had difficulties adjusting to the use of this equipment, and tie 
software itself went through a number of revisions in an effort to remove the "bugs" and conform to tie 
specifications. IFurther information maY be ]bunid in Section 11.4I, below.] 

C. Pre-enumeration control counts 

In the pre-enumeration period during which the Crew Leaders (CLs) were numbering buildings. field Supervi-
Srs w-re instructed to transmit to the Central Office daily summaries of estimates of buildings, households, 
populatiou, etc. in each CL area. Forns were forwarded to the CDPU for data capture and processing, and 
after processing, were returned from the CDPU to the Census Project management for pernanent storage. 

I. SYSTEM 1)EI'-AOPMENT 

When the pre-enumeration field operation began, those in charge realized they needed certain infornation 
from this operation. but that the%- had neglected to specify to the CDPU that such reports would be re
quired. As a result, a system to provide management with the desired reports was programmed and imple
inented at the last Inintite. (At the same time, the Computer Department of the MoD developed a system.
running on the HP900 minicomputer, to provide similar information on field operations during the actual 
enumeration.) Tile system developedby CDPU used daily production reports from the field and generated 
tables tallying numbers of housing units, households, and persons from estimates made by the field wor
kers during the process of numbering buildings. In addition, at the request of the Ministry of Communica
tion, the tables showed the number of households reporting good and bad TV and radio reception, as re
ported to the Census field staff. The results for each successive level of the field hierarchy, front Crew 
Leader tlrough Supervisor, were calculated, with subtotals by wilayat within region. After each day's pro
duction was tabulated, cumulative totals were produced by combining current and prc'ious data files. 

This systeh was developed using IMPS software. A CENTRY module was created to permit CDPU staff 
to enter die data, and information submitted to Census Project management each day was transmitted to 
tie CDPU, where it was keyed and verified. Following the data entry, the data were input to a CINTS tab
ulation program. Since no edit specifications were provided by the user. the tabulation program had a 
"trap" for data records with information missing (such as number of housing units. number of population. 
etc.). 
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2. FILE STRUCTURE 

The file contains one record type; the data dictionar. [BOOKSUM.DD] describes two record types (the actual 
data record and a dummy record) to pemit the use of a record type code in the data. 

3. ENTRY OF INFORNLATION 

As forms were recciNred in ieCDPU, they were grouped by region and wilavat, and the number of forms 
for each region/wilayat combination was recorded on the control form. All forns for a given region were 
grouped into one batch for keying and verification. CDPU support staff carried out the data capture opera
lion. After verification, the number of records in the batch was compared to the number of forms; an' 
differences wcre investigated and corrected. 

Operational control was made more difficult by the way in which forms vere submitted and by the struc
ture of the field operation. Because the Supervisors in the field depended on fax transmission (which 
occasionally presented technical problems) to report daily count summaries, and because of the modifica
tions made to the field structure right up through the period of enumeration, there was no way to be 
certain that all CL areas had reported. In fact, it is now clear from the final data that all CL areas did not 
report, and of those that did, many reports were incomplete and/or were identified with incorrect geocodes. 

4. TABUIATION 

No editing was carried out, since the user specified no checks on the data. The keyed and verified data 
file was sorted and then input to the table-generating programs. Management had requested two separate 
table formats (one containing calculations of avcrage nuniber of persons per household and average occu
pancy rate, and one with simple totals). It was also requested that totals be presented for each CL area 
within each Supervisor area, and for the same control levels within each region and wilayat. Because con
trol levels are a function of the ,\IrA-STht C'lRE staIemlent (in the CENTS subsystem), different l..u pro
grams, CON Parameters, and arca name files were needed to produce tables at the different levels requested. 

D. Summar, Forms 

The purpose of the Summary Forms was to penit Census Project management to announce preliminary totals 
%ithin a few days of completion of enumeration. The first page of each Census Book was a replica of the 
Book cover, and was designed to be detachable. On completion of the Book, the Enumerator was instructed 
to tally up the number of housing units and households enumerated, and write these numbers into their respec
tive boxes on the Book cover. The enumerator was then to tally up, for each household, the number of Omani 
males and females, and non-Omani males and females, and place these numbers in their re.pective boxes on 
the page where tie listing for the household began. Once all household totals had been derived, they were to 
be sumnmed and the results placed in the appropriate boxes on the Book cover. Once the Book cover was comn
plete (geographic codes and sumnarv counts), the numbers were to be transferred to the first inside page (the 
replica of the Book cover), which was called the "Summary Form." 

At the end of the official enumerationperiod (1-10 Deceiber), after a final review of his/herbooks, the Enum
erator was to detach tie Summary Form page inside each book and keep it separate from the Books themsehcs. 
Books and Summary Forms were to be delivered to the inimnediate supervisor (the Crew Leader), for delivery 
to the Assistant Supervisor. Once the Assistant Supervisor had received Summary Forms from all Crew Lead
ers in his area, he was to dispatch them immediately to the Census Project central office at the MoD in Muscat. 
(Census Books followed a separate, and slower, path to the Central Office.) 

In spite of all precautions taken by the CDPU, the receipt of the Summary Forms from the field offices was 
not without difficulties. The DPA and the CDPU staff together had devised procedures to ensure that all forns 
would be counted on arrival and that appropriate control forms would be filled in to monitor the progress of 
each batch of fonns through the keying and verification process. However, last-minute demands imposed ol 
the CDPU by MoD management nullified ninch of the planning and invalidated many of the controls which 
had been established. This created serious and time-consuming problems for the CDPU staff in their attempt 
to process the Summary Forns before the prescribed deadline. 
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During tie processing and tabulation of these Summary Forms it quickly became clear that iemajority of tie 
forms had errors in arithmetic (that is, the male and female totals did not add properly, nor did the Omani and 
non-Omani totals) and/or errors in the geograpl'ic codes reported (including missing information). Tabulation 
for preliminary results was thus done using oiy male and female counts for the Omani and non-Omani popula
tions. 

As a result of the haste in processing which had affected the first results, Census Project management decided 
to re-create and re-process the Summary Forns after the Census Books themselves had arrived at the central 
office. Unfortunately, due most probably to lack of attention on the part of tie clerks assigned to the task. 
there were almost as many errors in tie second set of forms as in tie first. During the second round of pro
cessing, tie pressure to produce results by a specific deadline was absent, so the CDPU was able to "edit" the 
data and ensure that. at a minimum, tie numbers on each form were consistent, even if they were not absolutely 
accurate with regard to the information contained in the Census Book from which the Summary Form came. 

1. SYSTEM DEVELOPMENNT 

The Summary Forms were included in data processing system design fcromi the beginning. However, as 
can be seen from the description below of the detailed procedure for this subsystem, the execution w~as 
marked by unplanned-for activity. 

This subsystem was developed using tile I.Ps software. Separate CENTRY modules were created to pennit 
key entry. key verification, and key modification of data from the forns. As with the pre-enumeration 
counts, no edit specifications werc provided, so the firstCINIS tabulation program had to include data
screening functions that would nonnallv be covcred inan edit program. As will be seen from the descrip
tions Iin Sctionsl.II D.3 and 11 "D.4.bcowI.tile inthe forms made evident very large number of errors 
the need for a separate edit program. For tie second round of Sumnrary Form processing. the DPA dcvel
oped a pre-tabulation CONCOR edit program, based on "common-sense" specifications, to flag errors (geo
graphic and arithmetic) for manual correction. Tabulation provided totals of population (Omani and non-
Omnani) by sex (male and femnale) and administrati\ e division (region and wilavat). The tabulation system 
also permitted summation at lcvels below wilavat (for example. locality or EA). if necessary, IDeLailsmay 
be fiind inSection 11 .D, he/ow. 

2. F ,it.s'rR (.rt'RiE 

The data file contained one record type Isusi~wRoI. defined in the Data Dictionary used for the Housing 
and Population Census Books [CENSUS.DD]. 

3. ENTRY OF FORM"S (i) 

As mentioned in an earlier section. the timetable established by mamagement required that the entry of data 
from the forms be accomplished ina v'ery few days. It was expected that enumeration would be conclu
ded on it0December 1993, and that it would require two or three days for the Sumnlarn Forms to be de
tached from the books, grouped into bundles according to Crew Leadcrand then Assistant Supervisor area. 
and transmitted to the Census office in Muscat. In fact, the first groups of Sumniar Forms began to ar
rive on 12 December, and the first group of contract keyers, which had been on duty since tie last day 
of enumeration, was able to begin entry of the data without delay. 

a. Operational control 

Well before Census enumeration began, the CDPU was aware of the importance of proper control 
procedures to the success of the Summary Forms processing operation. For this reason, the CDPU 
staff designed a detailed plan for receiving tie forms and controlling their flow through the process. 
The procedure required that both the field staff person delivering the forns and the CDPU staff 
member count the number of forns in each batch received, and that detailed control fons be filled 
in, showing the geographic identification (CL areas) and the number of foris received for each area. 

Once the forms were accepted for input, the CDPU staff member would assign a unique batch name 
for use by tile data entry staff. The name would be derived, in a systematic fashion. from the geo-
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graphic codes appearing in the batch of forms. Once tie control form was completed and batch 
name assigned, ie forms would be sent to the data entry operation. After keying and full vcrifica
tion, the forms would be filed for future reference, and tie data copied from the diskette to the hard 
drive of the main processing computer. Batches of data would later be consolidated into regional 
files for tabulation. 

During the enumeration period, the DPA explained to the CDPU staff members the procedures to 
be followed and the fonns to be used During tie first two da~s in which fonns began to arrive 
from the field, the procedures were carried out precisely according to plan and to schedule. How
ever, on the third day, management became impatient with progress and assigned non-CDPU staff 
to tie task of checking in and batching forms. Unfortunately, the later arrivals did not clearly 
understand tie procedures to be followed, and a number of mistakes were made in processing tie 
forms and in assigning batch names. Correcting these mistakes created additional work for the 
CDPU staff during a period when there was already a very tight time schedule. This situation could 
have been avoided if management had permitted the CDPU to carry out its procedures as originally 
designed and without unnecessary modifications. 

b. Data entrn 

Entry of data from tie Sumnnary Forms was controlled by using the CENTRY application SUNINtAP. 
Data were verified using the same application, and the resulting batch files were modified, when 
necessary, using the application MMMM.Ax. Each batch of forms was assigned to a specific keyer, 
and key verification was carried out by a different operator. The keying supervisor noted the identi
fication code of both kcying and verifying operators on the control fon which accompanied the 
Summary Fonns. Upon completion of keying and verification, all forms were returned to the CDPU 
along with the diskette containing the keyed data. 

c. Tabulation 

The subject-matter staff had defined three basic table types for displaying results of the Summary 
Fon processing. One table showed totals for each region and for the Sultanate: another table 
showed totals for each region, and within the region for each wilayat, and the third table showed 
results for all urban localities within each region and in the Sultanate. (It should be noted that Cen
sus Project management had earlier identified the specific localities to be considered "urban.") 

4. RE-CIwEATON ANt) ENTRY OF SUNAIN,' FoRNs (11) 

As was mentioned earlier in this section, management decided to re-create and re-process tie Summary 
Fors. jFordetails o/the manial reviewprocess,see .SectioU II F.4, below. I When a sufficiently large 
number of forms had been accunutlaled for a given area (to the level of CL. or AS. at least). they were 
transmitted to the CDPU for processing. 

a. Operational control 

To monitor completeness of processing-that is, to ensure that every Summary Form was processed 
once and only once-a control form was developed on which fie numbers of forms for each CL 
area were recorded. The control form provided a means of tracking each batch of Summary Forms, 
at the CL level, from beginning to end of its journey: from the Central Stores, where time forms were 
completed, through all the phases of processing, and back to the Central Stores after the data were 
accepted. At each step of the process, the person responsible for the section involved was required 
to acknowledge receipt of the fonns by signing and dating the control form attached to the batch 
of Summary Fons. 

Even though the control form provided for the maximum number of CL areas permitted in one AS 
area, it was not necessary, nor in many cases was it possible, for all CL areas in the same AS area 
to be processed simultaneously, using the same control fornm. The Data Controller (in the CDPU) 
was responsible for maintaining the file of control forns, to ensure completeness and integrity of 
processing. Daily reports from each section permitted monitoring progress. and by checking the 
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record of Summary Forms submitted against the Book Control Data Base, it was possible to identify 
discrepancies in numbers of Forms. 

b. Keying 

Data entry was carried out under the same CENTRY applications used in the first round of Summary 
Forms keying. The same procedures for guaranteeing independence of keying and verification were 
followed, with the additional restriction that keying and verification of batches should be carried out 
by different groups, aid not just by different keyers in the same group. For this reason, tile Data 
Controller assigned the keying of all CL areas listed on a single control foirm to a particular keying 
group. The supervisor of that keying group assigned the various batches to individual keyers. 
When keying of all batches was completed, die supervisor placed diskettes, forns. and control form 
on the "Keying Completeci" shelf, and the supervisor of another keying group retrieved the materials 
for verification. When all batches listed on tie control form were verified all materials were re
turned to the "Verification Completed" shelf, and the Data Controller retrieved the materials for the 
next step (data editing). which was carried out in the CDPU. 

c. Qualit' control (editing) 

During the first round, the exigencies of time did not permit fornal editing of the data, even though 
many of the geographic codes were invalid or missing, and niany of die numbers (housing units. 
households. persons) were either missing or inconsistent with each other-that is. the numbers of 
liales and females reported did not add up to the total reported. and/or the numbers of Onianis and 
non-Onianis reported did not add tip to the total reported. Since there was no time to research die 
errors and determine which. if any, of the numbers were correct, first-round tabulation used only 
die basic malc and fenmale Omani and non-Omani numbers, and generated all totals by calculation. 
This ensured that the final numbers were consistent with each other, but could in no wray guarantee 
tile v'alidity of the numbers themselves. Numbers of housing units and households were accepted 
as reported. since there was no way to check their validity apart from the Census Books themselves. 
which were not available at that time. 

During the second round, editing was mandatory, since die sole purpose of repeating die effort was 
to provide more accurate numbers against which to control the subsequent processing of Census 
Books. In the absence of formal specifications prepared by the subject-nmatter staff. the DPA de
vised a simple program to cross-check die various numbers (including the geographic identification) 
for validity. reasonability and consistency. The program wvas executed for each batch of Summary 
Forms. producing a list of errors oi a form-by-form basis. The error listing and the Sunimar* 
Forms from which the data were keyed were returned to one of the clerks in the fonis preparation 
section. The clerk was expected to review the errors and, where neccssarv. to return to the Census 
Book to detennine which numbers were correct. Any\ changes were to be indicated on both the er
ror listing and the Summary Form itself, md after all corrections had been marked, forms and listing 
were returned to the CDPU. Programming staff in the CDPU made the required changes to die 
batch. and the edit program was again executed. If errors persisted, die cycle was repeated until no 
more errors were found. 

In only a very small number of batches (perhaps five percent of the total number) did the first exe
cution of the edit program detect no errors; in approximately sixty percent of die batches, errors 
were detected and corrected in one round. However, in the remaining approximately thirty-five per
cent of die batches, resolving all errors required at least two iterations of the correction cycle. and 
in some cases three or even four error listings had to be produced to eliminate all errors. The high 
error rate was almost entirely due to carelessness-particularlyin cross-chieckingarithnetic calcula
tions-and lack of attention to detail oi the part of the clerks who reviewed die Census Books and 
filled in tie Sumnimarv Forms. When all batches had been corrected to the satisfaction of the sub
ject-niatter staff, they were consolidated into region-level files and then into a Sultanate-level file. 
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d. Tabulation 

Tabulation of ieedited Summary. Fomis data file was carried out in exactly the same manner as 
during the first round of processing, using thc same table formats (.FMT file) and tabulation program 
(.TAB file) to produce the results as had been used earlier. 

5. USE OF StIMMLARY FORMS IN LATER PROCESSING 

The Sultanate-level file of re-created Sunimary Forms was used during the post-data entry manual edit 
to validate data files keyed from tie Census Books with respect to geographic identification and numbers 
of records [see Section 11 *.F helci]. It was also used in calculating weights to be assigned to sample 
EAs. In addition, it was linked to the GDB to provide quick listings of localities or higher-level entities 
with approximate totals of housing units, households, and population. Mach later, after the data file for 
the Sultanate was accepted as complete. t e Summary Fomis file was generated from the data file itself. 
This pennitted the use of the GDB to create tables including both names of geographic and administrative 
entities (in Arabic and English) and totals of HUs, HHs, and population for each entity. In addition, tie 
generated Summary Forms were used to check consistency between the Census data, GDB, and BCDB. 

E. Establishment Census data 

Collecting data on establishments was a major sub-operation during the period in which the Census workers 
were in the field. An establishment was defined as any stnicture which was not wholly residential in nature, 
and thus included not simply business establishments, but also mosques, schools, and buildings of mixed use. 
It was not necessary that an establishment be currently in operation to be included in the count of establish
ments. The information was collected during the first two weeks of November 1993, during the operation in 
which the master listings of housing units and households were created. In preparing these lists, each Crew 
Leader canvassed lc area -rnder his supervision, EA by EA,and used the operation not only to collect the data 
on establishments, but also as a final check on. and opportunity to update, the maps which had been provided 
to his enumerators. [Attachment i1Iel shows a samnple set oJ'pages; Attachment 11.E2 is a descriptive list of 
the data collected.I The completed books Nere accumulated to the level of Assistant Supervisor and were sent 
to the Central Office before beginning the HPC enumeration. Once the books arrived at the Central Office, 
they followed a path separate from that of the Housing and Population Census books in both manual and com
puter processing. 

I. SYSTEM I)E, ILOPMENT 

During the pre-enumeration listing operation, Crew Leaders [CLs] were required to collect specific infor
mation on all establishments, which were defined to include any and all structures used for purposes other 
than cxclusi\ely residential. "Establishments" thus included mosques, schools, and other public and private 
buildings in which activities other than those of private households \\ere carried out. The Establishment 
Census [ECI attempted to be as comprehensive as possible. including along with active entities those estab
lishments which were identifiable but not currently in operation. 

The programs in this subsystem, with the exception of cntry, of establishment names. werc developed using 
the IMPS software. To ensure standardization, the DPA developed a data dictionary containing descriptors 
for tie record types (book cover and individual establishment) derived from EC books. The descriptor 
for each record type included descriptions of all individual data items and penuittcd valucs for each item. 
For selected items, group definitions were made available to facilitate editing and tabulation. A decision 
was made to maintain this dictionary separate from that used for the Housing and Population Census, since 
there is no commonality of data between the two operations other than geography (and that only to the 
level of CL area). This dictionary was subs,.qucntly used as the basis for all other iws modules tised to 
process EC data. For data capture, the CDP(J staff developed separate CENTRY programs for !,ey entry. 
verification, and modification of EC data. 

Edit specifications were prepared by the Census Advisor. but the specifications provided only for manual 
correction. Thus, the DPA developed a post-verification coNCOR edit program which would generate a 
listing flagging errors of validity and consistency. These listings, and tie EC books from which tie data 
were keyed, would be used by editors to determine the corrections to be applied. Corrections would be 
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marked on the listings by the editors, and books and listings re-cycled to the data entry operation, where 
corrections would be applied. In theory, all errors would be caught and corrected in this phase, and ie 
data would be ready for tabulation; in practice, however, many errors persisted, and the DPA was obliged 
to create another CONCOR edit program. to be nin on the data before tabulation. The purpose of this pro
gram was to catch all errors which could adversely affect the tabulation proccss, and permit the computer 
program to determine the best correction. 

General tabulation specifications had been delivered to the CDPU earlier, but many critical details were 
missing because the level of detail of activity classifications was not determined until tie post-enumeration 
period, when tie editors began to review the data collected before sending the books to data entry. In 
addition, the descriptions ofactivity classifications, in Arabic and English, exceeded system capacity when 
used as stubs in a table. For this reason, all tables using activity [ISICI classifications as stub descriptors 
were subdivided into multiple parts for purposes of table generation. Tables were produced for individual 
regions and for the Sultanate as a whole. A number of ad hoc tabulations were produced, as well. in res
ponse to demands from various users. All tables wvere generated using CENTS programs. 

In late summer (August 1994). after the required tabulations had been generated and users had floroughly 
reviewed the data, names (in Arabic only) of active commercial establishments were added to the data file. 
The program for this operation was developed in dBase IV, and the subsequent data file became the master 
file for Establishment Census data. 

2. FiiE T.,.il 'cirtt.u AND 'ONTENT 

The information collected on establishments depended on whether or not the establishment was currently 
active. For those establishments not currently active, the minimum of infornation (name and location) 
was collected. for those in operation at the time of the Census, the Crew Leader attenpled to obtain nuiich 
more detailed infornation (sector. type of activity, number of employees. etc.). 

When defining the file stnlcture for this information, the CDPU attempted to maintain compatibility with 
the HPC data file to the extent possible. Of course, given the difference in content, the only point of com
patibility possible was in the geographic identification. However, this minimal level of compatibility was 
maintained, so that the Establislhnent Census data file and the HPC data file can be linked, if necessary, 
to the level of Crecw Leader area (the first four digits of the EA code), In addition, the record type codes 
in the EC data file are distinct from those used in the HPC data file, so that if the files from the two Cen
suses were to be combined for any reason, the data for each Census would remain distinguishable. 

,3. PIRIE-I"N'IR\ MkAL PRI.ISl:SIN(; 

Upon arrival at the Central Office, the EC books were checked in manually, and were passed to the clerks 
in the Manual Edit and Coding Section for review and preparation for data entry. In revicwing the books. 
clerks were requested to check first for completeness of the gcocoding information on the cover of the 
book, and to correct and/or complete the data required to identify tie establislunents geographically. The 
clerk next checked the listings of individual establishments for completeness of information, and where 
infornation was missing (for an active establishment), were instncted to attempt to reach the establish
ment (using cithcr the telephone number already recorded in the Census book or using directory services 
to find the telephone number) and complete the missing information. Unfortunately, these instnctions 
were not always carried out in a consistent fashion, with the result that in the final data file, a number of 
data items have a high incidence of cases in tie 'Not Reported* category. 

Once the clerk was satisfied that information for an establishnent was as complete as possible, s/ie passed 
to the next phase of "translating" the infornation on the establishment's economic activity (primary and 
secondary), as recorded by the Crew Leader, into a numeric code. (The coding scheme adopted was the 
International Standard Industrial Classification [ISIC]). The subject-matteranalysts had decidedto capture 
this infornation in as much detail as possible, and as a result, the ISIC codes were used at the four-digit 
level. 
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After reviewing the information for each establishment, the clerk counted the number of establishments 
recorded in the book and verified that tie number recorded on the cover was correct. The book then 
passed to data entry. 

4. DATA ENTRY AND VERIFICATION 

The CDPU developed a set of data entry screens to control the entry of information from the EC books. 
After entering the -cographic identification codes from the cover, the keyer entered the number of estab
lishments in the book olna separate screen, after which the information for each establishment was entered, 
using the second data entr' screen in tile On tie assumption that establishments in a givensame program. 
book would be numbered from I to n, the establishment data screen had been designed to enter the seq
uence number automatically. This caused some problems during keying, as the manual editing of this 
number had not been carried out in a consistent nianncr, and there were often gaps or overlaps in the seq
uence of numbers in a given book. In addition, on occasion an editor would staple together several books 
sharing the same geographic codes and treat them as if they were one book. This would also cause dis
crepancics in the sequence checking of numbers by the data entry progran. These discrepancies did not 
result in fatal errors, but they did createsome difficulties in verifying the correct number of establishments 
in a book, and complicated the process of manual editing which followed the data entry operation. as well 
as the much-latcr process of adding nancs to establishment data Isee Sections 11. .6 and 11Ei.10, helow, 
for dclaiLv]. Entry of EC data began I January. and was completed within approximately one month. 

5. OPEiRALTIONALI ('ONIOt. 

The basic unit of control for data entry and verification and for ianulal editing and correction was the 
Crew Leader ICLI area. The form which was used icmnnitor the movement of books and estinate pro
gress allowed for the maximum possible number of CL arras within a given AS area. If all CL areas 
within the AS area were not received at the same time, a separate form would be used for each set of 
books from a given AS area. Over the course of processing. the forns would accumulate in the control 
book. and would eventually show the AS area as complete (or not, as tilecase might be-in which case 
the Data Controller would need to track dowa, the missing CL area(s) before the AS area could be consid
ered completed). Progress was monitored ol a dail1 basis: at the cnd of his shift each day. the Data Con
troller was required to present sunmary statistics to die CDPU Manager, who then prepared the daily re
port for Census Project management. Progress wi,' ureasured by number of books keyed, verified, edited, 
and corrected. 

6. VALIDATION OF IDATA (MANUAL) 

The subject-matter staff had prepared specifications regarding the checks to be carried out on the data. 
In transforming these specifications into a computer program, the DPA added some validations that were 
needed to ensure consistcncy in the final data file. In theor', the validity tests would produce a listing 
of error messages. which an editor would review. The editor would then mark the appropriate correction 
on the listing, and a computer clerk would apply the corrections to the data file, and run the edit program 
once again. If the corrections had been properly specified, the second run of the edit program would 
produce a listing with no errors. 

In practice, however, many errors persisted in the data files even after two or three rounds of correction, 
simply because individual editors chose to accept the infornation specified (even though the data were 
in conflict with the specifications) and because the individuals supervising this editing activity did not con
s.stentlv review the work of tie persons under their responsibility. Had they done so. many of the errors 
which were "let go" by the editors would not have escaped correction. In addition, a number of the edit 
specifications were modified over the period of processing Establishment Census data, with the result that 
some cases [combinations of data] were accepted as correct if processed earlier in time, while the same 
cases were considered incorrect when processed later in lime. All of these factors led to some inconsisten
cies in tile data and affected the ov'erall quality of the final data file. This operation began in miid-January 
and required approximately six weeks to complete. 

7. FINAL,PRE-TABULATION COMPUTER VALIDATION 
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Once all the batches of data had been passed through the manual validation process, the files were consoli
dated into wilayat- or region-level files, depending on size. A final consistency edit program was 
executed against each of these files. The program was developed from tie specifications for the manual 
edit, and was designed to ensure that the data file would produce tabulations as consistent as possible, 
given the nature and quality of the data collected. The specifications, as prepared originally by the 
subject-matter staff, were concerned only with detecting invalid or inconsistent responses. but left the 
matter of correction up to the individual editor. The final computer edit program could not depend on 
manual checking, so corrections were built in to the program logic. As far as possible (number of 
employees, for example), the original responses were used to determine the correction, but in the majority 
of cases, invalid or inconsistent responses were replaced with a "not reported" code, for lack of 
information that could provide a more meaningful alternative. The various iterations of the computer edit, 
and the creation of back-tip copies of the files, were completed by the end of Febnarv. 

8. T..ABULATION 

Preliminary specifications for tabulations had been prepared in late 1993, but for the most part, these spe
cifications were lacking certain details which were critical to tie preparation of the computer programs 
for generating these tables. These details had been omitted largely because tie subject-matter staff were 
unsure of (a) what quality of data would be collected and (b) what they actually wanted to see in the 
tables. However, to avoid too great a delay in producing the tables, CDPU staff had proceeded. as far as 
possible, to create the programs and table fornat files needed, although the missing details meant that pro
grams and fornat files could not be developed beyond the skeleton stage. 

Once the data had been keyed and edited, the subject-nmatter staff began deciding on the level of detail 
in the tabulations. with the help of the CDPU staff, which provided multiple alternative versions of table 
layouts among which to choose. Once a table layout had been detennined, even provisionally, tie CDPU 
staff moved to complete the tabulation program and format file. However. further complications arose 
from the decision to classify all active establishments by their four-digit ISIC codes. The use of codes 
to such a level of deail implied a number of problems. One was the slicer volume of text (in English for 
the left-hand stubs, in Arabic for the right-hand stubs) required to describe activities in enough detail to 
differentiate one from another in the same major group; another was tie number of cells required for a 
given table. when cross-classifying establishments by one or more other variables. The combination of 
these two factors caused most of the publication tables to exceed the capacity of the table-generating soft
ware (the cENT.>s module of i.%ws), and made it necessary to split most of the tables into four logical parts 
for purposes of processing. The split was transparent to the user. but made the programming of the tables 
more complicated. Eventually the programs and fornat files were completed. and the tabulations genera
ted. Most of the tabulations were produced and sent to the user by early April. Subject-natter staff re
view and revision made it necessary to re-generate the tables a number of times, but final versions were 
completed by June. 

9. SUBFILE EXTRA'TION OF ACTIVE ESTABLISHMENTS 

During the pre-enumeration listing activity, w%'hen information on establishments was captured. each entity 
listed was classified as either active, temporarily closed, or inactive. The complete data file included all 
establishments, regardless of activity status, and many non-commercial entities, as well. The 
subject-matter staff were interested in only active commercial establishments, so a sub-file of such 
establishments was drawn from the master file and used in all subsequent processing. 

10. ADDITION OF NAMES TO SUIIFILE OF ACTIVF ESTABLISIIMNENTS 

Once the sub-file of active commercial establishments had been generated, it was converted to data base 
format, with one subfile for each wilayat. A program was then created (using the dBase IV software pack
age) to permit adding the name (in Arabic) to the record for each establishment in the file. Clerical staff 
from the Ministry were assigned to the task of entering the infornation from the Establishment Census 
books. The program displayed on screen the geographic codes, the line number, and other key information 
for each establishment, and tie clerk would verify that the information on the screen matched the inforna
tion in the book at the line number specified. When the clerk was satisfied that the correct establishment 
had been identified, s/he keyed in the name of the establishment (in Arabic). The name then becameparl 
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of the information in the data base. Once all names had been entered, the file was written out in ASCII 

format, so that it could be used with the IMPS software when necessary. 

11. MERGE OF MODIFIED SUBFILES 

Once the names had been inserted into the wilavat subfile, wilavat files were recombined into their 
respective region-level files. When all region-level files had been reconstituted, they were merged into 
a single file for the Sultanate. From this file, a number of subfiles were generated to meet specific user 
requests. 

12. CREATING SECTOR FIELD FOR ACTIVE ESTABLISJIMIENTS 

The information on economic activity (primary and, where available, secondary) for each establishment 
was recorded as a four-digit code. The tabulation scheme used the numeric codes at the four-, three-, 
and two-digit levels, but when totals were required at the one-digit level (major economic activity 
groups), alphabetic letter codes (e.g., A,B, C, etc.) were specified instead. This letter code was not part 
of tie original data keyed, and had to be re-calculated for each tabulation. To eliminate the need for 
constant re-calculation, CDPU staff wrote a program to insert tie letter code of the major group associated 
with the primary economic activity (secondary economic activity, where available, was disregarded). 
Thus. the final EC data file was comprised of all data originally keyed, plus the name and the letter code 
for major economic activity group, for all economically active establishments in the Sultanate. 

F. Housing and Population Census data 

The major activity undcrtaken by the CDPU during its existence was, of course, the processing of data from 
the HPC. The data collected during the ten days (1-10 December 1993) of enumeration were recorded in 
books of forns. In any book, each set of facing pages contained blocks of columns and rows in which infor
mation could be recorded about a particular housing unit IHUI, household IHHI,or person. IAttachnentIVFI 
shows a samph" set of/pages: Attachment II".F2 is a descriputive list offthe data collected.I 

The top part of the right-hand page of each set contained blocks for noting the type and occupancy characteris
tics of a given HU. If the HU was unoccupied, tie remainder of the two pages was blanuk. If the HU was oc
cupied. data were collected on the characteristics of tie household (top of left-hand page) and of the individ
ual(s) in the household (lower section of both pages). In addition, for certain types of HUs. characteristics of 
t~le HU were also recorded. 

The cover of each book, and the first inside page, also contained critical information. The cover was designed 
to show clearly all geographic codes. from region through EA, the book number and total number of books 
used in the EA,and the numbers of HUs, HHs. and persons. by sex and nationality, recorded in the book. The 
first inside page was identical in format to the cover, and was perforated for ease of removal. 

1. SYSTEM I)EVI'IOI'ENT 

All modules for this subsystem were developed using tie iMps software. To ensure standardization, the 
DPA created a data dictionarn' containing descriptors for all record types (summary form, book cover, 
housing unit, household, and population) associated with these data. The descriptor for each record type 
included detailed descriptions of all individual data items and permitted specification of valid values for 
each item. For selected items, group definitions were made available to facilitate editing and tabulation. 

a. Data entry 

Using the data dictionary, tile modules for use by keyingCDPU staff developed separate CENTRY 
group supervisors, by data entry keyers, and by key verifiers. The module for the supervisor permit
ted entry of geographic identification codes to initiate tie batch (book cover record). The module 
for data entr' permitted keying of data from housing unit, household, and population information 
only. The module for verification permitted access to all record types (except summary form data. 
which was not relevant to this operation). 
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b. 	 Editing 

The edit specifications prepared by the Census Advisor contained a number of checks which were 
to be resolved by editor review (that is, manual rather than automatic correction). These checks, 
along with others specified by the DPA, were combined in one CONCOR edit program which was 
to be executed against each keyed and verified batch. Corrections were to be applied manually on 
individual records. 

A second CONCOR edit program was developed from the specifications. and included all checks spe
cified in the program for manual correction, as well as all checks scheduled for correction by com
puter. This program went through several iterations, as the specifications were modified and refined 
to arrive at the final version. A number of smaller CONCOR programs were written to meet require
ments for specific processing situations or problems involving subsets of data. No formal specifi
cations were provided for these programs, since they were usually written to solve a particular prob
lem which required immediate attention. 

c. 	 Tabulation 

Detailed tabulation of the data was unquestionably the biggest single task faced by the CDPU pro
fessional staff. In theory, the steps required to produce a table for publication are: 

(a) 	 The subject-matter staff must prepare, on paper or in a comiputer-readablemedium, a drawing 
or layout of each table, showing clearly the title, column headings. row descriptors. footnotes, 
and any other text or design elements required (vertical/horizontal rules, typeface litalic, bold]. 
etc.). ie layout must also indicate, for each cell in the table, tie conditions for tallying into 
the cell or die calculation required to place a value in the cell. 

(b) 	 The programmer mnst then reproduce, using the software selected, the layout of the table, with 
all text in its proper form and place, and with the display format (i.e., with or without decimals 
or separators) for each cell specified. In addition, the programmer must determine the number 
and kind of calculations (e.g., row and column totals and/or subtotals, percentages, etc.) to pro
duce the results required by the subject-matter staff. The programmer must then submit die 
layout to the subject-matter staff for their approval. If changes other than "cosmetic" are re
quired. die programmer must modify the layout and re-submit for approval before going on to 
the next step. If changes are required only to the physical appearance of the table. the 
programmer may begin the next step while awaiting approval of any modifications made. 

(c) 	 Once die subject-matter staff have approved the structure of the table, the programmer must 
then write the compuiter instructions to generate die proper values in each cell of the table. 
This includes all instructions for selection of universe (the population to be tabulated-e.g., all 
Omanis. all non-Omanis, all ever-married females, all persons 15 years of age and older. etc.): 
all recoding (rescaling or regrouping) of variables to detenmine appropriate row/columnn coordi
nates: and ie proper sequence of instructions for generating the table correctly at the geograph
ical levels desired (e.g., region, wilayat, urbai/rurl, etc.). 

(d) 	 Once die program is complete, the programmer must then test die selection and tabulation 
logic, as well as the calculations required to arrive at the final result. The numbers in each cell 
must be checked, as far as possible, against control totals, and tables with similar characteristics 
must be checked against each other to ensure consistency and correctness of results. Any dis
crepancies or errors noted must be investigated and resolved. When die programnier is satis
fied that the numbers are valid, die table must be sent to die subject-matter staff for final ap
proval. Any niodifications or corrections requested by the user must be incorporated into time 
table layout and/or die tabulation program, and the cycle of testing and approval beins again. 

The subject-matter staff prepared the index of tables to be generated and made it available to the 
CDPU by mid-1993, but many of the individual table layouts required were not available for many 
months. With very few exceptions, CDPU staff developed all programs for generating the publica
tion tabulations, with assistance from die DPA wh'ien required. using the cEiTS subsvsten. (The 
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exceptions were generated from the Geographih Data Base using tie FoxPro software.) Because of 
the unusually large number of tabulations specified by the users. the DPA attempted to make the 
task of producing these tables easier to control by creating table groups-that is, taking into account 
system limitations and table subject matter to combine tables into "clusters" which would tax tie 
capabilities of neither the system nor the programmer to whom tie task of creating tie programs 
was assigned. Each cluster (group of tables) was assigned a specific and unique name, following 
the rules for identifying table groups. 

Once the tables in each cluster had been determined, the programmer responsible for the cluster cre
ated tie layout (with formatted cells, calculations, and English and Arabic text) for each table in the 
group. Many tables had to be subdivided into two or more parts, for purposes of tabulation, because 
of the large number of columns and/or rows involved. [All such layout files are identified with the 
extension .FMT; the name reflects dic subject group-housing, education, fertility, etc.--of the 
majority of tables included in the cluster.] 

After the .FMT file had been established, defining the number of rows and columns in each table, 
tie programmer then wrote the instructions to generate the cell values and tie appropriate geograph
ic area control breaks from tie Census data file. [All such programs use tie same name as the .I:MT 
file and the extension .TAt.] Needless to say, both .EMT and .TAIl files went through many iterations 
as tie user modified layouts, tabulation universe, etc. 

Two types of auxiliary files were also used to generate the tables: with extension CON and with ex
tension ARA. The forner contained parameters indicating to the CENTS subsystem the levels (Suil
tanate, urban/rural, region. wila.at, wilavat centre, etc.) at which totals would be required. Since 
tie same file could be used with many table clusters and only a few .CON files were required, tile 
name assigned to a CON file did not link it with a specific .FMT/.TAB.w combination. Similarly, the 
latter [...xR.. filesi contained the names (in Arabic and English) associated with various Icvels of pub
lication geography, and, like the CON files, were also not linked, logically or by name, to specific 
.FMT/.TAII files. [When the text and code values of an ARA file had been stabilized, the CENTS 
subsystem generated a file with extension ANY to be used in tie printing of the final tabulations. 
Such files have an "internal" fornat and cannot be edited or viewed. Any modifications to area 
names or codes must be carried out on the .AR..X file, after which the ANF file must be regenerated.] 

2. HPC DATA FILE STRLVIFURE 

The first requirement. fundamental to any further system development, was tie definition of file structures 
for HPC data. The i.%ps software used required that the Census data file be non-hierarchical in nature
i.e., it imposed a "flat." or sequential ASCII, file fornat. The conceptual approach to structuring the data 
file required that all items of information relating to a particular Census data element (i.e.. HU, HH, Sum
mary Form. etc.) be recorded in separate record types. To penit eventualjoining of different data files 
(should it evcr be desirable), each record type was given a different type code, and the placement of geo
graphic identification fields was standardized over all record types. (It should be noted thai Establishment 
Census IECI data are excepted from this rule: while the geographic identification codes, from region 
down to EA, occupy the same positions in tie data record as fiey do in tie other data files, the record 
type code is in a different position, because the EC data file was designed with reference to an early' proto
type of the HPC data file, and went into production before HPC data file structure was made final. How
ever, if necessary, the EC data may be manually converted to conform to tie HPC data file structure.) 

The keyed HPC Census data file would contain the following records: 

6 Book Cover record (one for each Census Book) 
* Housing Unit data record (one for each HU) 
# Household data record (one for each HH) 
# Population data record (one for each person) 
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3. SAMPLE SELECTION AND WEIGIIT CALCULATION 

As mentioned earlier [see Section 11.B. 6.b above],MoD management required the CDPU to produce tabu
lations based on a sample of tie data collected. The DPA felt that a total population size of approximately 
two million was much too small to justify the additional effort required to process a sample, but manage
ment insisted that it needed estimates at the Sultanate and regional levels before the date at which the 
numbers would become available through normal processing. Once it became clear that sample processing 
would be required, the most immediate and critical task became the selection of the sample. Since priority 
in all phases of processing would have to be given to data from sample units, these units would have to 
be identified before any manual or computer processing could begin. 

At the time the DPA was required to define the sample. there were only two possible sources of informa
tion on which to draw: the Geographic Data Base [GDBI and the Summary Forms (which were known 
to contain many, errors in identification codes and in other fields). For this reason, the GDB was chosen 
as the universe from which the sample would be drawn. Since EAs had been designed approximately 
equal in size, they could serve as the sampling unit. A subfile (one for each region) containing one record 
for each EA was generated from the GDB. Each record contained the region, wilayat, and EA codes: 
within each region file, the records were ordered by EA within each wilavat. The DPA wrote a program 
to pick ev'ery tenth EA,beginiuing from a random start (generated by the prograr,). This program was 
used on all regions in the Sultanate except the Governorate of Musandam and AI-Wusta Region. As 
mentioned earlier, the total population size of each of these was so small that sampling would save very 
little time and would undoubtedly introduce distortions. 

In five of the six regions for which a sample was generated, every wilavat was represented by at least one 
EA. In the Govcnorate of Dhofar, however, the random start generated by the program left two wilayats 
(of nine in the Governorate) unrcpresented in the final sample. One EA was selected at random from each 
of these two wilayats so that the final sample would contain data from each wilavat in the Sultanate. In 
this fashion, the "ten percent sample" actually contained slightly more than tell percent of the total data. 
but the weights were adjusted appropriately. 

Ideally, weights would be derived with greatest precision using sample data and full data. However, full 
data would be available only at the end of the manual processing cycle, which was much too late to be 
used for calculating sample weights. The next best alternative was the Summary Forms, after being cor
rected. re-keyed. and re-tabulated, and this was the option chosen. Since weights would be required only 
at the time of tabulation of the sample data (estimated to be mid-May.), it was possible to begin manual 
processing of the sample data without having completed the correction of the Summary Forms. 

Once the sample data had passed the final edit and correction phase, weights vere calculated by first gen
erating from the corrected Stmmnar Forms the totals. by region and wilayat, of HUs. HHs. and persons 
by nationality (Omani/non-Omnani) and sex. Next. the sample data files were tabulated in precisely the 
same fashion, and the totals from the Summary Forms were divided by the totals from the sample data 
to provide a weight, calculated to three decimal places, for each sample element (i.e., HU, HH. or person) 
within each wilayat. The appropriate weight (in tie case of AI-Wusta Region and the Govemorate of 
Musandam, 1.000) was then assigned to each record inthe sample data file. which was then ready for tab
ulation. A subset of tables from the full tabulation list was produced from these data. and was submitted 
to the subj ect-matter staff for analysis and publication. The Census Advisor prepared an analytical report, 
but neither the report nor the tables were released to the public. 

4. PRE-ENTRY NLMNIAL PROCESSING 

From the field, Census Books were returned through tie field hierarchy-that is, each Enumerator returned 
the completed Books for tie EA to his/her Crews Leader. who in turn sent all Books for EAs in his/her 
jurisdiction to tie appropriate Supervisor. At this point, books were packed (grouped by CL area) in 
custom-made safeboxes, with padlocks to ensure security. When all CL areas had reported in. tile safe
boxes were locked and sealed, and brought in to tie Central Office for temporary storage. in tie Central 
Office, the Books were prepared for tie data entrv operation inphases, as follows: 
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a. 	 Initial check-in and review 

Each safebox was unsealed in the presence of the Supervisor and Central Office staff. Books were 
reviewed by CL area-that is, all books for EAs within one CL area were reviewed before passing 
on to another CL area. When one CL area had been completed, the clerks passed to another in the 
same Supervisor area. Review consisted of checking the following: 

* 	 tie geographic codes (particularly tie locality codes), which were verified using a list generated 
from the Geographic Data Base as it existed at that time; and 

* 	 the total number of books for the EA, which included verifying that all books for an EA were 
present, that no book number was duplicated within an EA, and that the "Book Number" and 
"Total Number of Books" fields on each Book Cover were accurate. 

As CL 	areas were verified, they were passed to the Central Stores area, where clerks began the 
process of registering the Books into the Book Control Data Base (BCDB). However, because the 
time 	required to enter information into the BCDB was much greater than the time required for 
visual verification of Book covers, the two operations did not operate precisely in parallel-there 
was often either a backlog of Books to be entered into the data base, or the BCDB staff waited for 
another supply of Books from the check-in clerks. 

b. 	 Re-creation of Summary Forns 

Once the Books for an EA had been checked for correct codes and totals, the clerk was required to 
re-create the Summary Form. As was mentioned earlier [see Section lI D, above], errors in the 
original Summary Forms caused problems during the processing. For this reason, clerks assigned 
to re-create the Forms were instructed to carmy out the following steps: 

* 	 re-verify the geographic codes (particularly the locality codes), using the list generated from 
the latest version of the Geographic Data Base: 

* 	 re-verify the total number of books for the EA. which included verifying that all books for an 
EA were present. that no book number was duplicated within an EA. that all book numbers 
were in an uninterrupted sequence from n to the "Total Number of Books," and that the "Book 
Number" and "Total Number of Books" fields on each Book Cover were accurate: 

* 	 verify the total counts as noted on the Book Cover Itotal numiber o. LUs. total number of HHs. 
total number of persons (M/F[T), total number of Omanis (M/FfT). and total number of non-
Omanis (M/F/T)]. To verify these counts, each clerk was required to: 

(a) 	 re-count persons listed in each HH by sex and nationality, compare the totals with the 
totals listed for that HH. and correct the listed totals if necessary: 

(b) 	 re-count the number of HI-Is listed in the Book: 
(c) 	 re-count the numbers of HUs listed in the Book: 
(d) 	 add population counts for each HH to find the total Book population count: 
(e) 	 compare the re-counted totals with the totals recorded on the Book Cover: and 
(f) 	 investigate any differences and correct the Book Cover totals, if necessary. 

However, the rate of error in the re-created Summary Forms was almost as high the second time 
as the first, which, on the evidence of the types of errors found (invalid geographic codes and simple 
arithmetic mistakes), was due more to haste and carelessness on the part of the clerks who prepared 
the second round of Forms than to any unreliability of the data themselves. 
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c. Registration in Book Control Data Base 

After completing work on tie Summary Forms, clerks filed the Census Books in special containers, 
sized to permit storage of all Books for one CL area in the same container. There were, of course, 
CL areas which required two or more containers, but the majority of CL areas occupied one contain
er only. Each container was marked with a unique number, which identified its location in tie 
storage room by unit, shelf, and relative position on the shelf. 

As each container was filled, it was checked into the Book Control Data Base. Using a program 
written by the contractor who created the system, the clerk entered the container's locator number, 
and then the geographic codes from fie cover of each Book in the container. When entry was coni
pleted for a given container, the system generated an adhesive-backed label listing tie geographic 
codes of all the Books in the container. This label 'as sized to fit on the narrow face of the con
tainer, so that it could be read when the container was stored on tie shelf. The label was then ap
plied to tie container, and the container placed on the shelf in its correct position. When a suffi
cient number of CL areas had been checked in, the manual editing and coding began. 

d. Manual editing and coding 

During the phases of processing which followed registration of the Census Books in the data base, 
the basic unit for work assignment and operational control was the CL area or container. The 
sub*ject-matter staff had created teams of editors and coders, who would review the Census Books 
for processability and would carry out die translation of written responses (e.g.. nationality, occupa
tion, educational level, etc.) into numeric codes acceptable to the computer. Some of the editors/ 
coders had been enumerators during tie field operation. but most were hired for this specific task. 

The editing and coding phases were separate-that is, first an editor carried out the preliminary 
check of all the Books in a container, after which tie container was passed to a coder to complete 
tie preparation of Books for data entry. "Editing" involved reviewing all infornation recorded by 
the Enumerator, checking that die numbering of HUs, HHs. and of persons within HHs was sequen
tial, checking that the numbers of persons in each HH and in each Book was reflected on the Book 
Cover, checking that occupancy status of a HU was accurate. etc. "Coding" involved translating 
responses to questions on nationality, residence, education, and emplovment into numeric codes 
which could be entered into and processed by the computer. 

The objective of this activity was to make the Census Books ready. in a uniform fashion, for die 
data entr. operation. Unfortunatel.v, this objective was not always met. due largely to differences 
of understanding among the editors and coders with respect to procedures. Manual procedures are 
always subject to inconsistency in execution, simply because no two persons understand or interpret 
instructions in precisely the same fashion, no two persons will carry out the same set of instructions 
widi the same degree of diligence and attention to detail, and even the same individual will cam' 
out the sane instructions differently, depending on his/her physical and mental condition at the time. 
Once the data entry and manual editing operations began. these differences in the level of quality 
of the work done by different editors and coders became very clear, as will be explained in the 
sections below. 

Processing of Census data, in all phases, was carried out in parallel and overlapping activities, on 
a "flow" basis. That is, manual editing and coding was begun with die EAs from die first region 
in tie sample, wvhien all sample EAs from the first region had been sent for keying. die editing/cod
ing staff began work on sample EAs from the second region to be processed, etc. When all sample 
EAs had been prepared for keying. work began on EAs in the first non-sample region, and so on. 

5. ENTRY OF CENSUS BOOKS 

Keying of die Census Books (which included 100% verification, or full re-keying) began during tie last 
week of February 1994, immediately upon completion of entry of Establishment Census books and the 
revised Summary Forms. In the same fashion as the manual editing/coding. die keying activity began widi 
the sample EAs from the first region, and when those Books had been completely keyed and verified. tie 
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data entry staff moved on to the EAs from tie second region, and so on. As work was completed on the 
sample data (including full data for Musandam and AI-Wusta), the remaining Population Census Books 
entered the workstrcam. All keying and verification were completed by the end of July 1995. 

6. OPERATIONAL CONTROL 

The task of monitoring the flow of documents into and out of tile keying phase, and of monitoring fie data 
files as they passed from keying through manual editing and correction, was tile responsibility of the Data 
Controllers. Two separate control forms were developed for this phase of the processing, and were 
employed (a) to track work in and out of the CDPU and (b) to provide management with daily production 
totals. In spite of occasional lapses in carrying out the procedures, the Data Controllers were critical to 
the success of the Census DP operation. When different activities for different phases were being carried 
out simultaneously, the operational control staff were able to keep the separate workstreams flowing and 
production on schedule. 

7. VALIDATION OF DATA (MANUAL) 

The same procedures were followed in the edit with manual correction: editing staff concentrated on coi
pleting work on the sample EAs in tie first region before moving on to the EAs in the second region. 
All operations up to this point were carried out on individual book files. Based on the section of the edit 
specifications (prepared by the Census Advisor) labeled "Check Only," the DPA prepared a CONCOR pro
gram [I3ATCIIK.CN] which generated error messages for each condition of inconsistency identified in the 
data file. The program was run on each keyed and verified batch file (i.c., each Census Book). and the 
error listing and file were passed to an editor, who was required to review the listing. determine the cause 
of error, and mark the correction on the listing. The listing and data file would then be passed to a keyer. 
who would make the corrections and re-nln the edit program. If errors persisted, the cycle would begin 
again. Most of the serious problems with tie data, discovered during the tabulation phase, can be traced 
to the failure of editors to correct all problems identified in this phase. 

8. CONSOLIDATION TO 1liGIIER-LWEi. )ATA FILES 

Once an individual batch file had completed the manual process and been acceptedas error-free, the even
tual consolidation into higher-level files (first to EA level: then EAs to CL level: and last, CL areas to 
wilayat level) before the final edit was controlled and carried out by CDPU professional staff. Separate 
forms were used for the various levels of consolidation. 

9. FINAL PRE-TABULATION COMPUTER VALIDATION 

When the file for a given wilayal was complete (that is, all books in all EAs in the wilavat had been 
edited, accepted, and consolidated to wilayat level), the file was ni through the final consistency edit, and 
corrections were applied by the computer according to rules previously established by the subject-matter 
specialists. The DPA wrote another CONCOR program [I3OOKEDtT.CNJ based on the section of the edit spe
cifications (prepared by the Census Advisor) labeled "Check and Correct." Like the first edit program. 
the second program generated error messages for each condition of inconsistency identified in the data file. 
but instead of requiring manual intervention, the programn itself made corrections based on the specifica
tions and automatically generated a corrected output file. When the file for each wilayat had been edited 
and corrected, the output files were consolidated into region-level files for preliminary tabulations. 

10. USER ACCEPTANCE OF DATA 

Once the preliminary tabulations had been carried out on edited data for all regions, the results were pre
sented to Ministry management, who requested further verification of the data before final acceptance. 
After management accepted the data, the various region-level files were consolidated into a single file for 
the Sultanate. 
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11. TABULATION 

Once the data had been edited and accepted, the CDPU staff generated control tabulations to the level of 
wilayat, using the automatic tabulation facility provided by the QUICKTAB subsystem of IMPs. These con
trol tabulations provided numbers against which to check the publication tabulations, and thus were used 
continuously during the final phase of processing. 

The formal program of tabulations was carried out over several nmonths, as the subject-matter staff re
viewed and re, ised the tables generated by the CDPU staff. The first four tables to be produced were 
based on the (DB. which had been modified to contain sunmmary totals (of HUs, HHs, and population), 
as well as the codes and names of geographic entities. These tables provided summary counts of localities: 

* regions in descending order by population size, and wilayats within each region in descending order 
by population size; 

S regions and wilayats in ascending order by geographical code, and localities within each wilayat in 
descending order by population size; 

S] localities within the Sultanate, in ascending (alphabetic) order by Arabic name; anid 
S localities within the Sultanate, in descending order of population size. 

Immediately following completion of the first four tabulations, the CDPU staff began to generate the re
maining tabulations for publication. [For a list of table titles (in English) of the tabulations requested, 
see Attachment IIF. 11, below. I These tables (sc'eral hundred in number, when geographic variations 
are considered) were produced over a period of several months, as the subject-matter staff reviewed each 
table and made revisions in table text and/or content. As of the date of this publication [July 19951, table 
production continues. 

12. UNSCIIDIIE.I) IWQEQSTS FOR I)ATA ANI) TAIltI1.A'IONS 

From the moment the sunmnary results were announced at the end of 1993, MoD officials were inundated 
with requests for data files and/or tabulations. Such requests had to be postponed until the Census data 
themselves were available (Septembe 1994). but from that date on, CDPU staff were kept busy satisfying 
the demand for information from users both within and outside the MoD. 
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V. CONSIDERATIONS FOR FUTURE CENSUSES
 

The experienceof the 1993 Census of Population, Housing, and Establishment offered multiple object lessons 
in what to do and what not to do in future operations of this type. Many of the decisions made in matters not 
obviously related to data processing had consequenceswhich ultimately affected tie processing operations, often 
in a negative manner. The following sections discuss sonic of the ways in which tie post-enumeration activities 
might be improved, from the viewpoint of the CDPU. 

A. Planning for processing 

It is important to distinguish between tle kinds of processing which are usually required in a Census operation. 
First (and most important) is the processing of tie data collected during the Census enumeration. These data 
will forn tilebasis of the publications, data bases, reports, etc., which are usually developed as products of the 
enumeration. Second, ald equally important to the overall success and accuracy of the Census, is processing 
of what may be called "auxiliary" data-thevarious information systems which permit Census prqject manage
ment to monitor and control the flow of operations, both before and after the enumeration itself. 

1. PROCESSING OF DATA COI.LECTED DURING ENUNIERATION 

The systems which are developed to process the Census data themselves are relatively standard, although 
the media used may vary. Since a Census by definition involves the entire population. and since the ulti
mate objective of the Census data is to provide information on which government plans and policies may 
be reliably based, the processing system must be designed to keep errors to a minimum while maximizing 
efficiency in handling the huge volumes of data collected. First, the data must be transferred from the 
forms in which they were collected into a computer-readable medium. (In the case of the Omani Census. 
this was done in the most traditional manner: key data entr' and key verification. Other options include 
use of optical mark readers, or even direct entry by the enumerator using a portable microcomputer.) 

Next. the data inust be checked for validity and consistency, and errors must be corrected. When the users 
(i.e., tie subject-matter specialists) are satisfied that the data are ofacceptablequality, tabulations are pro
duced. While some operations might be combined (e.g., validity checks with data entr), and metiodology 
may vary. Census data processing will invariably involve the same basic functions: data preparation and 
conversion. data validation and correction, and data tabulation. Once the hardware and software have been 
specified, and the questionnaire has been made final, tie analysts and programners may begin design and 
development of the modules which will be used for processing. 

With respect to the Omani Census. one of the problems which affected the CDPU's operations was tile 
delay in approving the Census questionnaire in its final forn. Until the form was accepted by the CTC, 
tile
subject-matter specialists made no effort to define the codes to be used for the questions with "open
ended" responses (i.e.. those questions where the response is written on the forn by the enumerator and 
nlust later be "translated" into a numeric code during time nmanual processing phase prior to data entry). 
Without a list of the specific codes to be permitted, it was not possible to complete development of the 
data dictionary, the data entry module, the edit module, or any tabulation modules which used those varia
bles. 

For the next census, it will be critical for the planners to arrive at a final questionnaire design and to de
fine validation procedures in a timely fashion, to avoid unnecessary last-minute pressures on the CDPU 
and on the subject-matter specialists. Computer systems which are developed "under the gun" (i.e., at the 
last minute) are never as efficient or as trouble-free as systems which are produced with sufficient time 
for good design and thorough testing before they are implemented. 

2. SYSTEMS FOR MIANAGEMEINT CONTROL 

Equally important to tile ultimate goal of producing reliable infornuation from the Census data in a timely 
manner are the systems which provide management with informuation about the Census operation. These 
systems can be manual, computerized, or both, but tie principal characteristic is that they permit manage
ment to monitor progress on a periodic basis. These systems will vary more in kind and quality than sys
tenls for processing Census data, but in general tiey will permit management to track the following: 
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* 	 pre-enumeration operations (e.g., listing of households or buildings in each EA) 
* 	 enumeration (e.g., daily output from enumerators) 
* 	 receipt of Census questionnaires at central office 
* 	 progress of Census questionnaires through pre-keying phases 
* 	 progress of Census questionnaires through keying and verification 
* 	 consolidation of data from lower geographic levels to higher levels, prior to editing 
* 	 editing and correction of data, and review of edit error listings 
* consolidation of data to tabulation-level files
 
$ tabulation of data at all required levels
 
* 	 progress in any of the above areas, as measured against a time schedule approved prior to the start 

of operations and accepted by all parties 

In the case of Oman's Census operation, systems to provide information on post-enumeration operations 
were defined, and developed, prior to the enumeration. The Census Advisor devised a manual system for 
receipt and check-in of Census books returning from the field to the central office, and the staff was in
structed in procedures to be followed and use of the appropriate control forns. However, at literally the 
last minute (the eve of enumeration), a computerized system was decided on, and an outside contractor 
was called in to provide such a system. In order to provide tie contractor with the infoniation needed 
to create tie system, key personnel had to be diverted from more important tasks during the most critical 
phase of the prolect. Inevitably, the system which was developed in such haste was bug-ridden when first 
installed, and required many iterations of repair and re-installation before it performed to specifications. 
In addition, in contrast with the manual system developed earlier, personnel could not be trained in use 
of the system until it was filly installed and functioning, which implied a further delay in registering the 
receipt of the Census Books. On occasion, "bugs" in the system caused information to be incorrectly re
gistered in the data base. forcing check-in staff to spend valuable time re-entering the information-an un
necessary duplication of effort and therefore a reduction in productivity. 

As for the pre-enumeration activities, and the enumeration itself, no indication had been given that any 
sort of computerized information system would be required. However, just as with the system to receive 
Census Books. a decision was made, only days before beginning field work, to request a system to track 
the progress of the Crei% Leaders in numbering and listing buildings and households, and a system to track 
the progress of Enumerators in covering their assigned areas, both on a daily basis. By the time this 
decision was made. time for implementation was extremely limited, so responsibility for the systems was 
divided between the CDPU (pre-enumemtion) and the Computer Department of the MoD (enumeration). 
Once again, resources which were needed for other tasks had to be diverted to meet a last-minute demand 
which could reasonably have been foreseen earlier. Only the exceptional dedication and skill of the staff 
involved in developing these systems made it possible to implement them within tie time frame allowed, 
given the very minimal specifications on data to be received and entered, and the total lack of specification 
of how the data were to be tabulated and used. In addition, no apparent thought had been given to inte
grating these data into fie overall system nor of using them to validate subsequent processing operations. 

However, if planning is properly done, with sufficient anticipation (including time to train users in system 
operation), and with carefil thought as to the eventual utility of the data, staff will not be required to make 
superhuman efforts to complete, by an arbitrary deadline, a system which has only a very limited utility. 

For the next census, it is recommended that Census Project management define information requirements 
\\ell ahead of the date at which they will be needed, to penuit both developers and users time to ensure 
that the correct information will be captured, generated, and used in the proper fashion. 

3. 	 STAFFING 

As with the information systems, the data entry staffing operation was also subject to last-minute decisions. 
After having stated that all keyers would be hired through local third-party contractors (who were free to 
employ expatriates), management reversed tie decision and decreed that half of the keyers must be hired 
directly by tie Census Project and must be Omani nationals. This decision placed an enornious additional 
burden on die CDPU staff, at a time when all resources were concentrated on preparing tie systems need
ed for initial processing of the Census data. In addition. neither space nor furniture for the keying 
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operation had yet been allocated, so tie only machines available on which candidates could be tested were 
those computers in use by tie CDPU staff itself. Since tie number of candidates to be tested was cx
tremely large (almost 200), all other work in tie CDPU was effectively suspended during the weeks in 
which candidates were tested. Once again, only extraordinary efforts oil the part of the CDPU staff per
mitted theem to overcome this obstacle and continue system development more or less on schedule. 

It is difficult to overstate the disruption and difficulties caused by this particular decision: the Census pro
ject was fortunate to have data processing staff with the skill and detenuination to make things work in 
spite of negative circumstaiices. in the future, circumstances may be different, and a similarly hasty and 
unconsidered decision could have disastrous results on the Census timetable. 

For the next Census, it is strongly recommended that all decisions relative to the hiring of personnel be 
made early enough to permit normal recruitment, evaluation, and hiring procedures to be carried out with
out demanding extraordinary efforts on the part of tie staff or the interruption of other scheduled work. 

4. 	 DATA ENTRY ENVIRONMENT 

Sonic weeks before keying began, management decided that the data entry operation would be carried out 
in the space occupied by the library. It was assumed that existing library staff and equipment would move 
to the new building in time for the space to be modified for use by keyers. However, this did not occur: 
delays in completing construction of the new building ha I a ripple effect on all activities related to the 
library space (including installation of new electrical circuil:2 fn ermu'!i large numbers of microcomputers 
to work safely), with the result that vcry late on the night before data entry was to begin, CDPU staff were 
still trying to set tip enough tables and chairs to pernit kevers to work effectively. 
This last-minute nish. and the attendant stress, was unnecessary: if there was any doubt that the space 
would be available at least one week before start of keying, Census Project management should have had 
a contingency plan (i.e., an alternative keying site), which could be adopted if the library was still unusa
ble by the deadline. This would have permitted the installation of equipment and software with time for 
testing and adjustment before entering into fill-scale production. 

For the next Census, it is recommended that the physical space and furnishings needed for each operation 
be made available early enough that adjustments and modifications can be made and still meet the deadline 
for beginning operations. A sufficient number of stressful situations inevitably arise in even a well-run 
Census operation: all concerned should avoid creating any more through negligence or poor decision
making. 

B. Processing 

Once the pre-eunmeration obstacles had been overcome, and the first data (Summary Forms) moved through 
the system, processing became a series of routine operations. Census Books were checked into tie data base. 
then assigned to the manual editing and coding operations, following which they were keyed and verified. Each 
Census Book passed through a computer edit with manual corrections, after which all batches were ultimately 
consolidated into wilavat-level files for the final edit. Finally, data were tabulated according to the specifica
tions established by the subject-matter specialists. The problems which occurred call be generally attributed 
to human error, inadequate specifications, and/or poor decisions. 

1. 	 ClECK-IN OF CENSUS BOOKS AND VALIDATION OF GEOGRAPIIlC CODIES 

The difficulties and confusion caused by incorrect locality codes, and even the occasional wrong region 
and/or wilayat codes, were the single most pervasive error in the entire post-enumeration processing phase. 
The errors in region and wilayat codes were basically attributable to carelessness in checking tie lists pro
vided on the back of each Census Book. The errors in locality codes can be attributed to mistakes made. 
singly and in combination, during any or all of the various geography-relatedoperations. from initial map
ping to final tabulations. For example. 

(a) 	 the locality may have been incorrectly sited (i. .. ,physically located) on the map by the cartographer, 
during field nmapping: 
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(b) the locality may have been incorrectly sited on the map by the draftsman in the office, after field 
mapping; 

(c) fie locality may have been incorrectly identified (i.e., given fie wrong name): 
(d) the Enumerator may have recorded the wrong locality name and/or the wrong locality code on the 

Census Book cover; 
(e) the locality name and/or code may have been incorrectly modified during the post-enumeration 

check-in operation at the Central Office; 
(f) the locality name and/or code may have been modified on the Census Book cover, but not in the 

GDB; 
(g) the locality name and/or code may have been modified in the GDB but not in the data file: etc. 

In the rush to complete mapping operations in time to permit demarcation of the Sultanate into EAs, a 
number of questionable locality identifications were left unverified during the field operation, when enum
erators were supposed to re-verify (and correct where necessary) the names and relative positions of all 
localities on the map of their EA,many errors remained uncorrected because of the pressures of time c! 
the enumerator's carelessness: during the post-enumeration check-in of Census Books, many of the correc
tions to locality names specified by enumerators were ignored or lost in the shuffle of Books and papers: 
during the entire pre- and post-enumeration period, the Census Project received from the local govern
ments (wilavats) and from the Ministry of tihe Interior a steady stream of "corrections" to locality' names 
and positions. which were unevenly implcncnted and corrections made to a locality namc and/or code 
at any step in the process were not always applied uniformly to all required sources. These mistukcs ac
cumulated to cause serious problems-still in the process of resolution-with geographical attribution in 
the final data set. 

For the next Census, the Census Project should establish a firn nle that no EA be checked in or other
wise processed unless and until the geographic names and codes on the Census Books for that EA, the 
names and codes on the map for that EA,and the codes in all computerized data base(s) wvhich refer to 
that EA are in full agreement. This may slow down initial processing, as some EAs are held aside for 
resolution of differences. but in the long nmn much time and effort will be saved by guaranteeing a 
minimal unifonnity among all sources of infornation referring to locality names and codes. 

2. SAMPIE. PROCESSING 

Management's decision to require, by mid-June 1994. results based on a sample of the HPC data added 
a great deal of unnecessary additional work for the CDPU staff. The sample EAs had to be selected, 
weights had to be calculated, care had to be taken that sample EAs were given priority in 111phases of 
processing. the tabulation programs had t6 be modified to use weighted data-all these tasks would not 
have been necessary for normal (non-sample) processing. All of the extra work would not have mattered 
if the tabulations had finally been used for some purpose: however, after extraordinary efforts to produce 
the tabulations by the deadline, they were not, in fact, published or used illany meaningful way. 

For the next census the use of sample processing should not even be considered. Even with projected 
increases in population by the year 200)3, the v'olunle of data to be expected in the next Census will not 
justify the additional effort and procedural complications involved in processing a sample. The experience 
of this first Census has shown that normal (non-sample) processing can be accomplished quickly enough 
to satisfy user demands for data, particularly if processing is done on a flow basis (i.e., wvilayat by wilayat. 
one region at a time). Sample processing offers no real benefit to any country where nornal data entry 
can be completed within one year, as was the case with Oman. 

3. MANUAL iuDrING 

Large numbers of editors were employed to review fie information recorded in tihe Census Books (both 
HPC and Establishment) and ensure that the infornation was minimally usable-that is,that it would 
cause no problems during the data entry operation. The advisors who supervised this operation had de
vised a set of editing instructions for each type of book, and prior to begiming actual production the edi
tors were irained in following the instructions. However, there was much inconsistcncyv among the ediiors. 
with respect to both an individual editor's output from day to day and the work of one editor compared 
to another, and while fie supervisors were always present to resolve doubtful situations. many of the edi-
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tors apparently did not bother to ask for advice when a question arose-they simply made a decision based 
on their "best guess," or they ignored tilematter entirely, leaving either blanks or incorrect information 
for the item in question. 

In addition, after the first few weeks, the supervisors apparently did not systematically review the work 
done by the editors. This was evidenced by the continual appearance, over tie entire period of processing, 
of EC and HPC Books with errors attributable to poor editing, most commonly errors in sequence numbers 
(of establishments, or housing units and/or households). While certain manual operations can be reduced 
or eliminated entirely, it is not practical to eliminate the prc-cntrn ' phase of manual editing, since it call. 
when properly done, reduce the 'ate of error in later stages of processing. 

For th - next Census, it is strongly recommended that greater care be takeii in the supervision and verifi
cation of editors' work. Verification must be systematic, and while it is not required that all work be 
100% verified, each editor's work should be subject to some review on a periodic basis. For example, 
each editor's work might be 1001% verified for tle first two weeks, or until the editor's error rate drops 
below a prc-deternined level. At that point, tie editor's work should be subject to partial verification, 
on a regular basis, until tie error rate rises above the threshhold. When this occurs, the editor's work 
should be once again subject to full verification, until the error rate once again reaches an acceptablelcvel. 

Of course, this procedure requires that standards be established (i.e.. what constitutes allerror. how many 
errors per unit are acceptable. etc.), and that the work of each editor be continuously monitored. The veri
fication of an editor's work should be independent-that is. it should be done by someone other than Uic 
editor her/hinself who is familiar with the work, or by persons whose sole function is to verify the work 
of editors. Forns recording numbers of errors per work unit should be prepared, and the manual editing 
staff should include one or more quality control clerks to maintain accurate records of the performance 
of each editor. Editors showing consistently high error rates must be re-trained or dismissed. Many of 
the errors which slowed the computer editing and tabulation phases were manual editing errors which were 
not corrected before moving to the next phase. 

4. CODING 

As mentioned earlier in the document, coding is tie translation of written responses into a numeric code. 
prior to the data capture operation. Virtually everything that was said in tie preceding section about the 
manual editing process could be repeated about coding, with one exception: the coding activity cai be 
eliminated. if only pre-codcd questions are used. This is often done when optical mark technology is used. 
or when questionnaire size is limited, or simply to maximize efficiency in enumeration and processing. 
However, if "open-ended" questions (i.e., questions requiring coding before data entry) cannot be climina
ted from tie questionnaire, theN should at least be kept to a minimum. In addition, the users must balance 
tile degree of detail required (i.e., how many digits in each code) with the degree of detail captured by 
the enumerator. In other words, if the enumerator was in the habit of recording only minimal information 
for occupation, translating minimal information into a four-digit, or even a three-digit. code is a waste of 
time and effort, because the information av'ailable in the questionnaire is not sufficient to discriminate one 
occupation from another below die two-digit level. 

The other factor to be considered when determining tie degree of detail in coding schemes is to evaluate 
the frequency of occurrence of certain categories (i.e., occupations. educational degrees, etc.) in the popu
lation. For example, if 9tt% of the population engaged in agricultural activities is involved in "subsistence 
fishing," there is no need for a code below the level which separates "fanning" from "fishing" in that cate
gory, because the effort of identifying the relatively few numbers of people involved in other kinds of 
"fishing" would not be compensated by 'lie information obtained. 

However, when codes with a greater leve; of detail are used, the coders must be very thoroughly trained 
to interpret and classify the information re -orded by the enumerator, and to recognize the subtle differen
ces betwe-n one category and another. Sonic of the distinctions between categories. particularly in the 
economic activity and occupation code groups, are very finely nuanced. and usually require much more 
information than was probably recorded on the Census forms. This can be seen from the tabulations at 
the three-digit level for HPC occupation and industry codes, and at the three- and four-digit levels of activ
it.' code in tie EC tabulations, where "bunching" of "alues occurs at the lower levels of a given category. 
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In coding the forms (EC and HPC) for the 1993 Census, the most common error was inconsistency in the 
use of codes. F'r example, the same coder would use two or more codes for what was apparently the 
same occupation description (or economic activity cr educational certificate), sometimes for persons in the 
same HH. Even mcre common was a difference of interpretation from one coder to another: the same 
written information might have been coded quite differently, depending on the coder. Many of these er
rors showed up in the preliminary edit/nianual correction phase, but it is probable that even more of them 
went undetected. Without any control records from the coding operation, there is no way of knowing how 
seriously the quality of the data were affected by these inconsistencies. 

The geographic items presented other types of difficulties, particularly where the respondents offered less
detailed information. The coding scheme was complicated by management's last-minute decision to indi
cate the locality, rather than a simple urban/rural designator, in the final code. The forms had been de
signed to hold only a one-digit code, and coders were obliged to squeeze three digits into the space (for 
two separate questions). The resulting illegibility of the numbers often caused problems during the keying 
operation, but the biggest problem wzs the possibility of error in assigning locality codes. Following man
agement instructions, the CDPU alphabetized the data base of localities in each wilayat. and assigned a 
unique three-digit code to each locality according to its position in the alphabetized list. The task of the 
coder was to read the information recorded by the enumerator and match it to a name on the list. For 
wilayat centres, and some of the more populous localities, this was not usually difficult. However, for 
smaller and/or lesser-known localities, there was no guarantee that the name recorded by the enumerator 
was the name recorded in the data base. The difficulties. encountcred by the cartographers during the 
mapping operation and later by enumerators during field operations, in deternining the precise name of 
a locality made it very likely that localities were incorrectly identified during the coding operation. Data 
users must be aware that while information on residence may be accurate to the level of wilayat, below 
that level it may be of doubtful quality. 

For the next Census, it is strongly recommended that the number of individual items requiring coding 
be kept to a minimum. For those items absolutely requiring coding. it is recommended that tie number 
of digits used be commensurate with the likely incidence of the characteristic in the population. Regard
less, however, of which items arc coded and the scheme used, coders must be intensively trained in inter
preting the written infornation to identify the correct code to be used. In addition, as with the manual 
edit, strict control of quality must be maintained, following a full/partial verification scheme similar to 
that outlined in the previous section. Coded data in which the code bears only an occasional relationship 
to the written information are of no use to the data analyst or any other user. 

5. DATA ENTRY 

In spite of difficult begimings, the data entry operation ran fairly smoothly once a routine was established. 
In the coming decade, when Oman will be considering its next Census, the options for collecting data and 
rendering it processable by computers will likely be very different, and the next Census Project may not 
have to be concerned with conventional keying and verification. However, if this option is chosen for the 
next Census. it is imperative that those responsible make an early decision on staffing the data entry opera
tion. Based on thc experience of this Census, there seems no good reason not to use local (i.e., Omani 
nationals) as data entry staff. If population projections are accurate, there should be a plentiful supply of 
secondary and teclmical school Icavers from which to select the number of staff necessary to carry odt tra
ditional data entry. 

For the next Census, however, it is strongly recommended that the process of recruiting and selecting 
potential staff be assigned to the appropriate administrative office. The CDPU staff of the future will have 
more than enough substantive work to be carried out, and should not be burdened with administrative tasks 
for which other Ministry or Census Project units are better qualified. The CDPU can work with the ad
ministrative section(s) to establish minimum standards for selection, and should have authority to review 
and reject or accept those candidates initially selected by the administrative unit, but the bulk of the burden 
should be borne by staff whose principal function is to select personnel for Ministry or Census operations. 
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6. DATA EDITING AND CORRECTION 

In the opinion of the DPA, no single issue caused greater difficulties to the CDPU than the insistence of 
the subject-matterstaff that some data (in both Ceitsuses) be corrected manually (rather than by computer). 
This opinion is supported by tie number of post-edit corrections and adjustments which had to be applied 
to certain data items (e.g., school attendance, educational attainment, occupation, etc.) even after the final 
computer edit simply because tie manual corrections were not carried out in a consistent fashion. In the 
field of statistical data processing, it is accepted that operations carried out by human beings are subject 
to error in a way in which computer operations are not. That is, for a given series of steps to be carried 
out. a computer (properly programmed, of course) will never deviate from the program and will always 
follow the same path to reach the same conclusions. In contrast to this precision of operation, it is virtu
ally guaranteed that any two human beings, required to follow the same instructions, will perform them 
differently and will reach different conclusions from the same premises. In addition, the same human 
being will, at different times or under different circumstances, reach different conclusions from the same 
premises. 

The subject-matter staff argued that to use only the computer for editing and correction would require 
greater knowledge of the population and its characteristics than was available prior to the Census itself. 
For this reason. they felt that the intervention of editors was required to resolve certain errors and inconsis
tencies in the data on a case-by-casebasis, and the edit specifications prepared by tie subject-matter staff 
were marked accordingly: "Check only" (for cases requiring manual intervcntion) or "Check and correct" 
(for cases where the computer could make a correction). 

In spite of the known tendency of human beings to perform inconsistently, tie manual correction operation 
could have produced data with fewer errors, if the editors making the corrections had been properly 
supervised and their work reviewed on a regular basis. Unfortunately, editors assigned to the manual 
correction task were not given enough specific training in resolving errors (they were trained only in use 
of the error listings and the computer). and their work was not subject to any supervisory oversight. This 
led to great variations, from one editor to another, in responding to similar errors, and ultimatcly obliged 
tie CDPU to re-edit the data before acceptable tabulations could be generated. 

For the next Census, the subject-matter staff should eliminate entirely any editing tests which require 
human intervention to determine the correction. In the :ycars between this Census and the next, the Sultan
ate will accumulate, by means of periodic surveys and other sources, a body of information labout the 
characteristics of its population] on which rules for automatic correctioi may be based. Manual editing 
and correction, while it can be justified for a survey (with its much smaller number of respondents). 
should have no place in a processing systcm for the huge volumes of data associated with a census. 

7. DATA TAUII!IATION 

The difficulties encountered during tabulation varied slightly from one Census to the other. Each will be 
discussed separateiy. 

a. Establishment Census 

In the Establishment Census, the problem which caused most difficulties was the requirement to 
show economic activity at the four-digit level. Because of the extremely large number of individual 
codes at this level of detail, all tabulations using economic activity as one of the variables (i.e.. the 
majority of the tabulations requested) had to be subdivided into segments (usually four), because 
of system limitations on tie number of cells permitted in a single logical table. In addition, the use 
of complete, detailed descriptions, in both English and Arabic, for each one-, two-. three-, and four
digit code made tie process much more cumbersome than it might othenise have been. Add to 
these problems the fact that table layouts were not properly specified to begin with. and it is easy 
to see why so much time was lost in checking and re-checking the tables. 

For the next census, data users should seriously consider eliminating the use of verbal descriptions 
of economic activities in the tabulations, or at least restricting such descriptions to one- or two-digit 
codes only. Wherever codes of three- or four-digits are used in a tabulation, descriptions should 
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not be included in the table itself, but may be attached as a supplement. In this way, one copy of 
the full descriptions, in English and Arabic, can be used for all tables produced at an) of the levels 
of detail of economic activity. This will make the tables much more readable, and will permit the 
programmer to group codes visually, without uneven spacing because of excess text. It will also 
make it possible to print tables using less paper overall. It will also greatly smooth and speed up 
the task of the programmer, by eliminating the need for manipulating massive quantities of text, and 
all the problems attendant on this task. 

b. Housing and Population Census 

In the HPC, there were a number of problems related to the generation of tabulations. The biggest 
single problem was the lack of precise specifications with respect to table layout and text (table title, 
heading, stub and colum descriptions, footnotes, etc.). In spite of an early attempt by the CDPU 
to establish (in conjunction with the subject-matter specialists) formatting standards for the tables, 
the requirements changed several times over the period of months from first design to final table 
generation. In many cases, tables were modified several times as successive users each specified 
different changes (e.g., table centered vertically and/or horizontally on the page or moved to on, 
margin; different type faces and font sizes specified: different text and table number styles, etc.). 
The number and frequency of changes, particularly of those which effectively canceled each other 
out, unnecessarily burdened the programming staff. 

In addition, there were many modifications made to table universes-that is, the population tabulated 
(e.g., all Omanis, all persons 1t years and older, all ever-married Omani females, etc.). Such 
changes have implications not only for the physical layout of the table (headings and text), but also 
for the logic of the program which generates the cell values. And, in spite of all the time and effort 
on the part of tie CDPU to satisfy the user requirements;, the tabulations produced by the CDPU 
were not published as generated, but were used merely as input to other software. The number of 
person-hours, wasted in trying to meet specifications that were later nullified, is incalculable: had 
tie CDPU known ahead of time that layout was unimportant, the table-generation process might 
have been accomplished months earlier. 

For the next census, the subject-matter staff should first decide whether it wants the CDPU to pro
duce publication-ready tables. or simply to produce the numbers for input into other formatting soft
ware. If publication-ready tables are desired, then the user must establish precise specifications for 
all aspects of table presentation: position on the page, heading text (upper- and lower-case, or upper
case only, heading centered or right- or left-justified, etc.), table numbering conventions, continua
tion of tables that exceed one page, etc. Clearand unambiguous standards must be established for 
all of these items before programmers begin the work of designing tables on the computer. In addi
tion, the precisr. content of each table (population tabulated, variables used, value grouping of varia
bles, etc.) must be defined and explicitly specified at the same time tie physical layout is prepared. 
These preliminary steps will save a great deal of time and effort on the part of both subject-matter 
staff and data processors, and will help ensure the ultimate value of the tabulations. 

8. OPER.TIONAL PROCEDtJRES 

With the exception of instructions for the data entry operators, none of the procedures required to prepare 
data for the final edit were documented. This made it difficult to ensure that all persons involved in the 
manual edit/correction phase (for example) carried out the task in the same manner, and, in fact, the results 
show clearly that they did not. This lack of written instructions for the various tasks was also felt in the 
area of operational control, as well. where decisions were often made without regard to proper procedure. 
simply because the procedures were not documented. Part of the reason for this lack of documentation 
was the "last-minute" nature of many of the procedures-that is, they were defined as the need for them 
arose during the post-enumeration processing, rather than having been defined prior to enumeration. How
ever. even such hastily-devised procedures can, and should, be documented. 

For the next census, Census Project management should ensure that post-enumeration procedures are de
fined, in detail, soon enough before the procedures must be implemented to allow for writing them down 
in a clear and unambiguous manner. These documents (i.e., written descriptions of procedures) should 
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Data Collected 

Geographic Classification 

Region (1:8) nn 
Wilayat (according to Region) nn 
Locality (numbered within Wilayat) nnnnn 
Hilla (for areas with Hilla) nnn 
Census Block (1:n) nn 
Enumeration Area (in 15 Supervisor Areas) nnnnn 

Response Unit Identification 

Census Book serial number (1:n within each EA) nn 
Housing Unit serial number (1:n within each Book) nn 
Household number (1:n within each Census Book) nn 
Household number (1:n within each Housing Unit) n 
Person number (1:n within each Household) nn 

Housing Unit Information 

Type of unit (1:4 = conventional, 5:6 = rural, 7 - collective, 8 = other)
 
Occupancy (occupied, closed, vacant)
 
Reason for vacancy (if not occupied)
 
Foroccupied Housing Units: 

Tenure 
Source of water supply 
Lighting 
Air conditioning 
Toilet 
Bath 
Kitchen 
Cooking fuel 
Living rooms 
Number of households 

Household Information 

Number of: 
Television 
VCR 
Stove, oven 
Refrigerator 
Freezer
 
Electric washing machine 
Telephone 
Private cars 

Household size 
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Population Information 

Basic demographic data
 
Relationship to Head of Household
 
Sex
 
Age at last birthday (00:98+)
 
Nationality (3-digit)
 
Religion (no sect)
 

Residence and migration data (Omani nationalsonly) 
Where enumcrated (inside Oman, outside Oman) 
Usual residence (wilayat/locality, location outside Sultanate) 
Length of residence (years) 
Previous residence (wilayat/locality, location outside Sultanate) 
Wilayat of origin 

Education data (6-40 years of age) 
School attendance 
Level and grade (currently attending: current grade/level; 

previously attended: highest grade/level achieved) 

Education data (10 years of age and over)
 
Educational attainment (3-digit)
 

Economic data (10 years of age and over) 
Activity status (working, seeking work, housewife, student, etc.) 
For currently orpreviously employed: 

Occupation (3-digit)
 
Industry (3-digit)
 
Employment status
 
Sector
 
Place of work (wilayat, location outside Sultanate)
 

Nuptiality/fertility data (10 years of age and over)
 
Marital status
 
For ever-married Omani nationals only: 

Age at first marriage 
For ever-marriedfemale Omani nationals only: 

Number of children born alive (M/F)
 
Number of children still living (M/F)
 
Number of children born in 11 months preceding Census
 
Number of children born in 1992 (12 months)
 

Forcurrently-marriedmale Omani nationals only: 
Number of wives 

Disability data (for Omani nationalsonly)
 
Type of disability
 
Cause of disability
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Tabulations
 

NOTE: Administrative division refers to region and/or wilayat, depending on the individual 
table.
 
Economically active/inactive: any reference to type of activity automatically implies
 
population 10 years and older.
 
Marital and fertility: any reference to marital status or fertility categories automatically
 
implies population 10 years and older.
 
Education: any reference to educational attainment automatically implies population
 
10 years and older; school attendance implies population 6-40 years of age.
 
Urban/rural [U/R]: all localities with population > 2500, and all wilayat centres
 
regardless of population size, are designated as urban; all other localities are rural.
 

Basic Demographic: data in these tables shown by administrative division [region/wilayat] 

" 	 Localities by population size 
* Population [Urban/Rural] by sex 
" Omani/non-Omani households by size of household 
* Total/Omani population by sex and relation to Head of Household 
" Total/Omani population by sex and age group 
* 	 Total/Omani population by sex and religion 
* 	 Total/Omani population by sex and educational attainment 
* Total/Omani population by sex and marital status 
" Total/Omani population by sex and type of activity 
* 	 Economically active total/Omani population by sex and occupation 
• 	Economically active total/Omani population by sex and industry 
* 	 Economically active total/Omani population by sex and employment status 

Household composition 

* 	 Heads of Households by age and sex and other members of household by age and relationship 
to Head 

* 	 Omani Heads of Households [U/R] by age and sex and other members of household by age 
and relationship to Head 

* 	 Population 10+ by relationship to Head of Household, age, and sex 
Omani population [U/R] by relationship to Head of Household, marital status, and sex 

* 	 Omani Heads of Households [U/R] by type of activity, employment status, and sex and other 
members of household by relationship to Head and type of activity 

* 	 Total/Omani/non-Omani households [U/R] by size of household and number of economically 
active members 

Residence and migration: Omani population only 

" 	 Population [U/R] by place of enumeration, place of usual residence, and sex 
* 	 Population [U/R] by place of usual residence, duration of residence, age, and sex 
* 	 Population [U/R] by place of usual residence, duration of. residence, place of previous 

residence, and sex 
* 	 Population changing residence within the 10 years preceding the Census by age and sex 
" 	 Population changing residence within the 10 years preceding the Census by educational attain

ment, occupation, and sex 
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* 	 Population changing residence within the 10 years preceding the Census by educational attain
ment, industry, and sex 

* 	 Population by wilayat of origin, wilayat of usual residence, and sex 
* 	 Employed population by wilayat of usual residence, wilayat of workplace, and sex 
* 	 Employed population whose wilayat of usual residence differs from wilayat of workplace, by 

occupation and sex 
" 	 Employed population whose wilayat of usual residence differs from wilayat of workplace, by 

industry and sex 

Nationality 

• Population by nationality, sex, and administrative division
 
" Population by nationality, sex, and age
 
* Population by nationality, sex, and educational attainment
 
" Population by nationality, sex, and marital status
 
* 	 Population by nationality, sex, and activity status 
* 	 Economically active population by nationality, sex, and occupation 
* 	 Economically active population by nationality, sex, and industry 
* 	 Economically active population by nationality, sex, and employment status 

Secondary demographic (including marital/nuptiality) 

* 	 Total/Omani population [U/R] by single year of age and sex 
* 	 Total/Omani/non-Omani population [U/R] by age and sex 
* 	 Total/Omani population by age, marital status, and sex
 
" Omani population [U/R] by age, marital status, and sex
 
* 	 Non-Omani population by age, marital status, and sex 
• Ever-married Omani population [U/R] by age, age at first marriage, and sex
 
" Currently-married Omani males [U/R] by age and number of wives
 
* 	 Currently-married Omani males [U/R] by educational attainment and number of wives 
* 	 Currently-married Omani males [U/RI by type of activity and number of wives 
* 	 Currently-married Omani males [U/R] by age at first marriage and number of wives 

Education 

* 	 Total/non-Omani population currently attending school by grade, level, and sex 
* 	 Omani population [U/R] currently attending school by current grade, level, and sex 
* 	 Omani population [U/R] who attended school in the past by highest grade, level, and sex 
* 	 Total/non-Omani population )y educational attainment, age, and sex 
• 	 Omani population [U/R] by educational attainment, age, and sex 

Economic activity 

" 	 Total/non-Omani population by age, sex, and type of activity 
* 	 Omani population [U/R] by age, sex, and type of activity 
* 	 Economically active/inactive Omani population by age, marital status, and sex 
* 	 Economically active Omani/non-Omani population by sex and sector of employment 
* Economically active total/non-Omani population by age, sex, and occupation 
" Economically active Omani population [U/R] by age, sex, and occupation 
" Economically active total/non-Omani population by age, sex, and industry 
* 	 Economically active Omani population [U/R] by age, sex, and industry 
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* 	 Economically active total/non-Omani population by age, sex, and employment status 
* 	 Economically active Omani population [U/R] by age, sex, and employment status 
* 	 Economically active total/non-Omani population by educational attainment, sex, and 

occupation 
* 	 Economically active Omani population [U/R] by educational attainment, sex, and occupation 
* 	 Economically active total/non-Omani population by educational attainment, sex, and industry 
* 	 Economically active Omani population [U/R] by educational attainment, sex, and industry 
* 	 Economically active total/non-Omani population by employment status, sex, and occupation 
• Economically active Omani population [U/R] by employment status, sex, and occupation 
" Economically active total/non-Omani population by employment status, sex, and industry 
* 	 Economically active Omani population [U/R] by employment status, sex, and industry 
* 	 Economically active total/non-Omani population by industry, occupation, and sex 
* 	 Economically active Omani population [U/R] by industry, occupation, and sex 
* 	 Economically active total/Omani/non-Omani population by occupation, industry, and sex 

Fertility: Ever-married (10 years and older) Omani female population 

* 	 Population [U/R] by age and number of live births, and total number of live births by sex of 
child 

" Population [U/R] by age and number of surviving children, and total number of surviving 
children by sex of child 

" Population by age and educational attainment, and total number of live births by sex of child 
* 	 Population by age and educational attainment, and total number of surviving children by sex 

of child 
* 	 Population [U/RI by age and educational attainment, and total number of live births in 1992 
" 	 Population [U/R] by age and educational attainment, and total number of live births in 1993 

[Jan.-Nov.] 

Disability: Omani nationals (any age) declaring disability 

* 	 Population by type of disability, reason for disability, and administrative division 
* 	 Population [U/R] by type of disability, reason for disability, age, and sex 
* 	 Population [U/R] by type of disability, reason for disability, activity status, and sex 
* 	 Population [U/R] by type of disability, reason for disability, educational attainment, and sex 

Living Quarters I: data in these tables shown by administrative division [region/wilayat] 

* Living quarters, households, and persons by type of quarters 
" Living quarters, households, and persons by occupancy status 
" Vacant living quarters by reason for vacancy 
* 	 Occupied living quarters by type of tenure 
• Occupied living quarters by water supply 
" Occupied living quarters by type of lighting 
* Occupied living quarters by existence and type of air conditioning 
" Occupied living quarters by existence and type of toilet 
" Occupied living quarters by existence and type of bathing facilities 
" Occupied living quarters by existence and type of cooking facilities 
" Occupied living quarters by type of cooking fuel 
* 	 Occupied living quarters by number of living rooms 
* 	 Average number of persons per household and per room in occupied living quarters 
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Living Quarters II: data in these tables shown for urban/rural divisions 

" 	 Living quarters by type and occupancy status 
* Occupied living quarters, households, and persons by type of quarters and tenure 
" Occupied living quarters, households, and persons by type of quarters and water supply 
" Occupied living quarters, households, and persons by type of quarters and lighting 
* 	 Occupied living quarters, households, and persons by type of quarters and air conditioning 
* 	 Occupied living quarters, households, and persons by type of quarters and toilet 
* 	 Occupied living quarters, households, and persons by type of quarters and bath 
* 	 Occupied living quarters, households, and persons by type of quarters and cooking facilities 
* 	 Occupied living quarters, households, and persons by type of quarters and cooking fuel 
" 	 Occupied living quarters, households, and persons by type of quarters and number of living 

rooms 
* 	 Average number of persons per household and per room in occupied living quarters 

Household 

* 	 Occupied living quarters, households, and persons by nationality of Head of Household and 
administrative division 

" 	 Occupied living quirters, households, and persons by nationality of Head of Household and 
type of quarters 

* 	 Occupied living quarters, households, and persons by nationality of Head of Household and 
number of iiving rooms 

* 	 Occupied living quarters, households, and persons by nationality of Head of Household and 
existence and type of air conditioning 

Domestic conveniences 

SjNumber of households and number and type of domestic conveniences by administrative 
division 

* 	 Number of households and number and type of domestic conveniences by nationality of Head 
of Household and U/R 



be used in training the persons who will carry out tie procedures, and management should be prepared 
to revise-and rewrite-the procedures whenever circumstancesrequire. Revisions should also be commu
nicated to the staff in both written and oral forms, and until such changes in procedure become "second 
nature," supervisors should oversee tie work of their staff more closely to be sure that the new procedures 
are being followed properly. Written procedures provide both a standard against which performance can 
be measured and assurance that all persons involved in a task operate from a common ground. 

9. TIME SCHEDULE 

In a census processing operation, there are multiple sub-operations being performed simultaneously, each 
one of which is usually linked to others in a complex web of interdependency. For example, the data 
entry operation is dependent on the flow of work through tie manual editing and coding operations: data 
editing cannot begin until a sufficient number of work units (i.e., Census Books) have been checked in 
and registered in the control data base; computer editing cannot be done until a sufficient number of work 
units have been keyed and verified. etc. Each phase of post-enunmeration processing attempts to follow 
a pre-established timetable, so that tie timetables for all subsequent phases can be effective. 

When events force a change to any one timetable, others are likely to be affected, as well. In the best of 
circumstances. tie only effect will be the buildup of a backlog of work for tie next phase(s), which usual
ly can be tolerated, but it is more likely that tie effect will be a drop in productivity, so that subsequent 
phases (which depend on output from the affected activity) will suffer a similar decrease in productivity. 
And when the change in timetable is imposed by management, it usually involves a requirement for in
creased output in one or more phases Such -in increase can usually be achieved only by increasing the 
number of staff and/or the nun-,bt oz hours worked, and will have consequences that must be carefully 
examined before adopting the new timetable. 

For the next census, it is strongly recommended that all post-enumeration timetables be carefully studied 
before being acceptedas targets for production. It is further recommended that, in the production environ
ment, when management desires to make changes to any' prevailing timetable, approved activity, and/or 
procedure, die proposal for such a change be accompanied by full details on the rcsources which will be 
required to implement the change and consideration of the effect of the change on other activities. Only 
after review of this information, and approval of the change by the persons responsible for all affected 
activities, should such a modification be accepted. This will reduce the likelihood of unilateral changes 
which impose unreachable goals or which umtecessarily create difficulties for the persons responsible for 
processing activities, and will eliminate questions about why target dates are not being net. 

10. POST-ENt'NIEt..TION St'mivEi' (PES) 

During the planning for the 1993 Census, the CTC considered the need for a formal post-enumeration sur
'ey, and concluded that it could effectively substitute certain field review procedures to guarantee com

pleteness of coverage. Thus. a PES was deemed unnecessary, and was not carried out. Unfortunately, 
the field procedures which could have provided infornation for post-enumeration evaluation were not car
ried out in a uniform fashion, and there was no formal evaluation of either completeness of coverage or 
accuracy of data collection. Such an evaluation would be useful to both Census Project managemvent and 
to the users of the data. Management would have infornation indicating where field operations and staff 
training need to be reinforced, users of the data would know how well the Census operation covered the 
territory of the Sultanate, and whether there was under- or over-enumeration (by region, age group, sex, 
etc.). It would also help users (and Census Project management) understand how precisely the data (on 
age, sex, nationality, etc.) were recorded by the enumerators, and could have provided valuable guidance 
for future statistical activities, particularly with respect to enumerator training. 
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For the next census, it is strongly urged that the plans include a Post-Enumeration Survev. Properly exe
cuted, a PES will require a separate organization to guarantee independence of operation (and statistical 
validity). Because the PES will be carried out only in a sample of areas throughout the Sultanate, the 
numbers of persons required for the field procedures will not be as great as those required for normal 
enumeration. Since the PES is also carried out after tie close of the normal enumeration, it is possible 
to re-use staff from the regular enumeration for the PES, but great care must be taken to ensure that no 
staff are assigned to the same physical areas. If a PES is propcrly planned for and conducted. and the 
results carefully analyzed, it will add greatly to the ultimate value of the data collected in the next Census. 
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VI. APPENDICES 

In this section will be found a description of the major data bases and of the software used in processing. 

A. Data bases 

During tie development of the basic systems used for processing tie Census data, as well as during production 
processing, a number of data bases-that is, data files in a formal data base structure-were used. These data 
bases were developed using the dBase IV software package- entry of names in Arabic and English was achieved 
.through use of the Nafitha" Arabization software. 

1. OCCUPATION 

This data base consisted of one record for each of the one-, two-, three-, and four-digit occupation code 
groups defined for use in the Census. Each record contained the following information: 

o Occupation code (one-, two-, three-, or four-digit, depending on level) 
o Description of occupation code group in English (200 characters) 
o Description of occupation code group in Arabic (200 characters) 

2. INDUs'rRY IECONOMNIC ACTIvITY] 

This data base consisted of one record for the one-characterindustry leconomic activity] code groups and 
one record for each of the two-. three-, and four-digit code groups defined for use in the Census. Each 
record contained the following information: 

o lndustr. code (one-character, two-, three-, or four-digit) 
o Description of industry code group in English (200t) characters) 
o Description of industry code group in Arabic (200 characters) 

3. GEOGcI IIIC 

This data base consisted of multiple files, with one file for each level of the hierarchy, as follows: 

o for regions (names and code), with one record for each region: 
o for wilavats (names and code), with one record for each wilavat within each region: 
o for localities (names and code), with one record for each locality within each wilayat: 
o for hillas (names, if any. and code), with one record for each hilla within each locality: 
o for blocks (code only), with one record for each block within each hilla: 
o for EAs, with one record for each EA: and 
o for Census Books, with one record for each Census Book used in each EA. 

Each field was defined as follows: 

o Region code (2-digit) 
o Region name in Arabic (40 characters) 
o Region name in English (40 characters) 
o Wilayat code (2-digit) 
o Wilavat name in Arabic (40 characters) 
o Wilayat name in English (40) characters) 
o Locality code (5-digit) 
o Locality name in Arabic (40 characters) 
o Locality name in English (40 characters) 
o Hilla code (3-digit) 
o Hilla name in Arabic (40 characters) 
o Hilla name in English (40 characters) 
o Block code (2-digit) 
o EA code (5-digit) 
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o Census Book number (2-digits) 

o Number of Census Books used in EA (2-digits) 

4. BooK CONTROl. 

This data base contained the same types of files and records and die same information as the GDB, al
though tie number of records was different, due to tie post-enumeration inclusion of additional Census 
books not previously entered. 

B. Abbreviations and Definitions 

AS Assistant Supervisor (of enumeration)
 

BCDB Book Control Data Base
 

BuCen U.S. Bureau of tie Census
 

CDPU Census Data Processing Unit
 

CL Crew Leader (of enumeration)
 

CTC Census Technical Committee
 

DP Data Processing
 

DPA Data Processn*g Advisor
 

EA Enumeration Area
 

EC Establishment Census
 

GDB Geography Data Base
 

HH Household
 

HPC Housing and Population Census
 

,HU Housing Unit 

IMPS Integrated Microcomputer Processing System 

MoD Ministry of Development 

MoH Ministry of Health 

OAJC Omani-Anierican Joint Commission 
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C. IMPS (Integrated Microcomputer Processing System) 

IMPS is a collection of modules for performing the most commion tasks associt-.ted with processing of survey 
and census data. It was developed by ieU.S. Bureau of tie Census under financing by AIDIW. The modules 
have been designed and developed specifically to function as an integrated system, although each of the elc
ments can be used without reference to any of the others except, in some cases, the Data Dictionary, which is 
required for all modules which refer to data ite'ns (including geography). The component subsystems in IMPS 
are: 

I. Data dictionary 

The data dictionary subsystem permits tie user to create a reference file describing the structure and 
content of the file(s) to be created from the census/survey data. Dictionary files can also be created for 
already existing data files, as well as for auxiliary data files, as long as the file in question exists in a 
standard ASCII flat-file format. The IMPS subsystem cannot work with data files in non-standard formats 
(such as data base or spreadsheet files, for example). In files which contain multiple record structures, 
each separate structre must also contain a unique record type code identifying the structure. This type 
code must be in the same physical position in each of the different structures. In addition, an. identifying 
information (such as geography, survey class, etc.) which is required for controlling processing must also 
be included in each structure in the same absolute position(s). 

2. Data entry ICENTRYl 

Once the data dictionary has been defined, the user call create one or more naodules for controlling the 
entry of data from census/survey forms or other documents. The screen control program will 
automatically contain valid value checks (if valid values have been specified in the dictionary), and other 
checks may be programmed by the user. The CI-NN'IP subsystem also permits the user to control tie entry. 
verification, and modification of data as separate operations, and the software collects statistics (keying 
speed, error rate, elapsed time) on each operator for each session and type of activity. These statistics may 
be accumulated by the user for analysis of operator effcctiveness and productivity. 

3. Data edit and imputation 1CONCOR I 

Once the data have been entered, verified, and corrected, the CONCOR subsystem may be used to firther 
validate and correct the data. IACONCOR program may also be used in conjunction with tie actual entry 
of data, but the CDPU elected not to use this option during Census processing So keying output could be 
maximized.] A CONCOR program is developed from a set of edit specificatioits, usually prepared by a 
subject-matter specialist. and when final, can detec! and correct errors without Iman intervention. Edit 
programs written in the CONCOR language can generate various types of error statistics for post-edit 
analysis. 

4. Publication tabulation IcENTsl 

Cross-tabulations of data from the census/survey operation may be generated by using the facilities of tie 
CENTS subsystem. Table layouts can be designed with all text (mono- or bi-lingual) in place and with 
cell locations indicated by using the formatting subsystem- a program call be generated to provide the 
correct values for each cell by using tie tabulating subsystem; and, when necessary, tabulations can be 
generated at up to five separate levels of a hierarchy (geographic or other) by using the area structure 
subsystem. Tables may be created in "publication-ready" format, for use in presentation documents. or 
they may be generated with minimal text for internal or preliminary use. 
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Attachment IV.E2 - I of I
 

Establishment Census Data Collected
 

Geographic Classification 

Region (1:8) nn 
Wilayat (according to Region) nn 
Locality (numbered within Wilayat) nnnnn 
Hilla (for areas with Hilla) nnn 
Census Block (1:n) nn 

Enumeration Area nnnnn 
or 

Crew Leader Area nnnn 

Response Unit Identification 

Establishment serial number (1:nnn within each EA) nnn 

Estahlishment Information 
For all establishments: 

Census building number nn 
Street name or number [not recorded in keyed data] 
Number of sikka or zaqaq nnnn 
Municipal building number nnnn 
Establishment status (operational, temporarily closed, other] n 

For operational establishments only: 
Sector of activity [private, public, other] n 
Principal activity nnnn 
Secondary activity nnnn 
Establishment nationality [Omani, mixed, non-Omani] n 

For operational commercial establishments only: 
•Commercial 	 registration number [12 characters] 
Establishment structure [single. main office, branch] n 
Legal status of establishment [single-owner, partnership, etc.] n 
Number of unpaid employees nn 
Number of paid Omani employees mnnn 
Number of paid non-Omani employees nnnn 
Total number of employees, paid and unpaid nnnn 
Telephone number of establishment nnnnnnn 
Post Office Box number of establishment nnnn 
Postal Code of establishment nnn 
Establishment name [50 characters] 
Major economic activity group [alphabetic] x 

For branch offices only: 
Telephone number of main office nnnnnnn 
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