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[

Qur first progress report has covered the period Sept. 1, 1986 -
Febr., 28, 1987, which were the first six months of the research
project. Following the request of the sponsor we have moved to
reporting from now on along the standard dates, namely at the end of
June and December. Therefore, there is an overlap of three months
between the first and the present report, the next one being due by

the =2nd of December, 1987.

(i) The theoretical tools for ididentifying recharqe and
transmissivity in steady aquifer flow, developed 1in the first
period, have been applied to a 'real life" case, namely to the Avra
Valley aquifer in Arizona. This case has been selected because of
the avaitlability ef abundant tranumlissivity and head messurements
and the possibility to compare results with those obtained by other
researchers. The study has been submitted and published by Water

Resouwrces Journal and it is enclosed herein.
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(ii) The first stage of the collaborative effort has been carried
out during the visit of Dr. Lobo Ferreira from LNEC, Lisbon, in the
period Marckh 17 - April 30, 1987. This extensive visit has been used
in order to familiarize the Portugaese team with the theoretical
tools developed so far in Israel and to apply them tentatively to a
few aquifers in Portugal. A separate, detailed, outline is given in
the enclosed report of the Portugaese team.

(iii) A few contacts of a general nature have been established
between Frof. Dagan and the Portugaesé team during the NATO
Symposium on Groundwater %low, which took place in Lisbon in June,
1987. This short visit was not carried out in the frame of the AID
project. '

We enclose the progress report for the activity of the Portugaese

tteam in the same period.

Gedeon Dagan

Brgeen

FProfessor of Fluid Mechanics



THE ACTIVITY OF THE PORTUGUESE TEAM

HERE ARE THE UFDATIMGS 1O THE ZMND. PROGRE?S REFPORT, FOLLOWIMG
O~ CONVERSSTION FELD TODAY.

IDENTIFICATION OF AOUIFER HYDH&ULIC FRUPERTIES UMDER UNCERTALINM-
YEY Ty InD PROGRESS REPORT, JAMNMUARY 1, JUNE 30, 1937,

DUIRTHG THE & -~ MONTH FERIOQD STARTING JAMUARY L, 1987 THE POR-~

TUGUESE TEAM WORKED MAINLY 1M THE FOLLOWING AREAS:
. COLLECTION AND AANALYSIS OF THE HYDROGEOLOGIC DATA OF FOUR
POTFERS, LUCHTED UNE 1p RIO MATOR AND THE OTHERS M THE AVEIRO
REGIOM. THE FRESEMT SITUATION FOR EACH AGUIFER 1% &S FOLLOWS:
By IO MAIOR AGUIFER.
FOLLUWIMG THE AHALYSIS OF THE DATA COLLECTED DURING JANUAKRY.
FEBRUAIY AMD THE LAST FOUR MONTHS OF (987 THE AGUIFER WGS DI~
VIDED 1M (W0 MELH SREAS: THE HORTHERNM AMD THE SOUTHERN AREAS.
THE DiTa RELATED TO THE FORMER AREA ¥ WAS WORKED OUT DURING
THIS SEMES FER.

L) AYELIND RECION AGUIFERS.

B, UHETACEGUS AUUIFER: THE TRANSMISSIVITY DATA, COLLECTED Du-
FIMG 1967, WeG WOREED OUT. THE RESULTS WERE CONSIDERED SATIS-
FACIUMY . BECAUSE 17T 16 A YERY BEER DEEF AOUIFER FIZOMETRIC
MEmDS A DLEFICULT TO DETAIM GND THE DISCHARGES FROM THIS
ALULFER ARE MOT CURRETLY QUAMTIFIED. THIS SITUATLION § 5 COMS
SIDERED UMSATIGFACTORY. SOME MEW DATA JUST COLLECTED WILL BE
WORKED OUT EY LMEC AMD SOME IMPROVEMUENTS ARE TO [ EXFECTED

UL LG THE MEL T SEMEZGTEIR.

W DGR CUa iRy ADUTFER: THE TRANSMIBEIVITY DATA COLLECTED
SR TR AU BN WeE WURKED OUT DURIMG THIS SEMESTER. THR RESULTS
B THED LHGWED 6 SIGHTFICAMT AMOUNT OF DISCREPAHCIES 1W 1HE

FEOT DT, D WERE NUT REALLZED BEFORE. DURING THE MEXT
CHUSTLR DUTEUTS OF PUMPLNG TESTS (WHICH ARE AT THE HOMEHT [N

ME UMIVERST O OF LARKCELONA, SPAIM) WILL BE RE-AMALYSED 0 LNEC. C/

e
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THE FECLAMATION DF SEVERSL PIEZOMETERS IN THIS ABUIFER, SUGEST
i

By P MEC, Wikl ALLOW FOR A& 20./7. INCREASE IM THE NUMEBER OF HEAD
UBSERVATIGN FOINTS., THIS WeRE WORK WILL HE CARRIED QuUT BY THE
DIRECTURATE GENERAL FOR NATURAL EESDURCES.

ES0 U GUATERNARY ABULIFER: THE HEAD DATA CDLLECTED'FDR THIS
ARLIFER 1S GUITE GO0OD. THE TRANSMIVITIES HOWEVER HAD TO CAL-~
CULATED FROM FERMEARILITY VMaLUES UHTHINED_IH SAMFLES COLLECTED

MEAR THE SOIL. THEIR ACCURACY 1S FOOR AMD THEN VaALUES SHOWED

m

UF TO BE UMRELIABLE FOR FURTHEM AMALYSIS. ALTHOUGH THE UMIVERSIT
OF AVEIRO IS WORKING ON THIS SUBJECT IT 18 UNLIKELY THAT VALUA-
BLE INFORMATIGN WILL BE COLLECTED DURING THE MONTHS TO COME.
DL EACHAMGE OF KMOW=HCOb.
F) DURIHG MARCH AHD AFRIL DR. LOBO FERREIRA, FROM LAEC, WORKED
AT UNIVERSITY OF TEL AVIV WITH PROFESSO GEDEOM & DAGHN AN
MEL VORAH RUBIN. THE WORKING PLAM FOR THE YISIT INCLUDED THE

,
BTULY UF THE THEGRY DEVELOFED BY THE TWO ISRAELL SCIENTISTS,
D ALEG THE APPLICATION OF THE THEORY TO THE DATA COLLECVED
U FURTUGAL. FUR THE RIO MATOR AMD THE AVEIRO ACUIFERS. THE RE-
SULTS WILL £E SUGHITED FOR PUBLICATION, DURING 1988, TO A MAIOK
SCLENTLFIC JUURMAL BMD TO AN INTERMATIOMAL CONFERENCE UM THE
BULIECT .
£) DURLNG TH1S BEMESTER PROFESSOR GEDEUN DRGAN STAYED 1N LNEC
FOR A WEEK TN JUNE.
CoFOLLWWLING THE FIRST VIS1T REPORTED ABOVE COMPUTER CODES WERE
HORMBFERLED FROM THE UNIVERSITY OF TEL AVIV TO LNEC AND WERE
CMRLCHIS D 1 LMEC 6 CUMPUTER SYSTEN . THE MAJORITY OF KNKE
VHE PRUGKAMS ARE NOW FULLY OPERATING IN LNEC. DURING THE MEXRI
SEMESTER THE REMATNING CODES WILL BE TESTED AMD THE CODES RELATED
TO THE UNSTEADY=STATE AHALYEIS AND THE ESTIMATION OF AUUTFER

RECHEARGES WILL B TRAMNSFERED TO LMEC.
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STOCHASTIC IDENTIFICATION OF TRANSMISSIVITY AND EFFECTIVE

RECHARGE IN STEADY GROUNDWATER FLOW: 2. CASE STUDY

by
Y. Rubin and G. Dagan

Dept. of Fluid Mechanics and Heat Transfer, Faculty of Engineering

Tel-Aviv University, Ramat-Aviv, Tel-Aviv, 69978, Israel

ABSTRACT

A first-order analytical solution of the inverse problem for aquifer steady
flow, presented in Part 1 [Rubin & Dagan, this issue], is applied to the Avra
Valley aquifer {Clifton & Neuman, 1982]. First, the parameters characterizing
the statistical structure of the logtransmissivity (Y) and water-head (H)
fields are estimated by a maximum likelihood procedure. The results for Y are
in good agreement with those of Clifton and Neuman [1982], in spite of the
different methodologies. The incorporation of head measurements is shown to
have definite advantages In reducing the estimation variances of Y-paramecers,
Next, the best estimates of Y at various polnts are obtalned by simultaneous
conditioning on the measurements of Y and H. It is shown that a substantial
reduction in the variance of the conditioned Y is achieved by accounting for H
measurements, jusfifying a-posteriorli the solution of the inverse problem.
Finally, the effective recharge, which is assumed to be unifor;m, but random, is
estimated as part of the process. Although the latter is relatjvely small for
Avra Valley, it might be a parameter of considerable interest in other cases.

Further applications of the methodology are suggested.



1. INTRODUCTION

A solution of the jdentification ( or inverse) problem in steady groundwater
flow has been presented in two recent articles. The basic theoretical
approach, in the spirit of the study of Kitanidis & Vomvoris [1984], 1is
outlined in Dagan [1985]. The approach is further extended and generalized in
the first part of this sequence [Rubin & Dagan, this issue] refered here as RD
for briefness.

The maln distinctive feature of the present approach is jits analytical
nature, as compared to previous stochastic models which rely heavily on
numerical schemes (e.g. Neuman [1979], Clifton & Neuman, denoted CN for
brevity [1982], Hoeksema & Kitanidis [1984]). Closed form, simple, analytic
the

expressions are obtained in RD for T the head variogram, and for C

Y~HI
They are

H?
logtransmissivity-head cross-covariance, for a given exponential Cy.
derived from a first order approximation of the equations of 3teady flow in an
unbounded aquifer and are expressed in terms of a vector 8 of unknown
parameters. Two additional features of RD are: the method is capable of
identifying the effective natural recharge R, which is considered to be a
random variable, and the estimation of ] is assoclated with uncertainty, which
is Incorporated in the prediction of the logtransmissivity field. The detailed
steps required for'implementation of the method are presented in RD, Sect. U,
and are not repeated here.

The aim of this part is to subject the method to the acid test of a real-
life case, {lluminating various aspects and problems associated with its

implementation. A proper setting for this purpose was found at the Avra Valley

aquifer in Arizona, U.S.A, which has served as a case study in a few previous
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artlcies. A detailed description of the aquifer hydrogeology may be found in
Clirton [1981] and CN [1982], who applied to it the methodology first outlined
in Neuman et. al. [1979]. Additional studies, relying in part on Clifton's
[1982] data, were conducted by Hoeksema & Kitanidis [198#], Neuman & Jacobson
[1984] and Nelson et al [1985]. Our choice of the same aquifer has been
motivated by the abundance of measurements and their availability on one hand,
and the possibility to compare the present results with the ones obtained
previously by a different methodology.

The plan of the paper is as follows: in section 2, some aspects concerning
the parameters' identification method are elucldated. Section 3 discusses a few
differences between the current method and CN's, which will later serve as a
reference for some of our results. In section 4 the specific model for Avra
will be presented, followed by results in section 5, and a brief summarizing

discussion in section 6.

2. Properties of the maximum-likelihood estimators.

Following the met“odology developed by Kitanidis & Vomvoris [1983], the
estimate of the vector of parameters 6, as well as the associated estimation
error covariance matrix g, are obtained by applying a maximum-likelihood
procedure (MLP). The MLP, unlike the least-squares or weighted least-squares
methods, requires 'defining first the probability distribution function of the
errors of estimation, l.e. the likelihood function. The latter may be quite
general and apply to situation in which the error structure may be very
complicated, non-linear or event-dependent (see Troutman, 1985). Another work

which employs the maxinium-likelihood principle in the context of the inverse

problem is that of Carrera & Neuman [1986].
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Although it seems that the question of selecting a best identification method
does not have a clear-cut answer, MLP has some definite advantages. Thus, in
order to compare it with the least-squares method, it is worthwhile to mention
the fouw common assumptions underlying the latter (Troutman, 1985): (i) the
errors are statistically independent of the prediction and are of identical
distribution; (ii) they are statistically independent of each other; (iii) the
errors have zero mean and rinite variance; (iv) the errors are normally
distributed. In contrast, if any of these assumptions is violated, the MLP can
ar~ount for it explicitely. Similarly, Bard (1974, p.57) states that in the case
of a linear model, or if the number of observations is large and the errors
are normally distributed, the welighted least-squares (WLS) method display some
optimal properties. In the general case, however (nondnormal distribution or
non-linear model, or when the number of observations is relatively small),
optimal properties of WLS cannot be proven and MLP may be more advantageous.
Furthermore, at the stage of post-calibration checks, the MLP, being based on
an outright statistical model, enables to employ some simple well-known
procedures for that purpose. In the WLS case, however, strong consistency of
the estimator and the presence of a large sample are required in order to
establish the normality assumption.

MLP estimators have some features which are particularly important in our
case: (1) they are asymptotically efficient and best asymptotically normal
estimators; (ii) tHey are consistent estimators; (iii) a unique feature, which is
particularly advantageous in light of the log-transformation commonly applied
to transmissivity data, is invariance. That is, optimality of any MLP parameter

applies also to any one-to-one function of that parameter.
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3. A comparison of the present method with Clifton & Neuman [1982].

Since Wwe are going to compare our results for the Avra Valley aquifer wiln
those of CN, the last being representative of a different approach, it is
worthwhile to recapitulate first a few differences of principle in

met hodol ogy:

(1) The solution of CN is based on the minimization of an objective function
which combines two criteria. The first criterion measures the closeness of the
model numericall y-derived heads to the measured heads. The second measures
the fit of the predicted T-field to an a-priori given one, obtained by kriging.
This is equivalent to a simultaneous identifjcation of Hj, Ty (i=1,.....,N), where
N is the number of nodal points in a predetermined finite element grid, by WLS
applied to measurements. The relative weight given to each criterion is chosen
arbitrarily a-priori, with judiclous corrections later. It was pointed out by
Sun & Yeh [1985] that some instability may occur in such a procedure depending
on the size of N and on the location of the nodal points (the last point is
usually refered to as the problem of zonation), In contrast, the present
method, following Kitanidis & vomvoris [1983] and Hoeksema & Kitanidis [198U4]
aims to estimating and validating a stochastic model through MLP based on
measuremnents. This model is later used to identify the areal distribution of H
and T. '

(1) The equation of flow is incorporated into the scheme of CN by a
numerjcal procedure, defining the model fit criterion. In the present approach,
however, the flow equation serves to fully characterize the joint Y,H spatial
random field through its statistical moments. CN thus offer the advantage of

generality and flexibility, whereas the present analytical method has some
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basic limitations., It should be realized, however, that the a-priori defined
zonation in the numerical scheme, is not necessarily optimal, and may suffer
from rank deficiency as N equals the number of measurements. Furthermore, as
pointed out by Dagan [1985], zonation creates a numerical correlation scale of
the order of the dimension of the =zone. The alteration of the actual
correlation structure may be avolded by increasing N, which might incur a heavy
computational effort.

(1i1) In the present model, well established statlstical validation tests are
employed by taking advantage of the a-priori postulated error structure in the
MLP. CN, on the other hand rely on the trial-and-error method of cross
validation of the model.

(iv) As mentioned before, the present method accounts for the impact of the
variance of estimation of various parameters on the conditional variance of the
logtransmissivity B’ic (RD eq.32). In contrast, the parameters characterizing
the statistical structure of Y are assumed to be deterministic in CN.

(v) simjlarly, the present method accounts for the presence of an effective
recharge R al;ld its randomness, which are not considered by CN because of its
presumed negligible magnitude. It has been shown, however (see RD figs. 1,2)
that even a small recharge may have a large impact on the head correlation
structure, especially at large separation distances. It is felt that neglect of
R should be justified only a-posteriori, by analysing the head measurements.

i, Details of methodology applied to the Avra Valley aquifer.

The measured data available for Avra Valley are 106 transmissivity values
from wells scattered irregularly over the aquifer (see Fig.2 in CN and Table

C-2 in Clifton), as well as 98 water heads ( Fig.1 in Neuman & Jacobson, Table
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D-1 in Clifton). These measurements, i.e. Y; (i=1,....M, M=106) and Hj
(j=M+1,....,N, N=204), and their location, constitute the needed data base. It
was proposed in CN to subdivide the aquifer into two reglions, north and south
(CN, Fig.6)., because the transmissivity in the northern part is significantly
higher on the average than that of the southern part. For the purpose of
comparison, we adopted this subdivision in our study as well. It is pointed,
however, that this subdivision is not essential as the logtransformation of Y-
data diminishes significantly the relative variability of the sample. From a
comput ational point of view however, large computers are needed to invert the
matrices of the order of the above N.

Hence, our alm is to ldentify the logtransmissivity Y(i) of the aquifer, as
well as the effective recharge R and this task is performed separetely and
simultaneously for the two subregions of the aquifer. First, the parameters
which constitute the vector 8 are selected: (1) 6, =my, the logtransmissivity
constant expected value; (i1) the three parameters characterizing directly the
autocovariance Cy (RD, eq.?O). and {ndirectly FH (RD, eq.‘.l9) and CYH (RD, eq.‘.l6),
namely 8,=w, 6,=G;, and 6,=1, denoting the nugget, the correlated residuals
variance and the integral scale respectively, and (iii) the five parameters
characterizing the head quadratic trend, (RD, €q.12) namely Bs=Jo,x 1686=Jo,y» the
Cartesian components of the head gradient at the origin, and 6,=c,,, 8=2c,, and
84,=C,, the coefficients of the quadratic trend in RD, eq.12.

For each part df the aquifer the observations vector Is defined by

Yy 1=1,..... WM
Zi= (1)
hj -hy f=M+1,...,,N-1
where hj=l{J—<Hj>, HJ- being the measured head and <HJ> its expected value (RD,

eq.12). Head residual increments are adopted for theoretical reasons discussed
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in RD, namely that h has a well defined variogram.
The next step is the derivation of the optimal vector & which maximizes the

Gaussian likelihood function

=(N-1) R

2" 5
L=p(z | 8)=(2) la | (2)exp[- (;—) (g—<_z_>)T Q! (§—<§>)] (2)

where g (a double underline denotes matrices) is the covariance matrix of the

order (N-1)(N-1) defined as Qij=<Z;23|§>. In eq.(2):

8, 1=1,...,M
<Zi>=
0 J=M+1,...,N
=.' Cy(ii'ij) ipjs?'co-,M
|
(22> = { Cp(x;x)Cyp(x %) 1=1, ., M J=M+1, .., N-1 (3)

FH(iyln)”FH(lyiN)'FH(."_i-X_J) S EL AR PRTEI g

Hence, L (2) depends in a complex and strong nonlinear fashion on § directly

through the functi'ons c,,C and T, in (3) and indirectly through the averages

Y YH H

<H> and <¥>, The MLP in our case was carried out using a gradient-based
iterative method. There are some well-documented computer programs available

for that purpose, and we shall not dwell on this aspect of the solution.



- 9 -
The outcome of the MLP is the estimate £) of 9 with its associated estimation
error covariance matrix L. ) is called the Cramer-Rao lower bound (Schweppe,
1973 pp.374) or the information inequality and it is computed simultaneously

~

with the optimal estimator . I Is the inverse of the matrix B, where

Bij=E[a—%j—(§%7ln L):], B being the Fisher information matrix, and B—? Is the
X J = =

asymptotic estimator of L.

At this stage the recharge R can be inferred (RD, q.33) and also an analysis
of the statistical significance of the results can be carried out (see, for
example- Sorooshian & Gupta, 1985 or Bard, 1974 who sugiested to employ
response surface techniques. This can be carried out straightforwardly based
on the Fisher information matrix).

The last step towards identifying the normal Y at a generic point % is to
calculate the conditional estimator §c(_>g) (RD, eq.31) and the best estimate of
the variance ¢%¢ (RD, eq.32). These require computing the coefficients Ay, i

Y
A (RD, eq.30) and i, Hik (RD, Appendix B).

5. Results

(i) Estimation of o

The derivation of _é: and 5 can be carrled out in three stages of 1ncr‘easin3
'

complexity, as outlined in RD Sect.ly. The simplest mode is the one in which

only 8; (i=1,..,4) are determined, by applying MLP to Y; only, no use being made

of head measurements and flow equations. Accurate estimates may be obtained if

a large number of measurements, evenly distributed in separation distanres

between points is available. However, in the typical field situation in which T
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measurements are scarce, this mode is less effective than the solution of the
inverse problem, discussed in the sequel.

The next mode is the one in which only the measurementc HJ (=M+1,...,N) are
used in order to identify 6; (i=3,...,9). This can be done in absence of T
measurements, in order to verify the consistency of the model by comparing
statistical mcments derived separetly from Yj and Hj and in the case in which
the Y statistical structure is given and only 6; (i=5,..,9) are to be identified.
Furthermore, knowing the values of & (i=3,..,9) suffice in some cases to carry
out some calculations leading to the prediction of the migration of solutes. As
mentioned above, a good agreement tetween mode 1 and 2 is indicative of the
suitability of the flow model with its underlying assumptions to the case at

hand . It is emphasized that 6,=m, cannot be inferred on this basis, as it is

Y
well known from previous studies of the inverse problem. Finally, mode 3, in
which T and H measurements are used jointly in order to identify & (i=1,...9),
is the most comprehgnsive, taking maximum advantage of available data. The
structure of three modes is summarized in Table 1. |

In Table 2 we present the results of the MLP for Avra Valley aquifer for the
Y parameters, as well as those of CN. The latter estimated 6, by a geometric
mean, while estimates for the other parameters were obtained by a curve-
fitting between measurements and a semi-spherical Y variogram.

Table 2 reveals a few point of interest: (a) The estimation of 6 is indeed
associated with urdcertainty as demonstrated. by the values of Lji; (b) Mode 3
procedure, as might be anticipated, is generally favorable in most cases, since
it leads to smaller values of Ljj. (c¢) It is evident that @, is statistically
the soundest parameter, as might be revealed by a t-ratio test. Other 6;

(i=2,3,U4), on the other hand, are more susceptible to error. The fact that the

MLP estimates for 6, and 6; (i=5,..,9) converged to the same values at both
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mode 1 and 3 and mode 2 and 3 respectively leads to the conclusion that g
(i=2,3,4) constitute a somewhat flat joint responsessurface around the global
optimum. That is to say, the optimal value of L (Eq.2) is less sensitive to 6
(1=2,3,4) than to the other parameters. The flateness of the response surface
is associated with small second derivatives, which lead to relatively large
variances when inverted.

It was found, however, that at the stage of conditioning, the single most
influential term in L on Bz’g(i) is ):n. Therefore, the estimation error
associated with 8; (i=2,3,4) constitutes only a minor problem.

(d) There are some discrepancies between the present results and those of
CN, but the overall agreement is fair in view of the different computational
schemes.

() Ijj of the various parameters change of course when estimated by
different modes with a possible trade off in between., The comparison of the
efficiencies of different modes is not a trivial matter, since it cannot be

Judged simply bty inspection of the various Ljj. One possible approach is to map

2. C

the generalized variance '6; and to compare the overall performance of the
modes. The result, however, might be inconclusive if ¢, is underestimated by
mode 1. This strategy will be elaborated in the sequel.

Anocther answer may be found in the realm of Information Theory. Measuring
the wuncertainty 1* associated with some p.d.l. p(_z_ | g) was suggested by
Shannon [1948] ahd his formulae |is cons;idered to be a unique measure.
Modifying Shannon's I for the case of a multi-variate-normal p.d.f. yields
I*=log|| || (see Bard, 1974) and information is gained upon minimizing I*
Some figures obtained by employing Shannon's technique are summarized in Table

3. These figures show that mode 3 is invariably favorable as far as reducing

the uncertainty associated with the estimation of 8, strengthening the clalm
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that incorporation of head measurements has a beneficial effect upon parameter

identification.

2

Y
applicability of the first-order approximation to the equations of flow. This

(f) Last not least, the moderate values of e,=5 confirm a-posteriori the

also suggests that a full numerical scheme, which can supposedly cope with

2

larger GY

, 18 not really needed in this case.

(11) Computational aspects.

Some steps may be taken in order to expedite and ensure convergence of the
MLP procedure: (a) initialization of 8. Every non-linear search technique is
based on some initial set of values for 6. Our experience has showed that
and T

regressing C on the raw Y and H variogram respectively supply a good

Y H
starting point. However, although L (Eq.2) is generally a convex and smooth
function, different initial values for 8 should be tried to ensure global
convergence; (b) it is recommended that upper and lower bounds be placed on
variables whenever sensible values are known (see for example Hoeksema &
Kitanidis, 1984). This makes a problem easier to solve, since they confine the
solution to a smaller region. However, when some constraint is found binding,
it should be relaxed; (c) in case of large N, the inversion of Q in (2) may

require a degree of precision that is beyond the limit to some computers. In

this case it was fbund that scaling of the terms in _9 may be beneficlal.

(111) The identification of the logtransmissivity field.

We present now the maln results of the analysis, namely the

logtransmissivity field Yc, which has been evaluated in two stages: (i) Stage 1
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in which ¢ is derived by mode 1 of Table 1 and Y((:>_(_) is conditioned only on
measwements of Y (RD, eq.31, with ujsO) similar to kriging; (ii) Stage 2, in
whi ch 8 is derived by mode 3 of Table 1 and Yc I1s conditioned on both Y; and HJ
(RD, eq.31), which is similar to cokriging.

In order to draw maps of Yc,the latter has been computed at the nodes of a
grid repetitively. It is emphasized, however, that the 1.h.s. of RD Eq.27-29 has
to be computed and inverted only once for each subregion, thus reducing the
computational effort considerably. The results of the two identification
procedures are illustrated in Fig.1 and 2. (graphical results are presented for
South Avra only, similar results and findings were obtained for North Awa).

The influence of head conditioning upon Yc may be assessed by comparing
Figs.1 and 2. It can be also evaluated by representing the frequency of ?c
values in a histogram (Fig.3). Although Fig.3 does not tell anything about the
location at which Yc may be found, it is indicative of the impact of the full
inverse problem upon identification of transmissivity.

The present results of Fig.1 and 2 have been compared with those of CN
Figs.9 and 15, showing fair agreement in general.

The next major step is the computation of the variance '62;: (RD eq.32). This
has been carried out in four stages: (i) by mode 1 of Table 1 with §
deterministic (RD, eq.26,32 with Uj=0 and £=9_), corresponding to the usual
kriging procedure, see fig.U; (i1) the same with L[ taken into account, by the
procedure of RD Séct.3 (RD, eq.26, 32, with uy=0 }, see fig.5; (iii) by mode 3
of Table 1 with @ deterministic (RD, eq.26, 32  with L=0) see fig.6 and (iv)
the same, with I taken into account, see fig.7. Inspection of Figs. U-7
reveals that the impact of head conditinning in reducing the logtransmissivity

variance was evident whanever applied, Its influence is moderate along zones

displaying heavy concentration of T-measurements, and is more evident in zones
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lacking T-measurements. As might be expected, the sum of 6,, 8, and E,; which
is equal to 0.33 in south Avra creates an upper limit on EZ’YC.

As already mentlioned, the major benefit of solving the inverse problem for
transmissivity, as compared to conditioning (i.e. kriging) on transmissivity
measurements only, resides in the assumed reduction of the prediction variance
(for a thorough discussion see Dagan, 1985). To assess this benefit in the
present case we have represented histograms of Ez,yc by the four computational
models mentioned before in Fig.8 . Examination of Lhis figure reveals that: (i)
the variance of estimation of various parameters has a definite impact on 0;2’0
which is otherwise underestimated and (ii) incorporation of head measurements
definitely reduces the 1logtransmissivity variance. Similar results were
obtained for North Avra. Thus, even in the case of a large amount of T
measurements as is evidently the case in Avra Valley, incorporation of H
measufements is advantageous in reducing uncertainty associated with the

prediction of T. This demonstrates convincingly the usefullness of solving the

inverse problem,.

(111) Identification of effective recharge and of quadratic trend

The MLP estimation of 6; (i=5,...,9) are summarized in Table 4. These results
serve to estimate the recharge through Eq.33 in RD, whose values are also
given in Table 4, !

Before discussing the outcome, it is worthwhile to remind that a possible
use of the results for <H> is to draw the maps of head H by conditioning the
latter on both measurements of Y and H. This is part of the direct problem

(pagan,1982) which is not discussed here.
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CN assumed the absence of natural recharge though some indications may be
found in Clifton [1981], about the existence of recharge of meager magnitude.
The sources of recharge listed are mountain front recharge and stream-channel
recharge amounting to 18000 acre-feet per year according to some estimates.
According to other mentioned studies, the recharge is negligible. As to
discahrge, during the relevant year a quantity of 10,000 acre-feet of water
was pumped out.

Our resulis for }; indicate to the existence of discharge, although quite
small. This may be explalned by the possible existence of other sources of
discharge beside pumpage, like evapotranspiration or underflow through the
boundaries, The total discharge sums up to approximately 27000 acre-feet per
year over the entire Avra Valley aquifer. The likelihood-ratio test may be
employed to conduct a simple-hypothesis testing regarding CN assumption of ;{=0
as null-hypothesis, The null hypothesis may be rejected with a level of
significance o=1% by |R|[>3085 for North Avra and |R|>820 for South Avra (in
acre-feet per year). Thus our results indicate that the null hypothesis may be
rejected on quite safe ground. Although ’}‘? is relatively small in the present
case and compatible with CN's assumption, it is Important to incorporate it in
the process of cdetrending of head measurements. Our experience has shown that
a head variogram that assumes a-priori the absence of recharge (see Eq.lde in
Dagan [1985]) leads to an overestimation of ©, and @,, as well as to some bias
in the head trend' parameters. The smallnesé of }{ in the present case should
not deter from pursuing its identification in the many cases in which }; mi.ght
be the parameter of major concern. A r‘ef‘inement.of‘ the areal distribution of }A?

may be achieved by further subdivision of the aquifer, subjecting then each

zone to either mode 2 or mode 3 identification procedures.
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6. Summarizing discussion and conclusions.

A method to solve the inverse problem is suggested. Its alm is to provide a
quick and inexpensive mean to estimate the transmissivity field and the
er[‘ectl‘ve recharge, which may also te used as a preliminary estimate in those
cases in which the assumptions underiying the method are not met.

Herzwith a few advantages of the solution:

(i) Conceptual simplicity. A stochastic model is suggested, based on three
common basic assumptions: Y is a normal random space function, the aquifer is
unbounded and a first-order approximation of the flow equation is adopted.

(i1} Easy to implement. The solution requires only a non-iinear minimization
algorithm, which is offered as a ready-made package by almost any mainframe
computer library, like IMSL.

(111) Computationally efficient. There is no need to carry out a costly
numerical solution of the flow equation, which was solved analytically. The
application of the method to Avra Valley led to consistent results, agreeing in
general lines with those obtalned previously by a numericall method. A
solution can also be carried out for only a part of the aquifer, estimating
Y(x) at some location without solving for the whole aquifer.

(iv) Unbiased estimation of the error of prediction. The vector of parameters ©

is considered random, and its variance is acconted for {n 02;? based on a

first-order approximation of YC(X_) in 8'. '
(v) Validity check., An a-priori postulated error structure enables to conduct
post-calibration validity checks.
(vi) Estimation of the effective recharge. The recharge 1s considered to be a
random variable, and its variance of estimation is also given.

The solution's maln limitations are:

(1) The requirement 'o';<1 (see Dagan, 1985) is the most fundamental one,
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preventing its application to cases of large variability. In the latter cases,
the requirement may be satisfied sometimes by concentrating on small zones,
risking insufficiency of data.

(i1) The assumption of unbounded aquifer. This assumption, adopted in order to
simplify the analytic solution, is underlaln by the requirement that the
aquirer"extent is much larger than the logtransmissivity integral scale, It can
be clrcumvented though, by conditioning the head by a series of points for
boundaries of glven head, or by Images of measurements points for a boundary
of given discharge. It is emphasized that many times boundaries and boundary
conditions are pourly defined, and regarding the aquifer as a part of a much
larger one may be a sound approximation in any case.

There are additional possible applications of the method 1ljike: (1)
Computation of block values. The algorithm for that p\;rpose is glven in Dagan
[1985]; (ii) Estimation of the head field by unconditional probability (RD,
eq.12) or by conditioning on Y, H measurements or cokriging (by formulae
similar to RD, eq.31); (iii) Developing a scheme for variance reduction by
additional measurements. Since the estimation of Ay and uj is based on the
inverted covariance matrix of observations, it is possible to use it in order
to locate the points which are the most beneficial as far as reduction of

variance is concerned.
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Figure captions

Figure 1- Contour map of transmissivity obtained by mode 1, South Avra (in
ft2/day)
Figure 2- Contour map of transmissivity obtained by mode 3, South Avra (in
ft?/day)

Figure 3- Hystogram of the conditional Y, South Avra.

Azc

Figure U4- Contow map of the conditional variance ¢,

y obtained by mode 1,

South Avra.

~2 C
Figure 5- Contour map of the generalized conditional variance o'Y obtained by

mode 1, South Avra.

~2

c
Figure 6- Contour map of the conditional variance UY' obtalned by mode 3,
South Avra.

~2.Q

Figure 7- Contour map of the generalized conditional variance .

y obt ained by

mode 3, South Awvra,
Figure 8- Hystogram of variance of estimation of Y .in South Avra: (a) the

a2 ~2.¢
conditional variance o ;,c (b) the generalized conditional variance o 'Y



Mode

Table 1

Summary of parameters and data base for modes 1 5 3

Sample Data

Y1 (i=1,...M)

Hj(j=M+1,...,N)

Yi(inl,...,M);HJU=M+1,...,N)

Parameters in g

2
<Y>;'5Y:W;I
2

BervI;J J H

0,x'" 0,y

2
<Y>;Gy:w;I;Jo X;J
’

C1iC12iC2

0,y €111€12:C22



paramelers B, = <y> 0= 93-65 6, =I(miles)
Zone met ho 81 L‘” 82 22'2 ;3 233 Su Euu
N 8.88 | NA 0.55 NA 0.21 NA 2.25""  m
South Mode-1 8.61 0.04 0.07 0.008 0.29 0.022 1.29 0.99
Avra MODE-2 - - - - 0.U6 0.037 1.20 0.32
MODE--3 8.73 0.039 0.05 0.004 0.29 0.01n 1.21 0.18
North N’ 9.07" | ma 0.17 NA 0.21 NA 2.25"*"  Na
Avra MODE~1 9.91 0.026 0.03 0.007 0.33 0.017 0.99 0.31
MO DE-2 - - - 0.32 0.12 3.88 1.29
MODE-3 9.80 0.018 0.0 0.007 0.31 0.008 2,42 0.28
* based on Y - data only
Ll by geometric mea?

LA based on linear integral scale for semi~spherical variogram

NA -~ not available

Table 2 - Results for 61(1-1,...,13)




Mode

Parameters 1 2 3
~NORTH =2.21 —0. 81 =2. §u
3,4
SOUTH -1.66 -1.92 -2.74
NORTH -3.73 - ~3.89
1,2 '
SOUTH -3.49 - -3.80
NORTH ~6.00 - _6.54
1’21 3'“
SOUTH “5.15 - -6,59
NORTH - -4, 82 ~8.01
3-9 .
SOUTH - ~5.03 ~6.52
table 3 - Shanon's measuremen! of information

I* tor several groups of parameters.
]



1 1
Porameter 95-.1 é'i 96'J<(>,>)< 97(2) 08(2) 99(2) Rechorge
° - - - - (3 () vﬁ ,‘4
95 ):55 B¢ ’:66 97 ):77 8g ):88 99 ):99 R R (R)/R
NORTH -y,3 10,i918.09 { 0.32 -0.61 | 0.047| -0.77 | 0.02u| -0.31 | 0.063]|] -0.6-10-3 | ~19,800| 0.15
SOUTH =0.5 |0.88 |13.83| 0.51 [0.71 | 0.23 | -0.77 | 0.00 | ~0.66 | 0.04 0.31-10°3 7,145 0.17

(1) in feet/mi

(2) in t‘eet,/ml2

(3) in feet/day

(4) in acre-feet per year,

(5) Obtained by mode 3.

Close results were obtained by mode 2,

Table 4 ~ The quadratic trend parameters and the corresponding recharge.
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(a) HYSTOGRAM OF THE CONDITIONAL VARIANCE &7(x) Z=0
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(b) HYSTOGRAM OF THE GENERALIZED VARIANCE G'iix1 2¢O
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