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AID PROJECT DPE-G-SS-6006-00 

"IDENTIFICATION OF AQUIFER HYDRAULIC PROPERTIES UNDER UNCERTAINTY" 

SECOND PROGRESS REPORT 

FOR THE PERIOD JAN. 1 - JUNE. 30, 1987 

Our first progress report has covered the period Sept. 1, 1986 -

1987, which were the first six months of the research 

project. Following the request of the sponsor we have moved to 

reporting from now on along the standard dates, namely at the end of 

June and December. Therefore, there is an overlap of three months 

between the first and the present report, the next one being due by 

the end of December, 1987. 

(i ) The theoretical tools for identifyinq recharqe and 

transmissivity in steady aquifer flow, developed in the first 

period, have been applied to a "real life" case, namely to the Avra 

Valley aquifer in Arizona. This case has been selected because of 

the ~Y~ll~bility ~f AbundAnt trMn~mi~wiYitv And h~~d mw~~ur~m~nt~ 

and the possibility to compare results with those obtained by other 

researchers. The study has been submitted and published by Water 

Resources Journal and it is enclosed herein. 
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(ii) The first stage of the coilaborative effort has been carried 

out during the visit of. Dr. Lobo Ferreira from LNEC, Lisbon, in the 

period March 17 - April 30, 1987. This extensive visit has been used 

in order to familiarize the Portugaese team with the theoretical 

tools developed so far in Israel and to apply them tentatively to a 

few aquifers in Portugal. A separate, detailed, outline is given in 

the enclosed report of the Portugaese team. 

(,i i i ) A few contacts of a general nature have been established 

between Prof. Dagan and the Portugaese team during the NATO 

Symposium on Groundwater Flow, wbich tocik place in Lisbon in June, 

1987. This short visit was not carried out in the frame of the AID 

project. 

We enclose the progress report for the activity of the Portugaese 

team in the same period. 

Gedeon Dagan 

~~ 
Professor of Fluid Mechanics 
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STOCHASTIC IDENTIFICATION OF TRANSMISSIVITY AND EFFECTIVE 

RECHARGE m STEADY GROUNDWATER FLOW: 2. CASE STUDY 

by 

Y. Rubi n and G. Dagan 

Dept. of Fluid Mechanics and Heat Transfer, Faculty of Engineering 

T el-Avj v University, Ram at -Avj v, Tel-A vi v, 69918, Israel 

ABSTRACT 

.J ') 

A first-order analytical solution of the inverse problem for aquifer steady 

flow, presented in Part 1 [Rubin & Dagan, this issue], is applied to the Avra 

Valley aquifer' (Clifton & Neuman, 1982J. First, the pari'lmeters characterizing 

the st.ati sti cal structure of the 1 ogtransml sst vity (Y) and water-head (H) 

fields are estimated by a maximum likelihood procedure. The results for Yare 

in good agreement with those of Clifton and Neuman [1982], in spl.te of the 

different methodologies. The incorporation of head measurements is shown to 

have definite advantages In reducing the estimation variances of Y-paramec.ers. 

Next, the best estimates of Y at vi'lrious points are obtaIned by simultaneous 

conditioning on the measurements ':.Ii Y and H. It is shown that a substantial 

reduction in the variance of the conditioned Y is achieved by accounting for H 

measurements, justifying a-posteriori the solution of the Inverse problem. 

Finally, the effective recharge, which is assumed to be unIforfll, but random, is 

estimated r.JS part of the process. Although the latter is relatively small fur 

Avra Valley, it might be a parameter of considerable interest in other cases. 

Further applications of the methodology are suggested. 



1. INTRODUCfION 

A solution of the ldentification ( or inverse) problem in steady groundwater 

f1 ow has been P'" es ente din two re cent ar ti cl es. T he basi c t heor ell. cal 

approach, in the spirit of the study of Kitanidis & Vomvoris [198lJ], is 

outlined in Dagan [1985]. The approach is further extended and generalized in 

the first part of this sequence [Rubin & Dagan, this l.ssue] refered here as RD 

for briefness. 

The maln distinctive feature of the present approach 1s Hs analytical 

nature, as compared to 

num eri cal schem es (e.g. 

previous stochas ti c models 

Neuman [1979], Clifton & 

which rely h€:avily on 

Neuman, denoted CN for 

brevity [1982], Hoeksema & Kitanidis [198lJ]). Closed form, simple, analytic 

expressions are obtained in RD for r
H

, the head variogram, and for C
YH

' the 

logtransmissivJ.ty-head cross-covariance, for a given exponential Cy • They are 

derived from a first. order approximation of the equations of '~teady flow in an 

lUlbounded aquifer and are expressed in terms of a vector e of unknown 

parameters. Two additional features of RD are: the method is capable of 

identifying the effective natural recharge R, which is considered to be a 

random variable, and the estl mation of ~ is associated with uncertaf.nty, which 

is incorporated in the prediction or the logtransmissivlty field. The detailed 

steps required for' 1mplementation of the method are presented in RD, Sect. 4, 

and are not repeated here. 

The aim of this part is to subject the method to the acl d test of a real.., 

life case, ill umJnatl ng various as pects and probl ems associ ated with its 

implementation. A proper setting for this purpose was found at the Avra Valley 

aquifer in Arizona, U.S.A, whJ.ch has served as a case study In a few previous 
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articles. A detailed description of the aquifer hydrogeology may be found in 

Clifton [1981] and CN [1982], who applied to it the methodology first outlined 

in Neuman et. al. [1979]. Additional studies, relying in part on Clifton's 

[1982] data, wel'e conducted by Hoeksema & Kitanidis [19811], Neuman & Jacobson 

[1984] and Nelson et al [1985]. Our choice of the same aquifer has been 

motivated by the abundance of measLD'emeilts and their availability on one hand, 

and the possibility to compare the present results with the ones obtained 

previously by a different methodology. 

The plan of the paper i5 as follows: in section 2, some aspects concerning 

the parameters' identification method are elucidated. section 3 discusses a few 

differences between the current method and eN's, which will later serve as a 

reference for some of our results. In section 4 the specific model for Avra 

will be presented, followed by results in section 5, and a brief summarizing 

disc ussion in section 6. 

2. Properties of the maximum-likelihood estimators. 

Following the met1odology developed by Kit.anidis & Vomvoris [1983], the 

estimate of the vector of parameters .!!.' as well as the associated estimation 

error covariance matrix E, are obtained by applying a maximum-likelihood 
= 

procedure (HLP). The HLP, unl i ke the leas t-squares or wei ght ed leas t-squares 

metr.od'5, requires 'defining first the probability distribution function of the 

errors of estimation, i.e. the likelihood function. Ttle latter may be quite 

general and apply to situation in which Lhe error structtre may be very 

complicatp.d, non-linear or event-dependent (see Troutman, 1985). Another work 

which employs the maxlli1um-likelihood principle in the context of the inverse 

problem is that of Carrera & Neuman [1986]. 
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Although it seems that the question of selecting a best identification method 

does not have a clear-cut answer, MLP has some definite advantages. Thus, in 

order to compare it with the least-squares method, it. is worthwhile to mention 

the four common assumptions underlying the latter (Troutman, 19851: (1) the 

errors are statistically independent of the prediction and are of identical 

distribution: (ii) they are statistl.cally independent of each other: (iii) the 

errors have zero mean and finite variance; (iv) the errors are normally 

distrjbuted. In contrast, If any of these assumptions Is vIolated, the HLP can 

ar"ount for it explicltely. Similarly, Bard (197~, p.57) str.ttes that in the case 

of a linear model, or if the number of oooervations is large and the errors 

are normally distributed, the weighted least-squares (WLS) method display some 

optimal properties. In the general case, however (non-lnormal distribution or 

non-linear model, or when the number of observations is relatively small), 

opUmal properties of WLS cannot be proven and MLP may be more advantageous. 

Furthermore, at the stage of post-calibration checks, the HLP, being based on 

an outright statistical model, enables to employ some simple well-known 

procedures for that purpose. In the WLS case, however, strong consistency of 

the estimator and the presence of a large sample are required in order to 

establish the normality assumption. 

MLP es ti mat ors ha ve some feat ur es whi ch ar e p3rti cul arl y import ant in our 

ca'le: (1) they are asymptotically efficient and best asymptotically normal 

estimators; (11) tHey are consistent estimators; (11i) a unl que feature, which is 

particularly advantageous in light of the log-transformation commonly applied 

to transmissivity data, Is invariance. That is, optimality of any MLP parameter 

applies also to any one-to-one function of that parameter. 
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3. A comparison of the present method with Clifton & NelUTlan [1982]. 

Since we are going to compare our results for the Avra VaHey aql'iier" wiLil 

those of CN. the last being representative of a dl.fferent approach. it 1s 

worthwhile to recapitulate first a few differences of princi.ple in 

met hodol 08Y: 

(1) The solution of CN is based on the minimization of an objective function 

which combines two criteria. The first criterion measures the closeness of the 

model numerically-derived heads to the measured heads. The second measures 

the fit of the predicted T-field to an a-priori given one. obtained by kriging. 

This is equivalent to a slmultaneous identification of Hi' Ti (j=1 ••••••• N). where 

N is the number of nodal points in a predetermined finite element grid. by WLS 

applied to measurements. The relative weight glven to each criterion is chosen 

arbitrarily a-priori. with judicious corrections later. It was pointed out by 

Sun & Yeh [1985] that some instability may occur in such a procedure depending 

on the size of N and on the location of the nodal points (the last point 1.s 

usually refered to a'3 the problem of zonation), In contrast, the present 

method, following Kitanidls & Vomvoris [1983] and Hoeksema & Kitanidis [1984] 

aims to estimating and validating a stochastic ~odel through MLP based on 

measurements. This model is later used to identify the areal distribution of H 

and T. 

(ii) The equation of flo\; is IncorlXlrated Into the scheme of CN by a 

nlUTlerlcal procedure, defining the model fit criterion. In the present approach, 

however, the flow equation serves to fully characterize the joint Y,H spatial 

random field through its statistical moments. CN thus offer the advantage of 

generality and flexibility, whereas the present analytical method hns some 
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basic limitations. It should be realized, however, that the a-priori defined 

zonation in the numeri.::al scheme, is not necessarily optimal, and may suffer 

from rank deficiency as N equals the number of measurements. Furthermore, as 

poInted out by Dagan [1985], zonation creat.es a numerical correlation scale of 

t he or der of the di mensi on of the zone. The al ter ali on of the act ual 

correlation structure may be avoided by IncreasIng N, whl.ch might incur a heavy 

com putatl onal effort. 

(lii) In the present model, well established statistical validation tests are 

employed by taking advantage of the a-priori postulated error structure In thE! 

HLP. CN, on the other hand rely on the trial-and-Brror method of cross 

vall dation of the model. 

(iv) .4s mentioned before, the present method accounts for the impact of the 

variance of estimation of various parameters on the condi tional variance of the 

logtransmissivity ~2{ (RD eq.32). In contrast, the parameters characterizing 

the statistical structure of Y are assumed to be determInistic in CN. 

(v) Similarly, the present method accounts for the presence of an effective 

recharge R and its randomness, which are not considered by CN because of its 

presumed negligible magnitude. It has been shown, however (see RD fIgs. 1,2) 

that even a small recharge may have a large impact on the head correlation 

structure, especially at large separation distances. It Is felt that neglect of 

R should be justified only a-posteriori, by analysing the head measurements. 

~. Details of methodology applied to the flvra Valley aquifer. 

The measured data available for Avra Valley are 106 transmissivity values 

from wells scattered irregularly over the aquifer (see Fig.2 in eN and Table 

C-2 in Clifton), as well as 98 water head'3 Fig.1 in Neuman & Jacobson, Table 
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0-1 in Clifton). These measurements, i.e. Yi (1=1, ..•. M, M=106) and HJ 

(j=M+1, ...• ,N, N=204), and their location, constitute the needed data base. It 

was proposed in CN to subdi vide the aquifer into two regions, north and sout,h 

(CN, Fig.6), because the transmissivity in the northern part is significantly 

higher on the average than that of the southern part. For the purpose of 

comparison, we adopted this subdivision in our study as well. It is pointed, 

however, that this subdi vision is not essential as the logtransformation of Y-

data diminishes significantly the relative variability of the sample. From a 

computational point of view however, large computers are needed to invert the 

matrices of the order of the above N. 

Hence, our aim is to identify the logtransmissivlty Y(x) of the aquifer, as 

well as the effecti ve recharge R and this task is performed separetely and 

Simultaneously for the two subregions of the aquifer. First, the parameters 

which constitute the vector ~ are selected: (1) 81 =my, the logtransmissivlty 

constant expected value; (11) the three parameters characterizing directly the 

autocovariance Cy (RD, eq.10), and indirect.ly fH (RD, eq.~9) and Cm (RD, eq.~6), 

namely 82 ",w, 8J=~' and 8~=I, denoting the nugget, the col'related residuals 

variance and the integral scale respectively, and (iii) the five parameters 

characterizing the head quadratic trend, (RD, eq.12) namely 85=J O,x ,8 6=J O,y' the 

Cartesian components of the head gradient at the origin, and 87=cl\, 8e'"2c 12 and 

89'"C 22 tile coefficients of the quadrat,Ie trend in RD, eq.12. 

For each part df the aquifer the oooervations vector is defined by 

i.,1, ..... ,M 

(1) 

i=M+1, ... ,N-1 

where hJ~HJ-<Hj>' Hj being the measured head and <Hj> its expected value (RD, 

eq.12). Head residual Increments are adopted for theoreUcal reasons discussed 
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in RD, namely that h has a well defined variograrn. 

The next step is the derivation of the optimal vector 6 which maximizes the 

Gaussian likelihood function 

-(N-1) 1 

6)=(211) 2' 19 I-(F)exp[- (~) (Z-<z»T 9-~ (~-<~»J (2) 

where Q (a double underline denotes matrices) is the covariance matrix of the 
= 

order (N-1)(N-l) defined as Qij"<Z~Z~li>. In eq.(2): 

{ 
61 1=1, ••• ,M 

<Z1>= 

0 j=M+1, ••• ,N 

i,j",1, ... ,M 

1=1, .. ,Mi jc.t1+1, •• , N-1 

i ,j .. M+1, ... ,N-1 

Hence, L (2) depends in a complex and strong nonlinear fashion on .J} directly 

through the functi10ns Cy,C
YH 

and r
H 

in 0) and indirectly through the averages 

<H> and <y>. The MLP in OUT' case was carried out using a gradl.ent-based 

iterative method. There are some well-documented cornputer programs avallable 

for that purpose, and we shall not dwell on this aspect of the solution. 
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The outcome of the HLP is the estimate !J of 12 with its associated estimation 

error covariance matrix LEis called the Cramer-Rao lower bound (Schweppe, 
= 

1973 pp.3711) or the inform ation Inequality and it is com pute d sim ul taneously 

with the optimal es tl mator 12. E is the inverse of 
= 

the matrix B, where = 

Bij"E[C/~81 (a~j In L)]. ~ being the Fisher information matrix, and 

asymptotic estimator of ~. 

At this stage the recharge R can be inferred (RD, eq.33) and also an analysis 

of the statistical significance of the results can be carried out (see, for 

exanlple- Sorooshian & Gupta, 1985 or Bard, 1974 who sug-;ested to employ 

response surface techniques. This can be carried out straightforwardly based 

on the Fisher information matrix). 

The last step towards identifying the normal Y at a generic point ~ Is to 

calculate the condi tional estimator yc(~) (RD, eq.31) and the best estimate of 

the vari ance (RD, eq.32). These reCjuire computing the coefficients ~i' \.Ij' 

A (RD, eq.30) and >'ik, \.Ijk (RD, Appendix B). 

5. Resul ts . 

(i) Estl malion of a 

The derivation of a and! can be carried out in three stages of increasin~ 

complexlty, as outlined In RD Sect.4. The simplest mode is the one In which 

only 8i 0",1,00,4) are determined, by applying HLP to Yi only, no use being made 

of head measurements and flow equations. Accurate estimates may be obtained jf 

a large number of measurements, evenly distributed in separation dist8nres 

between points is available. However, in the typical field situation in whl.ch T 
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measu.rements are scarce, this mode is less effective than the solution of the 

inverse problem, discussed in the sequel. 

The next mode is the one in which only the measure:nents Hj U=M+1, ... ,N) are 

used j n ordel' to identify 8i U=3, ... ,9). This can be done in absence of T 

measurements, in order to verify the consistency of the model by comparing 

statistical mcments derived separetly from Yi and Hj and in the case in which 

the Y statistical structure is glven and only 8i U=5, .. ,9) are to be identifled. 

Furthermore, knowing the values of t:)l U=3, .. ,9) suffice in some cases to carry 

out some calculations leading to the prediction of the mi gration of sol utes. As 

mentioned above, a good agreement between mode 1 and 2 is indicati'/e of the 

sui ta bil i t Y of the fl ow mo del wit hits un derl yin g ass urn ptions tot he case at 

hand. It J.s emphasized that 81 =my cannot be inferred on this basis, as it is 

well known from previous studies of the inverse problem. Finally, mode 3, in 

which T and H measurements are used jointly in order to identify 8i U=1, ... 9), 

is the most comprehensive, takIng maximum advantage of available data. The 

structure of three modes is summarized in Table 1. 

In Table 2 we present t.he results of the MLP for Avra Valley aquifer for the 

Y parameters, as well as those of eN. The latter, estlmated 8) by a geometric 

mean, while estimates for the other parameters were obtained by a curve-

fittl.ng between measurements and a semi-spherical Y variograrn. 

Table 2 reveals a few point of lnterest: (a) The esUmation of 8 is indeed 

associated with urlcertalnty as demonstrated by the values of til: (b) Mode 3 

procedure, as might be anticipated, is generally favorable in most cases, sf.nce 

it leads to smaller values of til' (c) It is evident that 8\ is statistically 

the soundest parameter, as might be revealed by a t-rat10 test. Other 8J. 

(i=2,3,4), on the other hand, are more susceptible to error. The fact that the 

MLP estimates for 81 and 81 (1=5, .. ,9) converged to the same values at both 
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mode 1 and 3 and mode 2 and 3 respectively le~ds to the conclusion that 8i 

(1=2,3,~) constitute a somewhat flat joint response-'surface around the global 

optimum. That is to say, the optimal value of L (Eq.2) is less sensitive to 8i 

(1=2,3,4) than to the other parameters. The flateness of the response surface 

is associated with small second derivatives, which lead to relatively large 

variances when inverted. 

It was found, however, that at the stage of condi.tioning, the single most 

i nfl uenti al term is L • Therefore, the estimation error 
\I 

associated with 8i (1=2,3,4) constitutes only a minor problem. 

(d) There are some discrepancies between the present resul ts and those of 

eN, but the overall agreement is fair in view of the different computational 

schem es. 

(e) LH of the various parameters change of course when esUmated by 

different modes with a possi bl e trade off in between. The com parison of the 

efficiencies of different modes Is not a trivial matter, since it cannot be 

judged simply by inspection of the v~rioU9 LH. One iX>ssible approach is to map 
_2,C 

the generalized variance a y and to compare the overall performance of the 

modes. The result, however, might be inconclusive if 8, is underestimated by 

mode 1. This strategy will be elaborated in the sequel. 

AnC'thel~ answer may be found in the realm of Information Theory. Measuring 

the uncertainty 1* associated wi th some p.d.f. p(~ ~) was s ugges ted by 

Shannon [19118] ahd his formulae is considered to be a unique measure. 

Modifying Shannon's III for the case of a mul tJ-variate-normal p.d.f. yields 

III:logll Ell (see Bard, 1974) and information is galned upon mlnimizl ng 1* . 

Some figures obtained by employing Shannon's technl.que are summarized in Table 

3. These figures show that mode 3 is invariably favorable as far as reducing 

the uncertainty associated with the estimation of ~I strengthening the claim 
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that incorporation of head measur~IIJents has a beneficlal effect upon parameter 

identification. 

-2 
(f) Last not least, the moderate values of e3 "'Oy confirm a-posteriori the 

applicability of the first-order approximation to the equations of flow. nus 

also suggests that a full numerical scheme, which can supposedly cope with 

-2 
larger CJ y , is not really needed in this case. 

(ii) Computational aspects. 

Some steps may be taken in order to expedite and ensure convergence of the 

HLP procedure: (a) initialization of ~. Every non-linear search technique is 

based on some initial set of values for ~. Our experience has showed that 

regressing Cy and fH on the raw Y and H variogram respectively supply a good 

starting point. However, although L (Eq.2) is generally a convex and smooth 

function, different initial values for e should be tried to ensure global 

convergence; (b) it is recommended that upper and lower bounds be placed on 

variables whenever sensible values are known (see for example Hoeksema & 

Kitanidis, 198~). This makes a problem easier to solve, since they confine the 

solution to a smaller region. However, when some constraJnt is found binding, 

it should be relaxed; (c) in case of large N, the inversion of Q in (2) may 
"' 

require a degree of precision that is beyond the limit to some computers. In 

this case it was fbund that scaling of the terms in Q may be beneficial • ., 

(iii) The identific.:.ltion of the logtransmissivity field. 

We pr'es ent now the mat n res ul ts of the analysis, namely the 

-c logtransmissivlty field Y , which has been evaluated in two stages: (1) Stage 1 
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_c 

in which.!:!. is derived by mode 1 of Table 1 and Y(x) is conditioned only on 

measurements of Y (RD, eq.31, with Ilj"'O) similar to krigIngi (11) stage 2, in 
_c 

which 8 is derived by mode 3 of Table 1 and Y is conditioned on both Yi and Hj 

(RD, eq.31), which is similar to cokdgIng. 
_c 

In order to draw maps of Y ,the latter has been computed at the nodes of a 

grid repetitively. It is emphaslzed, however, that the l.h.s. of RD Eq.27-29 has 

to be computed and i.nverted only once for each subregion, thus reduclng the 

computational effort considerably. The results of the two identification 

tx'ocedures are illustrated in Fig.1 and 2. (graphical results are presented for 

South Avra only, similar results and findings were obtained for North Avra). 
_c 

The influence of head conditionlng upon Y may be assessed by comparing 
_c 

figs.1 and 2. It can be also evaluated by representing the frequency of Y 

values in a hi.stogram (Fig.3). Although Fig.3 does not tell anything about the 
_c 

location at which Y may be found, it is i.ndicative of the impact of the full 

inverse problem upon identification of transmissivity. 

The present resul ts of Fig.1 and 2 have been compared with those of eN 

Figs.9 and 15, showing fair agreement in general. 

-2 c 
The next major step is the computation of the variance a y (RD eq.32). This 

has been carried out in four stages: (i) by mode of Table with 0 

deterministic (RD, eq.26,32 wi th \.Ij=0 and ~=~), correspondJ.ng to the usual 

kriging procedure, see fig.4; (11) the same with 1: taken into account, hy the .. 
procedure of RD S~ct.3 (RD, eq.26, 32, wi th \.Ij=O ), see fig.5; (i11) by mode 3 

of Table 1 with 0 deterministic (no, eq.26, 32 wi th 1:.,,0) see fig.6 an d (i v) 
-= :: 

the sam e, wit h 1: taken into account, see fjg.7. Inspection of Figs. 4-7 

reveals that the im pa ct of head condl tl'1ni.ng in reducing the logtransmissi vity 

variance was evident whenever applied. Its influence is moderate along zones 

displaying heavy concentration of T-measurements, and is more evident in zones 
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lacking T-measurements. As might be expected, the sum of 92, 83 and Ell which 

-2,C 
is equal to 0.33 in south Avra creates an upper limit on 0 y' 

As already ,mentioned, the major benefit of solving the lnverse problem for 

transmisslvity, as compared to conditioning (i.e. kriging) on transmissivity 

measurements only, resides in the assumed reduction of the prediction variance 

(for a thorough discussion see Dagan, 1985). To assess this benefit in the 

-2 C 
present case we ha',;e represented histograms of 0 y by the four computational 

models mentioned before in Fig.8 • Exami.nation of Lhis figure reveals that: (1) 

-2 c 
the variance of estimation of various parameters has a definite impact on 0y , 

which is otherwise underestimated and (H) incorporation of head measurements 

definitely reduces the logtransmissivity variance. Similar results were 

obtained for North Avra. Thu1, even in the case of a large amount of T 

measurements as is evidently the C-3se in Avra Valley, incorporation of H 

mf1asurements is advantageous in reduclng uncertainty assoclated with the 

predIction of T. This demonstrates convincingly the usefullness of solving the 

inverse problem. 

(Hi) Identification of effective recharge and of quadratic trend 

The r-1LP estimation of 9i (1=5, ... ,9) are summarized in Table 4. These results 

serve to estimate the recharge through Eq.33 in RD, whose values are also 

given in Table 4. 

Before dlscusslng the outcome, it 1s worthwhile to remind that a possible 

use of the resul ts for <H> is to draw the maps of head H by condi tioning the 

latter on both mea.'3urements of Y and H. This is part of the direct problem 

(Dagan,1982) which is not discussed here. 



"1 15 ..., 

CN assumed the absence of natural. recharge though some indications may be 

found in Clifton [1981 J, about the existence of recharge of meager magnitude. 

The sources of recharge listed are mountain front recharge and stream-channel 

recharge amounting to 18000 acre-feet per year accordi ng to some esti.mates. 

According to other mentioned studies, the recharge is negligible. As to 

discahrge, during the relev;:mt year a quantity of 10,000 acre-feet of water 

was pum ped out. 

Our resul ts for R indl cate to the existence of discharge, although quite 

small. This may be explained by the possible existence of other sources of 

discharge beside pumpage, like evapotranspiration or undel'flow through th~ 

bound.::lries. The total discharge sums up to approximat.ely 27000 a8re-feet per 

year over the entire Avra Valley aquifer. Tne likelihood-ratio test may be 

employed to conduct a simple-hypothesis testing regarding CN assumption of RcO 

as null-hypothesis. The null hypothesis may be rejected with a level of 

significance 0=1 % by IR I >3085 for North Avra and IR I >820 for South Avra (in 

acre-feet per year). Thus our results indicate that the null hypothesis may be 

rejected on quite safe ground. Although R is relatively small in the present 

case and compatible with CN's assumption, it is Important to incorporate it i.n 

the process of Getrending of head measurements. Our experience has shown that 

a head variogram that assumes a-priori the absence of recharge (see Eq.4e in 

Dagan [1985J) leads to an overesti.mation of 93 and 9~, as well as to some bia~ 
A 

in the head trend' parameters. The smaliness of R in the present case should 

not deter from pursuing its identification in the many cases in which R mi.ght 

be the parameter of major concern. A refinement of the areal distribution of R 

may be achieved by further subdivisi.on of the aquifer, subjecting then each 

wne to either mode 2 or mode 3 identification procedures. 
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6. Summarizing discussion and conclusions. 

A method to solve the inverse problem is suggested. Its aim is to provide a 

quick and inexpensive mean to estimate the transmissivity field and the 

effective recharge, which may also te used as a prelimlnary estimate in those 

cases in which the assumptions underlying the method are not met. 

Her·ewith a few advantages of the solution: 

(1) Conceptual simplici.ty. A st.ochastic model is suggested, based on three 

common basic assumptions: Y is a normal randan space function, the aquifer is 

unbounded and a first-order approximation of the flow equation is adopted. 

(11) Easy to implement. The solution requires only a !lon-linear minimization 

algorithm, which is offered as a ready-made package by almost any mainframe 

computer library, like IMSL. 

(iii) Computationally efficient. There is no need to carry out a costly 

numerical solution of the flow equation, which was solved analytlcally. The 

application of the method to Avra Valley led to consistent results, agreeing in 

general lines with those obtained previously by a numericall method. A 

solution Crm also be carried out for only a part of the aquifer, estimating 

Y(x) at some location without solving for the whole aquifer. 

(iv) UnbJased estimation of the error of predLction. The vector of parameters ~ 

is consldered rcmdom, i'lnd i.ts variance is acconted for in ~2,~ based on a 
y 

c first-order approximation of Y (~) in ~'. 

(v) Validity check.' An a-priori postulated error structure enables to conduct 

post-calibration val1dJty checks. 

(vi) Estimation of the effecti ve recharge. The recharge is considered to be a 

random variable, and its variance of estimation is ."3.1so given. 

The sol ution' s mal n Umi tations are: 

(1) The requirement Oy<~ (see Dagan, 1985) is the most fundamental one, 



~ 17 -

preventing its application to cases of large variability. In the latter cases, 

the requirement may be satisfied sometimes. by concentrating on small zones, 

risking insufficiency of data. 

(ii) The assumption of unbounded aquifer. This assumption, adopted in order' to 

simplify the analytic solution, is underlain by the requirement that the 

aquifer extent is much larger than the logtransmissi.vity integral scale. It can 

be circumvented though, by conditiOning the head by a series of points for 

boundaries of given head, or by images of measurements points for a boundary 

of given discharge. It is emphasized that many times boundaries and boundary 

oonditions are pourly defined, and regarding the aqul.fer as a part of a much 

larger one may be a sound approximation in any case. 

There are addiUonal possible applications of the method lJke: (1) 

Computation of block values. The algorithm for that purpose is glven in Dagan 

[1985]; (ii) Estimation of the head field by unconditlonal probability (RD, 

eq.12) or by conditioning on Y, H measurements or cokriging (by formulae 

similar to RD, eq.31); (iii) Developing a scheme for variance reduction by 

addl.tional measurements. Since the estimation of ).1 and ~Jj is based on the 

i.nverted covariance matrix of observations, it is possible to use it in order 

to locate the points whi ch are the most beneficial as far as reduction of 

variance is concerned. 
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Figure captions 

Figur'e 1- Contour map of transml.sslvity obtained by mode 1, South Avra On 

Figure 2- Contour map of transmissivity obtained by mode 3, South Avra (in 

Figure 3- Hystogram of the conditional Y, South Avra. 

"2 c 
Figure Ij- Contour map of the conditional vat'iance o~ obtained by mode 1, 

South Avra. 
-2 c 

Figure 5- Contour map of the generalized conditlonal variance 0 ~ obtained by 

mode 1, South Avra. 
"2 c 

Figure 6- Contour map of the conditional variance o~ obtained by mode 3, 

South Avra. 

-2,C 
Figure 7- Contour map of the generalized conditional variance 0 Y obtained by 

mode 3, South Avra. 

Figure 8- Hystogram of variance of estimation of y. in South Avra: (a) the 

,,2 C -2,C 
conditional variance 0 ~ (b) the generalized conditional variance 0 Y. 



Mode 

2 

3 

Table 1 

Summary of parameters and data base for modes t -: 3 

Sample Data 

Yi (i=l, ... M) 

HJ'j .. M+ 1, ••. , N) 

Y lU"l, ••• ,M);H/jaM+1, ••• ,N) 

Parameters in ! 

2 

<Y>;Oy;W;I 
2 

Oy,w,I;Jo.x:J o •y : CII iCI2iC22 
2 

<Y>; Oy: w:I:J o.x;J o.y: CII '.c 12 ;C22 



Zone 

South 

Avra 

North 

Avra 

* 
II 

IS:: 81 -<y> 
A 

metho 9
1 

CN- 8.88
u 

Mode-1 8.61 

MODE-2 -
MODE--3 8.73 

• 9. 97~-CN 

MODE-1 9.91 

MO DE-2 -

MODE-3 9.80 

based on Y - data only 

by geometric mean 
I 

l: 11 

Nfl 

0.01l 

-
0.039 

NA 

0.026 

.-

0.018 

8 -w 
-2 

2 8
3

D Oy 
A 

82 1:22 83 
0.55 NA 0.21 

0.07 0.008 0.29 

- - 0.1l6 

0.05 0.004 0.29 

0.17 NA 0.21 

0.03 0.007 0.33 

- - 0.32 

0.0 0.007 0.31 

**. based on linear integral scale for semi-spherical variogram 

NA - not available 

Table 2 - Results for 8
i

(1-1, ... ,Il) 

91l -I( miles) 

1:33 81l 1: Illl 

Nfl 2.25'" NA 

0.022 1.29 0.99 

0.037 1.20 0.32 

0.01n 1. 21 O. 18 

NA 2.25"" NA 

0.017 0.99 0.31 

0.12 3.88 1.29 

0.008 2.112 0.28 



~ Parameters 1 2 3 

NURTH -2.27 -o.B1 -2.64 
3,4 

SOlITH -1.66 -1.92 -2.74 

NORTH -3.73 - :"'3.89 
1,2 

SOUTH -3.49 - -3.80 
, NORTH -6.00 - -6.54 

1,2,3,4 
SOlITH -5.15 - -6.59 

-0 

NORTH - -4.82 :"'8.01 
3-9 

SOUTH - -5.03 ':'6.52 

table 3 - Shanan's measurement of information 

r* for several groups of parameters. 



Parameter 8 .. J (1) 
5 O,X 

~ 

8
5 

NORTH -~.3 
SOUTH -0.5 

(1) In fee tI mi 

(2) In feetlmi 2 

(3) in feetlday 

1:55 
-0:19 

0.8R 

A 
86 

8.09 
13.83 

(~) in acre-fep.t per year. 

8 aJ (1) 
6 o,~ 

8 (2) 
7 

8
8
(2) 

A A 

1:66 87 L71 8
8 1:88 

0.32 .-0.61 0.0~7 -0.77 0.02~ 

0.51 -0.71 0.23 -0.77 0.011 

(5) Obtaineu by mode 3. Close results were obtained by mode 2. 

8 (2) 
9 

A 
8
9 L99 

-0.31 0.063 
-0.66 0.011 

Table lj - The quadratic trend parameters and the corresponding recharge. 

Recharge 

A{J) 
R 

A ( ~) 
R V(R )/R~ 

-0.6'10-3 -19,800 0.15 

-0.31'10-3 -'1, 1115 0.17 
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