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I. INTRODUCTION 
There is increased interest in systems and systems thinking within the development community, based in part 

on an emerging recognition that scale, impact, and sustainability can all be linked to systemic change. Inclu-

sive market system development, in particular, seeks to modify both the structure and dynamics of market 

systems in ways that contribute to inclusive growth. Donors and practitioners are working to improve their 

understanding and application of systems concepts within inclusive market system development while also 

seeking better ways to detect, measure and evaluate systemic changes. USAID’s recently published framework 

for working with local systems cites the need for appropriate monitoring and evaluation methods while en-

couraging the development of new and better ways to measure systems change (USAID 2014). At the same 

time, there is growing application of systemic thinking among evaluation experts (Reynolds et al. 2012; Stern 

et al. 2012; Patton 2011; Williams and Hummelbrunner 2011; Hargreaves 2010).   

This document summarizes key findings from 

a literature review conducted under USAID’s 

Leveraging Economic Opportunities (LEO) 

project as part of the objective of improving 

methods for evaluating systemic change. The 

purpose of the literature review was to survey 

current thinking related to the evaluation of 

systems and systemic change, in order to de-

velop a better understanding of systemic 

change and identify measurement approaches 

and elements of systemic thinking that can be 

incorporated into a market system evaluation 

framework. While focused primarily on evalu-

ation and systems concepts, the review also 

included literature related to complex sys-

tems, resilience, and specific monitoring ap-

proaches. The references are listed at the end 

of this document and an annotated bibliog-

raphy, included as an annex, provides summaries for most of the references used in this paper. 

 

 

 

 
 

 

 

 

BOX 1: LEVERAGING ECONOMIC 
OPPORTUNITIES 
Leveraging Economic Opportunities (LEO) is a three-

year contract to support programming that fosters inclu-

sive growth through markets. Building on USAID’s 

value chain approach, LEO focuses on: 

(1) a systems approach to markets, acknowledging the 

complex interrelationships among market actors, market 

and household systems, climate change, nutrition, the pol-

icy environment, and sociocultural factors, including pov-

erty and gender; and 

(2) inclusion, recognizing the role that a spectrum of ac-

tors—from resource-poor households and small-scale en-

terprises to larger and more formal firms—play in catalyz-

ing market change and growth that benefits the poor. 
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II. SYSTEMS AND SYSTEMIC 

CHANGE 
Within the context of evaluation, systems thinking is more of a conceptual paradigm than it is any particular 

type of tool or method (Reynolds et al. 2012). While evaluators do not share a universally accepted definition, 

there is general agreement that systems can be described in terms of three concepts (Williams and Hummel-

brunner 2011): 

 Relationships: Relationships (or interrelationships) are the oldest and best known of the systems 

concepts, referring to interconnected processes that define linkages between actors and influence in-

dividual behavior and system-level results.  

 Perspectives: Stakeholder perspectives on the nature of a problem or the way to address it may be 

closely aligned or widely divergent.  This affects the nature and likelihood of systemic change.   

 Boundaries: Boundaries define the limits of the system being studied. They help to keep a system 

manageable for analytical purposes but must be carefully set to avoid excluding relevant components.  

While the definitions of systems used by 

USAID, DFID and SDC are similar in several 

ways, they differ in terms of where system 

boundaries are drawn.  USAID defines a local 

system1  in terms of its result (or outcome): 

“those interconnected sets of actors—gov-

ernments, civil society, the private sector, uni-

versities, individual citizens and others—that 

jointly produce a particular development out-

come” (USAID 2014, p. 4).  It describes the 

“five Rs” as one approach for making sense 

out of systems (see box 2). 

DFID and SDC define a system more 

broadly as “the multi-player, multi-function 

arrangement comprising three main sets of 

functions (core, rules and supporting) under-

taken by different players (private sector, gov-

ernment, representative organizations, civil 

society, etc.) through which exchange takes 

place, develops, adapts and grows” (DFID and SDC 2008, n.p.). Given the diversity of environments in 

which market system programs operate, implementers and evaluators also seek flexibility to define a system in 

ways that are locally appropriate.   

                                                      

1   The “local” in a local system refers to actors in a partner country. As these actors jointly produce an outcome, they are “local” to it. 

And as development outcomes may occur at many levels, local systems can be national, provincial or community-wide in scope. 

BOX 2: THE FIVE R’S OF LOCAL SYSTEMS 
 Resources: Local systems transform resources—

such as budgets or raw materials—into outputs. 

 Roles: Most local systems involve a number of actors 

taking on defined roles, such as producer, consumer, 

funder or advocate. 

 Relationships: Interactions between actors in a sys-

tem establish various types of relationships, such as 

commercial, administrative or hierarchical. 

 Rules: Rules govern a system by defining or assign-

ing roles, determining the nature of relationships, and 

establishing terms of access to resources. 

 Results: These include measures of system strength 

as well as traditional outputs and outcomes. 

Source: USAID (2014, p. 8)  
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Given the lack of consensus on how to define a system, it is not surprising that there is no agreement on how 

to define systemic change.  Indeed, many publications refer to systemic change without defining it at all 

(Marks and Wong 2010). Table 1 lists three definitions of systemic change. The first two definitions refer to 

change within systems in general, while the third refers specifically to change within market systems.    

Table 1: Definitions of Systemic Change 

Source Definition of Systemic Change 

Parsons and Hargreaves 

(2009, n.p.) 

“[S]hifts in patterns (similarities and differences) of system relationships, boundaries, 

focus, timing, events and behaviors over time and space.” 

The SEEP Network 

(Osorio-Cortes and Jenal 

2013, p. 7) 

“Transformations in the structure or dynamics of a system that leads to impacts on 

large numbers of people, either in their material conditions or in their behavior.”  

DFID and SDC (2008, n.p.) “Change in the underlying causes of market system performance – typically in the 

rules and supporting functions – that can bring about more effective, sustainable and 

inclusive functioning of the market system” 

In describing systemic change, Impetus Trust and the Coller Institute of Private Equity focus on achieving 

alignment among stakeholders in the system, describing systemic change as occurring “when both the objec-

tive and approach of the social entrepreneur/innovation are adopted or supported by key stakeholders as a 

priority social issue and best in class solution” (Marks and Wong 2010, p. 5). They distinguish this fundamen-

tal incentive alignment from local efforts that benefit a localized population, as well as from step change, where an 

organization replicates its own model to expand outreach.  The Donor Committee for Enterprise Develop-

ment’s Standard for Results Measurement, also known as the DCED Standard, views systemic change as be-

ing caused by “introducing alternative innovative sustainable business models at support market level (such as 

in private sector, government, civil society, public policy level)” and it further outlines several results of sys-

temic change:  “widespread indirect impact by crowding in at support market levels and copying at final bene-

ficiary level” (DCED 2013, p. 18).  

These definitions and descriptions of systemic change share an emphasis on shifts in the underlying structural 

elements and patterns that characterize a system. Structural elements may include changes in the rules that 

govern a market system and the performance of supporting markets. These and other structural changes may 

be instrumental to achieving development outcomes for the target beneficiaries, but systemic change is not an 

end in and of itself. Instead, systemic change is an intermediate outcome toward the final objectives related to 

achieving inclusive economic growth at scale.  Moreover, most of the definitions are neutral in their descrip-

tions of the results of systemic change, recognizing that systemic changes can create positive or negative ef-

fects for target populations.   

The literature review suggests that a definition of systemic change within the context of market system facili-

tation should have a number of elements, including some of the following: 

 Focus on the system and its changing structure and dynamics, rather than on the final development 
outcomes sought by the intervention  

 Acknowledgement that systemic changes can emerge due to or independent of facilitator interven-
tion  

 Recognition of both positive and negative changes as possible emergent properties of the system  
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III. EVALUATION TYPOLOGIES 

AND CHALLENGES  
USAID Evaluation Policy defines evaluation as “systematic collection and analysis of information about the 

characteristics and outcomes of programs and projects as a basis for judgments, to improve effectiveness, 

and/or inform decisions about current and future programming” (USAID 2011, p. 2). This definition lists 

evaluation purposes that are consistent with the three evaluation types described below, which are grouped 

according to the purpose of the evaluation: summative, formative or developmental.  

EVALUATION TYPES BASED ON PURPOSE  
Three general types of evaluation can be distinguished on characteristics related to the purpose of the evalua-

tion and the conditions (stage or status) of the intervention:  

 Summative evaluations seek to make 

an overall judgment about the merit and 

worth of a program (Patton 2011). This 

would include impact evaluations and 

some types of performance evaluations, 

when the focus is on program achieve-

ments. As described in box 3, impact 

evaluations are designed to determine the 

extent to which observed changes in out-

comes for the target population can be 

attributed to the intervention. While per-

formance evaluations might include 

measurements on outcomes for the target 

population, these observed outcomes are 

not compared to a counterfactual. 

 Formative evaluations assess the per-

formance of program models and the fi-

delity or adaptation involved in imple-

mentation. Also known as implementa-

tion or performance evaluations, forma-

tive evaluations are typically applied when 

the context is well understood and it is assumed that a model can be developed with fairly standard in-

puts leading to predictable outcomes. Findings from formative evaluations are used to improve interven-

tions while standardizing the approach.  

 Developmental evaluations support continual improvement of an intervention approach that has not 

been or cannot be standardized, when experimentation is still being done to identify the proper ap-

proaches, and when there is continual emergence of new “questions, challenges, opportunities, successes 

and activities” (Preskill and Beer 2012). Designed to be flexible, developmental evaluation can be applied 

in complex settings when outcomes are unknown.  

BOX 2:  USAID EVALUATION TERMS  
Impact evaluations measure the change in a develop-

ment outcome that is attributable to a defined interven-

tion; impact evaluations are based on models of cause and 

effect and require a credible and rigorously defined coun-

terfactual to control for factors other than the interven-

tion that might account for the observed change. 

Performance evaluations focus on descriptive and nor-

mative questions: what a particular project or program 

has achieved (either at an intermediate point in execution, 

or at the conclusion of an implementation period); how it 

is being implemented; how it is perceived and valued; 

whether expected results are occurring; and other ques-

tions that are pertinent to program design, management 

and operational decision-making. 

Performance monitoring follows changes in indicators 

(for outputs and/or outcomes) to reveal whether desired 

results are occurring and implementation is on track. 

Source: USAID Evaluation Policy (2011) 



 

 EVALUATING SYSTEMS AND SYSTEMIC CHANGE 5 

CHALLENGES IN EVALUATING MARKET SYSTEM CHANGE  
The recent shift in private sector development practice, toward greater emphasis on facilitation of market sys-

tem change and away from direct delivery of program services, has created a number of evaluation challenges. 

Facilitation is defined as working to 

“…stimulate change in market systems without the project taking a direct role in . . . the 

system. Practitioners and donors using this approach try to minimize direct provision of 

goods and services by the project—focusing instead on changing relationships between 

actors in the value chain or introducing new ways of doing business that increase the lo-

cal availability of needed goods and services” (USAID 2012, p. 1). 

Some of the impediments to evaluation associated with evaluating systems and systemic change associated 

with facilitation approaches include the following:  

 Systemic change is unpredictable. The path of systems change is often episodic, path-dependent and 

non-linear. Systems are dynamic and can be expected to change independently of donor-funded interven-

tions. When actors have dissimilar perspectives, a facilitator’s actions can cause a reaction that counter-

acts a program’s intended impacts. For example, the piloting of a new business model by a dominant firm 

may increase consumer choice by prompting imitation from competitors, or instead reduce competition 

by consolidating the position of the early adopter and leading other firms to exit the market. In some 

cases, facilitation may initially prompt a negative reaction that later transitions to positive change (i.e., fol-

lowing a “J-curve”) (Woolcock, 2009). These features create the risk of overestimating a program’s results 

during periods of intense change (i.e., tipping points) and, conversely, underestimating change before 

those tipping points are reached (Johnson and Boulton 2014).  

 Systemic change may continue after the evaluation period. The time period over which systemic 

changes occur may exceed the length of a program and its evaluation(s). Evaluations of market systems 

programs that are conducted too early—before these full effects occur—run the risk of underestimating 

program impacts. On the other hand, delaying too long before conducting an evaluation may complicate 

the process of measuring change and estimating attributable impacts.  

 Iterative implementation approaches complicate evaluation design. Market systems projects typi-

cally collaborate with market actors whose future behavior and decisions cannot be predicted or con-

trolled. Moreover, markets themselves are subject to many influences that are unrelated to the interven-

tion. Consequently, project implementers may need to adjust to new conditions by changing geographic 

location, changing private sector collaborators, or even changing sector. Such shifts can reduce the value 

of baseline data and create problems for initial evaluation designs. For example, the evaluation plan for 

USAID’s PROFIT project in Zambia had to be revisited when implementers relocated their cotton sec-

tor activities (DAI 2010).  

 Control groups can be more challenging to select and maintain. Facilitation approaches seek to cre-

ate strong demonstration effects that elicit imitation among non-supported firms, and create benefits that 

extend to firms and individuals outside of any initially defined treatment groups. In this way, the evalua-

tor’s goal of maintaining an untouched control group can conflict with the implementer’s goal of attract-

ing as many imitators as possible. In fact, most market systems projects do not specifically select the ben-

eficiaries in the treatment group; rather, they rely on self-selection by suppliers and customers. This 
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makes it challenging to define at the outset which individuals or groups will or will not engage in the in-

tervention. It also means that adopters will often be qualitatively different from non-adopters. As Ruffer 

and Wach note, “the adaptive nature of M4P programs means that they cannot rely too heavily on data 

sets (e.g., baseline and control groups) identified ex ante”. In programs with several interventions, individ-

uals may participate in some but not others. Where interventions complement and build on each other, 

this creates a graduated degree of participation that impacts benefits from a program. Finally, many mar-

ket systems interventions seek changes that impact upon all actors (e.g., policy change); in these cases it is 

difficult to construct a control group at all as everyone is affected.  

 Indirect contact expands scope for non-project influences. Market system facilitation activities usu-

ally have only indirect contact with target beneficiaries; rather, they seek to benefit those groups by inter-

vening with other system actors such as service providers or lead firms. Desired results thus depend on 

multiple levels of behavior change and are subject to a greater number of non-project influences.  

 Multilevel, sequenced interventions lead to a “treatment” that varies over space and time. The 

sheer scope of many market system facilitation programs, which typically implement multiple interven-

tions at different levels (micro, meso, macro) and across different geographic areas, impedes evaluation: 

“in practice it is difficult to conduct comprehensive impact evaluations of a project operating in multiple 

locations and multiple value chains where timing, conditions, and types of interventions are different” 

(Creevey et al. 2010, p. 2).  

The challenges presented here contribute to the difficulty of evaluating change under market system facilita-

tion, with implications for required skills and costs of evaluations. The unpredictability and complexity inher-

ent in market system facilitation challenge traditional evaluation approaches. Empirical evidence suggests that 

few evaluations to date have adequately assessed program success under conditions of systemic change. In a 

recent review of 14 evaluations of market systems programs funded by donors including USAID, DFID, 

SDC and GIZ, the authors note that just five did so in a satisfactory manner (Ruffer and Wach 2013).  This 

highlights the importance of reconsidering the role for non-traditional evaluation approaches (e.g., develop-

mental evaluation) and the need for improved frameworks and indicators.   
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IV. TOWARD A FRAMEWORK FOR 

EVALUATING MARKET SYSTEM 

FACILITATION  
This section considers some of the issues related to selecting a framework for evaluating market system inter-

ventions and systemic change under facilitation. It reviews issues related to evidence, evaluation principles, 

and evaluation-supportive monitoring approaches. While there are some fundamental disagreements about 

how to respond to the evaluation challenges associated with market system facilitation, existing evaluation 

principles provide foundational guidance that can be adapted by incorporating newer evaluation tools and 

methods specifically designed to evaluate market systems and systemic change.   

A. RECONSIDERING EVIDENCE AND IMPACT  
The overarching purpose of an impact evaluation is to measure changes in key outcome variables and deter-

mine how much of the observed changes (if any) can be attributed to the intervention. As noted above, im-

pact evaluation for market system facilitation can be complicated by a number of factors, including iterative 

interventions at multiple levels, a shifting range of actors and locations, and generally indirect contact with 

target beneficiaries. Stern et al. (2012) argue that it is difficult in many contexts to make a credible argument 

for attributing observed changes to a specific intervention. Given the role that factors outside of a develop-

ment intervention have on final results, the authors argue that evaluation questions should focus on under-

standing the contribution of particular interventions in conjunction with other causal factors. In seeking to 

establish this causal link, they suggest that evaluators focus on four questions:  

 To what extent can a specific (net) impact be attributed to the intervention? Developmental 

impacts are typically caused by multiple factors, which may or may not be necessary or sufficient for 

those impacts to occur. While experimental designs, such as randomized control trials, can enlighten 

us on the effectiveness of an intervention, they require many conditions to be present in order to be 

useful, and Stern et al. estimate that these exist in about five percent of projects. When these condi-

tions do not hold, or cost considerations prohibit conducting multiple RCTs across different envi-

ronments, case-based designs, such as qualitative comparative analysis, may be applied. 

 Did the intervention make a difference? This question should consider the necessity and the suffi-

ciency of an intervention to result in the observed impact. An intervention may be both, one, or nei-

ther of these. Where one of a number of contributory factors, it is important to understand the role 

of the intervention. Statistical approaches are more challenging to apply in such cases, where strong 

project monitoring systems may be critical to ensuring course correction.  

 How has the intervention made a difference? The amount of existing knowledge about an inter-

vention will influence how to best answer this question. Theory-based evaluation is often appropri-

ate, particularly where there is little existing knowledge.  

 Will the intervention work elsewhere? Encouraging replication of findings suggests ownership of 

the evaluation process by local actors in collaboration with donors, and the testing of multiple ap-

proaches to compare efficacy.  
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B. EVALUATION PRINCIPLES 
A number of important principles have been 

codified into USAID’s Evaluation Policy, 

with some of those principles listed in box 4. 

DFID’s International Development Evalua-

tion Policy (2013) is broadly consistent with 

USAID principles, but DFID’s policy addi-

tionally focuses on ethics, requiring that eval-

uations do not harm participants, respect 

their privacy, and only involve willing sub-

jects. 

While many of these principles apply equally 

to a systems context, there are some contro-

versial points. One example relates to the 

principle of maintaining independence be-

tween the evaluator and evaluation process, 

on the one hand, and the program being eval-

uated on the other hand.  Ruffer and Wach 

(2013) argue that evaluators of market system 

facilitation programs need an in-depth under-

standing of a program in order to evaluate it. 

Close collaboration between the evaluation 

and implementation teams can support this 

understanding, yet may compromise the prin-

ciple of independence in evaluation. Similarly, 

implementers may play a role in the evalua-

tion, such as collecting the data that external evaluators audit. Evaluators are best positioned to develop a 

thorough understanding of programs by being contracted at the beginning of the program and engaging peri-

odically over its implementation to confirm the theory of change and its evolution.  

Drawing from a review of 14 evaluations of market systems programs, Ruffer and Wach (2013) provide a 

number of recommendations for evaluating market systems programs, including the following:   

 Evaluation timeframe should cover both implementation and the period following the close of the pro-

gram. Many program evaluations share the same end date as the projects themselves, thereby limiting the 

ability to assess the post-project durability of change. Evaluation timing should be based on the mile-

stones anticipated in the program’s theory of change but with flexibility for inevitable shifts in the timing 

of results.  

 Evaluation methods should be selected that can verify the links in a programs’ theory of change, using 

mixed methods. The theory of change should incorporate external stakeholder perspectives, be regularly 

reviewed and embrace complexity.  

 Systemic change should be incorporated into the theory of change for the intervention. It should define 

the boundaries of the system and the assumptions of how the system will change.  

BOX 4. USAID EVALUATION POLICY 
PRINCIPLES 
 Integrate evaluations into up-front program de-

sign. Establish a clear theory of change and evalua-

tion questions at the beginning and collect baseline 

data prior to initiating program activities.  

 Seek to eliminate bias. Use independent evaluators 

to reduce the perception of and potential for preju-

diced decision-making.  

 Be relevant. Evaluation questions should respond to 

the needs and interests of key stakeholders.  

 Use best tools and methods for purpose and con-

text. Consider feasibility and robustness when select-

ing an evaluation method, with particular considera-

tion for mixed methods.  

 Ensure transparency. Share findings widely and in-

clude a detailed description of methods. 

 Build local capacity. Incorporate experts from the 

context in evaluation design and implementation.  

Source: USAID Evaluation Policy (2011). 
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 Evaluation of sustainability should consider both static and dynamic concepts of sustainability2 and 

incorporate a post-project assessment of impacts.  

 Evaluation of unintended consequences (i.e., changes that a program did not purposely try to create) 

should be included in the analysis. Examples of negative unintended consequences include displacement 

of non-target populations, environmental damage, and changes in power or social relations.   

 Evaluation of indirect impacts should be incorporated for the purpose of measuring the full positive 

and negative impacts of the program.  

C. EVALUATION-SUPPORTIVE MONITORING SYSTEMS  
The monitoring community has been at the forefront of efforts to better understand how program interven-

tions contribute to systemic change. Given the need to make decisions in the face of complexity that is im-

plicit in taking a systemic approach, some implementers have refined their monitoring systems to support 

their learning and program adjustments under market system facilitation. The assumption by practitioners of 

a much more active role in articulating their theory of change and collecting data about all levels of results can 

greatly assist the ability to evaluate market systems programs.  

The DCED Standard represents the leading effort to support this approach. The DCED Standard has been 

applied in over 30 market systems programs. It outlines a process that market systems programs can use for 

monitoring and developmental evaluation of their initiatives (DCED 2013). The eight components of the 

DCED Standard are as follows: 

1. Articulating Results Chains. Results chains visually represent the change process through which 

project activities are expected to lead to intended impacts, showing the anticipated causal links and 

relationships between them. They clearly demonstrate what the project is doing and the sequence of 

changes that are expected as a result. 

2. Defining indicators of change. An indicator specifies what projects will measure in order to see 

whether change has occurred. Defining indicators on the basis of the results chain allows projects to 

develop an appropriate monitoring plan.  

3. Measuring changes in indicators.  Once indicators have been defined, projects develop and im-

plement a monitoring plan that conforms to good research practice.  

4. Estimating attributable changes. Once a change is measured, the extent to which that change is 

due to the intervention, rather than to other influences, should be assessed. For example, an increase 

in jobs may be due to an intervention, to exogenous factors, or to a combination of the two. 

5. Capturing wider changes in the system or market. Many programs aim to affect entire market 

systems, and, where this is the case, the results of these changes need to be captured. 

                                                      

2  Static concepts of sustainability relate to “the extent to which the status quo (in terms of the results achieved through an 

intervention) will be maintained after external support is withdrawn”, while dynamic concepts of sustainability relate 

to “structural change to the market system which enhances its resilience to shocks and stresses through evolution or 

innovation in response to changing external factors” (Ruffer and Wach 2013). 
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6. Tracking program costs. In order to assess the success of the intervention it is necessary to know 

how much was spent in achieving the reported results.  

7. Reporting results. Findings should be communicated clearly to funders, local stakeholders, and to 

the wider development community, where possible. 

8. Managing the system for results measurement. The results measurement system should be suffi-

ciently resourced and integrated into project management, informing implementation and guiding 

strategy.  

The DCED Standard includes a mechanism for programs to arrange an external audit by independent audi-

tors. This audit provides a means of certifying the quality of the measurement system in place and thus the 

quality of the results. This audit process is, however, not intended to replace the role of an independent evalu-

ator.  The methodology advocated by the DCED Standard supports independent evaluations in the following 

ways:  i) by improving the quality of monitoring data, ii) by articulating detailed theories of change at the in-

tervention level, iii) by estimating how much of the observed changes can be attributed to the intervention, 

iv) by attempting to measure systemic change, and v) by tracking data on program costs (Calvert 2014).  

A recent paper examining the implications of complexity for monitoring in complex environments suggests a 

number of monitoring approaches (Britt 2014).  The paper argues for establishing indicators that explain pro-

gress towards systemic change (i.e., “leading indicators”), and remaining vigilant to identify unexpected posi-

tive and negative change and alternative causal pathways. Evidently, systems change evaluation needs to have 

strong links with program monitoring.  

D. PRACTICAL GUIDANCE 
The discussion above suggests the need for an evaluation framework that addresses the challenges of evaluat-

ing systems and systemic change. There is surprisingly little existing guidance for doing so. Although focused 

only at the planning stage and not tailored to market system interventions, the planning worksheet shown in 

table 2 outlines a helpful three-step approach for incorporating systems thinking into evaluation planning 

(Hargreaves 2010): 

1. Assess the dynamics of the system. The context shapes how and if systemic change will or will 

not occur. Evaluators should identify relevant stakeholders, their relationships, and perspectives re-

lating to potential shifts. The nature of relations between actors within a system and their attitudes 

are critical to allowing or blocking change. Evaluators should draw from this understanding to set the 

boundaries of the evaluation;  

2. Determine the dynamics of the intervention.  A second driver of the evaluation approach is the 

nature of the intervention seeking to create systemic change. Evaluators should understand how the 

intervention is governed (i.e., the management structure, the mix of partners involved), the interven-

tion’s theory of change, and the anticipated outcomes;  and 

3. Select the appropriate systemic change evaluation approach.  The final step is to understand 

who the users of the evaluation will be and the purpose of conducting the evaluation.  This will sug-

gest the most appropriate evaluation methods.  
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Table 2: System Change Evaluation Planning Worksheet 

System Change Evaluation Planning Worksheet 

A. What is the situation? 

1.  Describe the situation (its boundaries, 

parts, and whole). 

 

2.  Describe the dynamics of the situa-

tion’s relationships (random or un-

known, simple, complicated, complex 

or combination) 

 

3.  Describe the diversity of the purposes 

or perspectives within the situation. 

 

B. What is the system change intervention? 

4.  Describe the dynamics of the interven-

tion’s governance or implementation 

(random or unknown, simple, compli-

cated, complex or combination). 

 

5.  Describe the dynamics of the interven-

tion’s theories of change and action 

(random or unknown, simple, compli-

cated, complex or combination). 

 

6.  Describe the diversity and specificity of 

the intervention’s intended outcomes. 

 

C. What are the goals of the system change evaluation? 

7.  Describe the evaluation’s users, pur-

pose(s) (developmental, formative, 

summative, monitoring for accountabil-

ity, and/or other), and methods. 

 

Source: Hargreaves (2010). 
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V. INDICATORS OF SYSTEMIC 

CHANGE  
This section describes several frameworks that are being used to identify indicators of systemic change. None 

of these frameworks were developed specifically for use in evaluation, and several are in draft form. Never-

theless, they each contain elements that can inform USAID’s evaluation policies and practice around ap-

proaches for measuring systemic change.  

DCED INDICATORS 
The DCED’s guidance on systemic change (Kessler and Sen 2013) outlines five aspects of systemic change: 

 Crowding in: The program helps targeted enterprises provide a new service, by supplying training or 

improving the market environment. Other enterprises see that this service can be profitable, and start 

supplying it as well. For example, a program helps agricultural suppliers start up pesticide spraying 

services. Other agricultural input suppliers, who did not receive any direct input from the program, 

may then start up a similar pesticide spraying service.  

 Copying: The program improves the practices of targeted enterprises, to improve the quality or effi-

ciency of production. Other entrepreneurs can see the positive impact of these new practices, and 

adopt them in their own business. For example, a shoe-making entrepreneur who sees that his rival 

has improved the quality of his shoes copies the quality improvements and so also gets higher prices 

for his goods.  

 Sector growth: Program activities cause the targeted sectors to grow. Consequently, existing enter-

prises expand their businesses and new entrants come into the market.  

 Backward and forward linkages: Changes in the market can trigger changes at other points along 

the value chain. For example, a program increases the amount of maize cultivated. This benefits not 

just farmers, but others in the value chain, such as truck drivers who transport maize. They receive 

more business as there is a greater volume of maize to transport. 

 Other indirect impact: As a result of program activities, other indirect impacts may occur in com-

pletely different sectors. For example, if a program increases the income of pig producers, they can 

spend more on consumer goods, benefiting shops in the local area. 

Of the five aspects of systemic change, the first two (crowding in and copying) represent imitation and repli-

cation of business models, technologies and behaviors by other market actors. The last three indicators de-

scribe second-order or multiplier effects that are created by the first two. These last three aspects of systemic 

change—sector growth, backward and forward linkages, and other impacts—are different from the first two 

in that they describe increases in income and business growth rather than replication of a specific business 

model.  
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AECF INDICATORS 
The Africa Enterprise Challenge Fund (AECF), a multi-country initiative in Africa that funds innovative busi-

ness proposals, has developed its own indicators of systemic change. These are similar to the DCED indica-

tors, but incorporate additional aspects, such as innovation that occurs when market actors go beyond any of 

the new practices promoted by a project (Kessler 2013).  In addition, there are inconsistencies in the defini-

tions used in the AECF and DCED indicators, must notably the definitions for copying and crowding in (see 

table 3).  

Table 3: African Enterprise Challenge Fund’s Indicators of Systemic Change 

Type of Systemic Change Example  

Copying by other businesses 

Other businesses see the benefits of the grantee’s 

business model, and so copy the idea. 

The challenge fund provides seed finance to support an 

outgrower scheme, which purchases tomatoes from poor 

smallholder farmers. This is a financial success, and other 

companies copy the business model and begin to work 

with smallholder tomato farmers. 

Crowding in 

Other businesses are encouraged into the space 

created by the grantee. The distinction between 

this and the previous category is that other busi-

nesses do not copy the business model, but offer 

supplementary services which are only viable be-

cause of the AECF grantee. 

The challenge fund provides a grant to a seed supplier to 

set up shops in rural areas. A financial service provider, 

not funded by the challenge fund, works with the seed 

supplier to provide microfinance to farmers who wish to 

buy the seed. 

Copying successful practice 

People who are not working with the project copy 

the behaviors or technologies that the project in-

troduced. While the previous two categories refer 

to behavior change in businesses, this refers to be-

havior change among farmers and others. 

The challenge fund provides a grant to an outgrower 

scheme, which teaches sustainable farming techniques to 

participating farmers. Other nearby farmers copy these 

techniques and thus improve their yields. 

Business regulatory environment 

All projects work within a regulatory environment, 

principally defined by the government. They must 

follow laws and regulations, and work with govern-

ment officials to gain permission to work, export, 

etc. Many companies seek to improve the regula-

tory environment, to make it easier for them to do 

business. 

The challenge fund provides a grant to a number of live-

stock businesses that import vaccines. Regulations for im-

porting vaccines are time-consuming and cumbersome to 

follow, and government officials regularly ask for bribes. 

The businesses join together to pressure the government 

to bring about changes in regulations and reform in gov-

ernment practices.  

Factor and other market systems 

Changes in factor market systems are changes that 

the project causes in the main factor market sys-

tems of land, labor and capital, but also include an-

cillary markets such as information. 

In the above example for crowding in, financial service or-

ganizations provided financial services to customers of a 

seed supplier. If those organizations also begin to provide 

financial services to other people and businesses unre-

lated to the grantee, this indicates a change in the financial 

market system, as there is improved access to finance. 

  



 

 EVALUATING SYSTEMS AND SYSTEMIC CHANGE 14 

Innovation 

The grantee introduces additional innovations that 

were not in the original business plan, but which 

were the developed as a result of the AECF-funded 

project. 

The challenge fund provides funding to a pesticide com-

pany to develop a new type of organic pesticide for a cer-

tain pest. Although the original design did not work, it led 

to the creation of a new type of pesticide effective against 

a different pest. 

Source:  Adapted slightly from (Kessler 2013).  

SPRINGFIELD/KATALYST SYSTEMIC CHANGE FRAMEWORK  
The Springfield Centre, in conjunction with the Katalyst program, has developed a draft systemic change 

framework (Springfield Centre 2014). The framework outlines four elements that indicate systemic changes 

that occur as a market system is evolving. The “adopt” stage is not considered a systemic change itself, but 

rather an initial step that may then lead to change in any of the other three elements. The Springfield/Katalyst 

framework is presented in figure 1. The four elements in the framework were used to identify a number of 

systemic change indicators, which are listed in table 4. 

Figure 1: Springfield Centre/Katalyst Systemic Change Framework 

 
 

Table 4: Springfield/Katalyst Systemic Change Indicators 

Elements Suggested Indicators  

Adopt Independent investment 

Target group benefits sustained  

Adapt Partner contribution to the pilot  

Long-term viability/benefit of practice change 

Partner satisfaction and intent to continue  

Partner ability to continue  

Target group’s satisfaction and benefit  

Expand Competitors or similar types of organizations ‘crowd-in’ 
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Ability to accommodate competition or collaboration (depends on the nature of the 

system) 

Respond System responsiveness and receptiveness 

Ability of ‘adopters’ to cope with shocks  

Source: Springfield Centre (2014) 

KENYA MAP SYSTEMIC CHANGE BENCHMARKING TOOL  
The Market Assistance Programme (MAP) in Kenya, implemented by Kenya Markets Trust, has developed a 

four-part framework for mapping behavior changes that indicate systemic change. The framework is in-

formed by the idea that “the presence (or absence) of continuous adaptation to external opportunities or 

threats is a sign of a competitive, solution seeking system” (Osorio-Cortes et al. 2013). The framework, as 

shown in figure 2, distinguishes between the breadth of systemic change (i.e., change across the sector, such 

as the number of players that are adopting a new behavior), and the depth of systemic change (i.e., change 

within the firm, such as the types of behavior changes that market players are adopting). Two of the catego-

ries—early adopters and early majority—were drawn from the technology diffusion literature. The framework 

was used to identify the indicators listed in table 5. 

Figure 2: Kenya Market Assistance Programme Behavior Change Framework 

 
 

 

 Table 5: Kenya Market Assistance Programme Systemic Change Indicators 

Indicator Category Area of Focus  

Behavior change  Investment patterns 

Technology use 

Relationships with suppliers and buyers 

Strategy change: from price focus to value-addition focus 

Trust  

 

Transparency about quality of agricultural inputs 

Possibility and freedom to choose between different types of products, qualities, and 

prices 
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 Win-win outcomes 

Friendship and strategic alliances 

Convergence of objectives, mainly around mutual growth  

Loyalty Long-term relationships based on mutual interests and policies or norms that pro-

mote and enforce the rule of law 

Consumer awareness Consumers’ appreciation of value addition by the businesses from which they buy 

Business management 

patterns 

Human resources 

Production processes 

Information 

Decision making 

Participation in policy 

change and advocacy 

Who participates 

Who should participate, and why they are or are not participating 

Interactions and collaborations to change policies 

Accountability mechanisms 

Enforcement mechanisms 

Relationships between 

actors 

Improved or new relationships 

The factors and motivations that bring the actors together 

Repeat sales 

 

 

Improved or new relationships 

Sustainability of relationships 

Changes in investment patterns 

Increased freedom of choice 

Increased product/service quality 

Client-oriented business strategies 

Perceptions and pre-

conceptions  

Of other actors 

Of self (how actors perceive themselves) 

Stigma 

Peer pressure 

Knowledge nodes, 

structures, and flows 

 

Who produces, stores, and keeps knowledge up to date 

How information and knowledge are flowing throughout the system 

How existing knowledge is combined to produce new knowledge 

How collaboration for innovation is happening and who is participating 

Source: Osorio-Cortes, Jenal and Brand (2013) 

COMPARISON OF INDICATORS 
The proposed indicators of systemic change, as outlined above, exhibit both similarities and differences. The 

Springfield/Katalyst and MAP indicators view the adoption of a program-supported business model as evi-

dence of systemic change, while the others consider that to be program-created and reversible. Further, 

Springfield/Katalyst, MAP and AECF consider firms’ innovations to a program-introduced business model 

as evidence of systemic change while the DCED does not. Only the Springfield/Katalyst indicators explicitly 

include innovations by other market actors as a type of systemic change, caused by the introduction of new 

business models. The replication of a program-supported business model by other businesses through a pro-

cess of crowding-in is considered an indication of systemic change by all four entities. Interestingly, only the 

DCED and AECF explicitly define copying of behavior at the target beneficiary level as a type of systemic 

change. Finally, the DCED is the only entity that includes the multiplier effects of additional spending and 

economic activity generated by a program on the growth of other businesses in the target sector and non-tar-

get sectors. The four sets of proposed indicators are compared in table 6. 
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Table 6: Comparison of Proposed Systemic Change Indicators 

Entity 
DCED 

Springfield/ 

Katalyst 
MAP AECF 

Initial adoption by program-supported partner  X X  

Adaptation or innovation by program-supported partner  X X X 

Innovations by other market actors  X   

Crowding-in by other market actors  X X X X 

Copying by target beneficiaries X   X 

Multiplier effects on other local businesses  X    

Source: Fowler (2014) 

CATEGORIES OF INDICATORS 
A review of some of the most recently proposed indicators of systemic change suggests two relatively univer-

sal categories of systemic change:  

1. Buy-in indicators measure the degree to which market actors have taken ownership over the new 

business models, technologies, practices and behavior changes that were introduced and/or sup-

ported by the intervention.  Some examples of buy-in indicators include the following: 

 Adaptation or innovation to the original, program-sponsored model(s) 

 Continued, independent investment after program sponsorship ends 

 Repeat behavior 

 Satisfaction with program-facilitated changes 

2. Imitation indicators measure the scale or breadth of program-supported behavior change within a 

system. There are two prominent examples of imitation indicators: 

 Crowding-in by other businesses that imitate program-sponsored business models originally 

adopted and demonstrated by business(es) that collaborate with the implementer 

 Copying, mentioned less often than crowding-in, refers to imitation at the target beneficiary 

level by market actors (firms, farms, households or individuals) that imitate the new prac-

tices originally adopted and demonstrated by the target beneficiaries of the intervention  
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VI. SUMMARY AND CONCLUSION 
The purpose of this literature review was to examine current thinking related to evaluating market system fa-

cilitation as a step toward identifying more effective evaluation approaches for these specific types of inter-

ventions. Individual articles, reports and presentations that were reviewed for this study are summarized in 

the annotated bibliography, provided as an annex. This report summarizes some of the findings as they relate 

to defining systemic change, incorporating systems thinking into evaluation frameworks, and identifying use-

ful indicators for measuring systemic change.  

A. DEFINING SYSTEMIC CHANGE  
There is no consensus on how to define a system and systemic change. The literature review suggests defini-

tions of systemic change within the context of market system facilitation should include several elements, in-

cluding:  i) a focus on the changing structure and dynamics of systems, rather than including final develop-

ment outcomes as well; ii) recognition that the causes of systemic change are diverse and overlapping, includ-

ing donor-funded interventions and emergent solutions from within the system itself; and iii) acknowledge-

ment that impacts of systemic changes are equally diverse, including both those that are positive and negative 

from the perspective of a facilitator’s objectives.  

B. FRAMEWORKS FOR EVALUATING SYSTEMS 
Donors already provide foundational guidance on evaluating development interventions, including USAID’s 

Evaluation Policy (2011) and DFID’s International Development Evaluation Policy (2013). Evaluation frame-

works created specifically for value chain and market systems interventions are also relevant, including the 

Degrees of Evidence principles developed under USAID’s AMAP project (Creevey et al. 2010) and the more 

recent evaluation principles compiled by Ruffer and Wach (2013). The DCED Standard for Results Measure-

ment (2013) provides a wealth of helpful guidance on how to establish project-managed monitoring systems 

that support elements of evaluation for interventions based on market system facilitation.  

Any of the three general categories of evaluation—summative, formative and developmental—can be 

adapted to incorporate systems thinking through explicit attention to relationships, boundaries and perspec-

tives (Williams and Hummelbrunner 2011; Hargreaves 2010; Britt 2013). Recent guidance on understanding 

local systems (USAID 2014) emphasizes system actors’ roles and relationships. At the same time, donors and 

implementers in the market system development (e.g., value chain, M4P) communities also have emphasized 

the importance of understanding market relationships for at least a decade.  

With its frequent feedback loops and adaptive flexibility, developmental evaluation (Patton 2011) appears to 

be well suited to support learning around the early results of systemic interventions under conditions of com-

plexity, where the response of the system to the intervention is unpredictable. In addition, there are argu-

ments in favor of methodological heterodoxy—supporting the use of mixed methods and triangulation of 

evidence—based at least partially on the need for evaluation results that are strong in terms of both internal 

and external validity.  

The roles of evaluators are mentioned in ways that are sometimes contradictory. While most foundational 

frameworks call for independent evaluators (USAID 2011; DFID 2013), Ruffer and Wach (2013) recommend 

shared evaluation responsibility between evaluators and implementers. Collaboration between evaluators and 

implementers is recommended at several points in the project cycle, beginning with project design and con-
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tinuing through process evaluation. The DCED encourages projects to consider contracting independent au-

ditors to assess their compliance with the DCED Standard, and has a published mechanism to share audit 

results, though it does not suggest that this necessarily replaces the need for independent evaluation.  

One valuable lesson learned from the literature review is recognizing the distinction between a donor-funded 

intervention and the system that an intervention is seeking to change. While the context (or problem situa-

tion) might be best described as a complex and unpredictable system, there is still a need for theories of 

change to guide implementation and provide a framework for building an evidence base on the linkages be-

tween market system interventions and intended development outcomes related to inclusive economic 

growth.  

C. INDICATORS FOR EVALUATING SYSTEMIC CHANGE 
The selection of indicators for evaluating systemic change can also be informed by distinguishing between the 

market system and the intervention designed to facilitate changes in the system. Systemic change is not a final 

outcome, but an instrumental step toward achieving final development outcomes, such as improved incomes, 

employment and food security, and reduced poverty. This implies that indicators of systemic change should 

not be defined in terms of final development outcomes. Instead, systemic change indicators should be de-

fined in terms of shifts in the underlying or structural elements and patterns that characterize a system, such 

as the quality of the relationships between actors.   

A review of some of the most recently proposed indicators of systemic change suggests two relatively univer-

sal categories of systemic change: i) buy-in indicators, measuring the degree to which market actors have 

taken ownership over the new business models, technologies, practices and behavior changes that were intro-

duced and/or supported by the intervention, and ii) imitation indicators, measure the scale or breadth of 

program-supported behavior change within a system.   

These concepts related to buy-in and imitation represent a starting point in identifying indicators for detecting 

and measuring systemic change. Better ways to evaluate systems and systemic change, along with principles 

and frameworks that have been adapted to meet the challenges associated with evaluating interventions based 

on market systems facilitation, would help to promote learning, inform programming and improve outcomes 

in this important area of development programming.
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ANNEX: ANNOTATED 

BIBLIOGRAPHY  
 

Andrews, Matt, Lant Pritchett and Michael Woolcock. 2012. “Escaping Capability Traps through 

Problem-Driven Iterative Adaptation (PDIA).” CGD Working Paper 299. Washington DC: 

Center for Global Development. (26 pages) 

This paper outlines the longstanding failure of donor-funded institutional reform efforts to improve the ca-

pacity of developing country governments. It identifies capability traps as a challenge, where “state capability 

stagnates, or even deteriorates, over long periods of time even though governments remain engaged in devel-

opmental rhetoric and continue to receive development resources” (p.2). The authors argue that development 

funding for institutional reform in certain cases actually contributes to capability traps, by constraining local 

innovation while enabling governments to engage in “isomorphic mimicry”, in which they make reforms that 

increase their legitimacy with international stakeholders but do not actually change fundamental decision-

making processes (p.2). Seeking to apply international best practice via linear processes, rigid monitoring of 

inputs, and compliance to a predetermined plan all contribute to capability traps.  

To support institutional change, the paper proposes a “Problem-Driven Iterative Adaptation” (PDIA) ap-

proach. PDIA is based on four key principles:  

1. Local definition of performance problems, rather than importation of “best practice” solutions; 

2. Support for local experimentation, rather than requiring adherence to a predetermined implementa-

tion plan; 

3. Design of tight feedback loops for “rapid experiential learning”, rather than waiting for the results 

from ex-post evaluation; and 

4. Engagement of a broad group of actors designing local solutions to locally defined problems, rather 

than top-down imposition of solutions from a small group of external experts.  

They advocate for M&E systems that allow interventions to evolve with learning, and thus are critical of the 

overuse of randomized control trials where they restrain rapid innovation and adaptation. They see results 

measurement as ultimately supporting the development of local solutions, drawing from international good 

practices but making adaptations and hybrids that respond to the local context.  

 

Boston, Jonathan. 2000. “The Challenge of Evaluating Systemic Change: The Case of Public Man-

agement Reform.” International Public Management Journal 3(2000): 23–46. 

The challenges of evaluating systemic change are described in detail and illustrated with the example of New 

Zealand’s radical transformation of its public sector management system (1985-1990). The author asserts that 

a thorough appraisal of this systemic reform has never been done because of these evaluation challenges 

(p.26):  

1. “Choosing the appropriate criteria for evaluation and determining what constitutes ‘success’; 

2. Determining and securing the relevant evidence; 
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3. Interpreting the available evidence, including the problem of establishing appropriate counterfactuals 

and determining causation; and 

4. Arriving at an overall assessment.”  

Specific examples for each of these four challenges are provided in Table 1 (p.27). 

 

Britt, Heather. 2013. “Complexity-Aware Monitoring.” USAID Discussion Note (version 2.0), Moni-

toring & Evaluation Series. Washington DC: DevTech Systems Inc. (19 pages) 

This discussion note is written to inform USAID’s thinking on complexity-aware monitoring as a comple-

ment to performance monitoring for complex areas of projects. The resource first outlines the situations 

when complexity-aware monitoring is appropriate, such as those where the relationships between cause and 

effect are not well understood. It suggests asking the following questions to identify such situations (p.2):  

 “What is the degree of certainty about how to solve the problem?”  

 “What is the degree of agreement among stakeholders about how to solve the problem?”  

Situations with a low degree of certainty and agreement are characterized as complex. In such situations, the 

paper suggests three principles:  

1. Synchronize monitoring with the pace of change. In highly dynamic contexts, using leading or 

coincident indicators will better enable projects to identify and adapt to change in a timely way.  

2. Attend to performance monitoring’s three blind spots. The piece argues that USAID’s linear ap-

proach to performance monitoring makes it likely to miss the broader range of negative and positive 

outcomes, alternative causes of observed change, and “the full range of non-linear pathways of con-

tribution” (p.6). A meta-analysis of USAID evaluations found that very few evaluations address these 

issues.  

3. Attend to relationships, perspectives and boundaries. The author argues that all three concepts 

should be applied to understanding complex environments, particularly through participatory moni-

toring approaches.  

The discussion note also recommends five approaches to complexity-aware monitoring as a starting point for 

experimentation within USAID:  

1. Sentinel Indicators: a sentinel indicator is defined as “an indicator which captures the essence of 

the process of change affecting a broad area of interest and which is also easily communicated.” (p.7) 

These can be selected by mapping out key relationships between the project, other actors and influ-

encing factors, and selecting measures at key leverage points that indicate their important systemic 

changes. The author acknowledges the tension between “indicator-based monitoring” and monitor-

ing in less predictable, complex environments, where indicators should be expected to evolve with 

the program.  

2. Stakeholder Feedback: Collecting information from stakeholders can assist in bolstering project 

effectiveness in complex environments. This is because knowledge of a system is partial and stake-

holders’ perceptions help to shape their behaviors and consequently outcomes. Although the author 

recognizes several challenges with this approach (e.g., sampling error, cost, technical difficulty), she 

recommends it as a way to gather valuable information for dealing with complexity. This particularly 

includes determining the boundaries of a system.  
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3. Process Monitoring of Impacts: This approach mirrors the results chain approach advocated by 

the DCED Standard by describing the processes that link project outputs to expected outcomes. It is 

seen to address complex situations by enabling rapid identification of “results-producing processes”. 

Moreover, by providing a richer description of the project and its environment than traditional 

USAID tools, it enables the identification of “alternative causes, multiple causal pathways, and feed-

back loops” (p.10). The author suggests that one drawback is an inability to capture positive or nega-

tive unintended consequences, for which users will need to remain vigilant to observe in other ways, 

such as by incorporating diverse perspectives on project processes and results.  

4. Most Significant Change: The most significant change (MSC) methodology is a qualitative method-

ology that allows project stakeholders to report on the most important results that they have ob-

served as a result of project intervention and the reasons for this. MSC outlines “domains of change” 

that results are grouped under, but keeps them broad to avoid predetermining the types of feedback 

that will be received. The stories that are collected may be verified and/or quantified.  

5. Outcome Harvesting: Outcome harvesting is a qualitative approach to capturing outcomes, then 

linking them to plausible contributors. These causal relationships are then validated by the monitors 

through processes including the triangulation of perspectives. It is somewhat more defined than the 

MSC approach, and focused on the application of the information that is generated.  

The author finds several divergences between the five approaches and current practice at USAID. For in-

stance, the last two approaches are described as “indicator-free” and “goal-free”, because they do not articu-

late expected results prior to information gathering. Process monitoring of impacts and stakeholder feedback 

are indicator-optional. The paper closes with a guide for USAID staff seeking to apply the approaches out-

lined in the paper.  

 

Department for International Development (DFID) and Swiss Agency for Development and Cooper-

ation (SDC). 2008. “The Operational Guide for the Making Markets Work for the Poor 

(M4P) Approach.” London and Bern: DFID and SDC. (124 pages) 

The Making Markets Work for the Poor (M4P) approach is a framework for analyzing and intervening in 

market systems. The M4P approach is designed to be flexibly applied to a diverse array of systems, including 

agricultural, educational and health systems. Facilitating systemic change is one of the five M4P components. 

The term “facilitating system change” is used roughly as a synonym for intervening and seen as core to 

achieving sustainable impact. Drawing from its market systems framework, the publication outlines four types 

of systemic change (p. 91):  

1. Improved delivery of the core transaction under focus (by increased sales, higher satisfaction, etc.); 

2. “Changes in practices, roles and performance of important system players and functions”;  

3. “Crowding-in of system players and functions”; and  

4. “Demonstrated dynamism of system players and functions (e.g., responsiveness to changed condi-

tions in the system)”.  

Among these four types of systemic change, crowding-in is highlighted as critical along the pathway to suc-

cessfully exiting a market facilitation role. The publication guides practitioners on how to effectively facilitate 

systemic change in their market systems of focus. 
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Deprez, Steff. 2013. “The Use of Outcome Mapping in Value-Chain Development Programmes: The 

Case of Vredeseilanden (VECO).” OM Ideas No. 7, Outcome Mapping and Learning Com-

munity. London: Overseas Development Institute. (8 pages) 

The paper is one in a series of case studies showcasing the real-world application of the Outcome Mapping 

(OM) methodology in different contexts. It describes the application of the OM methodology to an agricul-

tural value chain program implemented by the Belgian NGO VECO from 2008 to 2013. Importantly, it de-

scribes how VECO implemented the OM methodology while also developing and reporting on a logframe as 

required by its donor. Over phase 1 (2008-2010), the program applied the components of the OM methodol-

ogy, including outcome challenges, progress markers and strategy maps, for each type of boundary partner: 

private sector actors, farmer organizations, consumer organizations, NGOs, and network organizations. An 

innovation that VECO made to the OM methodology was to create a specific objective around organizational 

improvement for the implementing partner itself.  

Learning from experience, VECO changed its approach in phase 2 (2011-2013). Rather than creating out-

come challenges, progress markers and strategy maps for each type of boundary partner, it prepared them for 

each value chain that it was focused on. This reflected the fact that each value chain required a different strat-

egy. Ultimately, VECO created 42 chain intervention frameworks. They also modified the OM methodology 

by adding a level in the chain intervention frameworks that outlined the explicit changes expected at the 

farmer level, making it more consistent with the logframe. This differs from normal OM practice, where 

changes are only defined for boundary partners. VECO developed standard capacity building indicators for 

its farmer organizations to measure overall change across the portfolio, in addition to tailor-made measures. 

During phase 2, the logframe was used to summarize progress across the portfolio in each geographical re-

gion.  

Finally, the paper discusses practical management considerations in applying OM within VECO’s planning, 

learning and accountability system. For an M&E system to foster learning, it is important to a) agree on the 

main purposes and intended uses of the system, and b) align the M&E schedule with “organizational spaces 

and rhythms” that create sharing and learning opportunities. While applying the OM methodology does not 

automatically guarantee that the program is equipped to deal with complexity (p.7), it contains design ele-

ments that can support a process-oriented monitoring approach. 

  

Eoyang, Glenda and Thomas Berkas. 1999. “Evaluating Performance in a Complex Adaptive Sys-

tem.” In Managing Complexity in Organizations: A View in Many Directions, M. Lissack 

and H. Gunz (eds.). Westport CT: Quorum Books. (21 pages) 

This paper discusses the implications of complex adaptive systems for evaluation of organizational systems, 

using the assumption that organizations are complex adaptive systems. It describes the characteristics of com-

plex adaptive systems, including:  

 Dynamic 

 Massively entangled 

 Scale independent 

 Transformative 

 Emergent 
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The paper then discusses principles for addressing each of the above characteristics when evaluating complex 

adaptive human systems. It outlines tools and techniques to do so, which include:  

 Causal diagrams (i.e., results chains) 

 Iterative redesign 

 Shorts and simples (short lists of simple rules to guide evaluation)  

 Feedback analysis (based on Venn diagrams) 

 Time series analysis 

Finally, the paper suggests that evaluators need to shift their role by embracing uncertainty during the evalua-

tion process and prioritizing learning as the outcome of an evaluation.  

 

Frankenberger, Tim and Suzanne Nelson. 2013. “Resilience Measurement for Food Security.” Back-

ground Paper for Expert Consultation, Food and Agriculture Organization of the United Na-

tions and the World Food Programme. Tucson AZ: TANGO International. (42 pages) 

Written to inform an expert consultation on measuring resilience in food security and nutrition, this paper 

notes the absence of robust and reliable indicators of resilience at the household, community and national 

levels. The authors call for empirical evidence on the factors that support resilience or cause shocks, and in 

which contexts. The paper suggests there may not be universally relevant indicators of resilience across con-

texts or implementing agencies; rather, indicators may need to be more shock- or intervention-specific. It 

provides a detailed overview of current practices by international agencies (e.g., World Food Programme, the 

Food and Agriculture Organization of the United Nations), presents a resilience assessment framework, and 

closes with questions to consider in attempting to measure resilience.  

 

Hargreaves, Margaret B. 2010. “Evaluating System Change: A Planning Guide.” Methods Brief. 

Princeton NJ: Mathematica Policy Research, Inc. (24 pages) 

“This methods brief provides guidance on planning effective evaluations of system change interventions. It 

begins with a general overview of systems theory and then outlines a three-part process for designing system 

change evaluations. This three-part process aligns (1) the dynamics of the targeted system or situation, (2) the 

dynamics of the system change intervention, and (3) the intended purpose(s) and methods of the evaluation. 

Incorporating systems theory and dynamics into evaluation planning can improve an evaluation’s design by 

capturing system conditions, dynamics, and points of influence that affect the operation and impact of a sys-

tem change intervention. The goal is to provide an introduction to system change evaluation planning and 

design and to encourage funders, program planners, managers, and evaluators to seek out more information 

and apply systems methods in their own evaluation work.” (p.2) 

 

Hargreaves, Margaret, Marah Moore and Beverly Parsons. 2010. “Useful Tools for Integrating Sys-

tems Concepts into System Change Evaluations.” Professional Development Workshop at 

the American Evaluation Association Annual Conference, November 8-14, San Antonio TX. 

(93 slides) 
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This slide presentation provides a thorough look at how to incorporate systems thinking into all stages of an 

evaluation. After defining key concepts, it reviews the major schools of thought that have contributed to sys-

tems thinking:  

 Early cybernetics 

 Late cybernetics  

 General systems theory  

 Systems dynamic modeling  

 Complexity theory  

 Soft and critical systems 

 Learning systems 

It then reviews how to analyze a system systematically and describe a systems change intervention. Finally, the 

resource outlines how to conduct each of the four stages of an evaluation using a systems change approach:  

1. Design evaluation  

2. Collect data 

3. Make meaning of data  

4. Shape practice  

The presenters focus on systems generically, using two in-depth examples of a city integration initiative and 

an early childhood education program. Three tools are presented to support systems change evaluations: The-

ory of Change in Paradigms, Structures, and Conditions of Complex Systems; the 7 Cs Framework; and 

ZIPPER.  

 

Kania, John and Mark Kramer. 2013. “Embracing Emergence: How Collective Impact Addresses 

Complexity.” Stanford Social Innovation Review, Blog (January 21). Washington DC: FSG. 

(8 pages) 

FSG defines Collective Impact as “the commitment of a group of important actors from different sectors to a 

common agenda for solving a specific social problem,”3 which it contrasts with isolated impact. This article out-

lines how the collective impact approach is relevant to contexts characterized by complexity. The collective 

impact concept posits that “a highly structured cross-sector coalition” (p.1) is the best mechanism to achieve 

impact. Such a coalition has five conditions for success: a common agenda, shared measurement, mutually 

reinforcing activities, continuous communication, and backbone support.  

This article argues that the typical project cycle – in which an organization develops a theory of change for its 

project, an evaluation is then conducted, and finally the results are used to scale-up the successful aspects of 

the model – does not function under conditions of complexity because predetermined solutions cannot be 

predicted or implemented. The complex interactions of multiple actors determine most outcomes, and thus 

in practice many successful interventions scale-up very slowly or not at all. Tackling adaptive problems – 

those problems for which there are no known answers but multiple stakeholders operating in uncertain and 

                                                      

3  FSG. Winter 2011. “Collective Action.” Stanford Social Innovation Review. p. 36. This article explains the concept of 

Collective Impact.  
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unpredictable environments – requires “learning by the stakeholders involved in the problem, who must then 

change their own behavior in order to create a solution.”4 The paper provides various examples in which the 

collective impact approach has supported the creation of “emergent solutions.” For instance, one initiative in 

Canada stopped using logic models with their partners and instead adopted very regular (even every two 

weeks) analysis of changes. Another partner used an outcome diary to regularly track changes at the individ-

ual, partner relationship and policy levels. This helped capture unexpected “emergent dynamics.” The article 

does not focus on a single type of system, rather drawing from examples in education and policing (in the US) 

and poverty reduction (in Canada). 

  

Kessler, Adam. 2013. “Measuring Results in Challenge Funds: Practical Guidelines for Implement-

ing the DCED Standard.” Cambridge: Donor Committee for Enterprise Development. (33 

pages) 

These guidelines are oriented at practitioners seeking to comply with the DCED Standard for Results Meas-

urement within the context of challenge funds. Challenge funds are a funding mechanism in which resources 

are allocated to market players. The guide “concentrates on private sector development challenge funds – of-

ten called ‘Enterprise Challenge Funds’ – which finance businesses in order to raise incomes, provide employ-

ment, and increase access to markets for the poor” (p. 2).The paper discusses several specific issues associ-

ated with sharing responsibilities for results measurement between the fund manager and the private sector 

grantees. 

The paper also addresses the measurement of systemic change. While recognizing that the measurement of 

systemic change is still nascent among many challenge funds, it provides some examples of projects that are 

attempting to do so. For example, one project has measured systemic change using the following categories 

(Annex B, p. 33):  

 Copying by other businesses: replication of the grantee business model that the challenge fund is 

supporting; 

 Crowding-in: start-up of other types of businesses providing services to the grantees;  

 Factor and other market systems: firms that are crowding-in, as described above, also serve others 

not associated with the project;  

 Copying successful practice: behavior change at the end beneficiary level (e.g., smallholders); 

 Business regulatory environment: supported companies join together to lobby for policy changes; 

and  

 Innovation: grantee innovates and improves upon the ideas that the challenge fund originally fi-

nanced.  

 

Kessler, Adam and Nabanita Sen. 2013. “Guidelines to the DCED Standard for Results Measure-

ment: Capturing Wider Changes in the System or Market.” Cambridge: Donor Committee 

for Enterprise Development. (5 pages) 

                                                      

4  FSG. Winter 2011. “Collective Action.” Stanford Social Innovation Review. p. 39.  
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This brief is for practitioners who are facilitating market systems and seeking to implement the DCED Stand-

ard for Results Measurement, an international standard synthesizing good practices in monitoring. It provides 

practical guidance on how to understand and implement the fifth component of the DCED Standard, “Cap-

turing Wider Changes in the System or Market”. The guide identifies five aspects of systemic change: 

1. Crowding in 

2. Copying 

3. Sector growth 

4. Backward and forward linkages 

5. Other indirect impact 

The first two relate to imitation by other market actors, while the last three are focused on larger impacts cre-

ated by a project’s activities. The brief focused primarily on crowding in and copying, since practitioners have 

monitored these two aspects of systemic change more often. The guide advises on how to incorporate sys-

temic change into results chains for each intervention and develop relevant indicators.  

 

Osorio-Cortes, Lucho and Marcus Jenal. 2013. “Monitoring and Measuring Change in Market Sys-

tems: Rethinking the Current Paradigm.” MaFI Synthesis Report. Arlington VA: The SEEP 

Network. (18 pages) 

In 2012, SEEP’s Market Facilitation Initiative (MaFI) coordinated a series of events to explore the application 

of complexity thinking to M&E in market systems facilitation programming. This paper synthesizes that 

work, beginning with an outline of the weaknesses of the “current M&E paradigm” (pp. 2-6): 

1. “Excessive focus on ‘our’ direct effects on the poor”. Attribution becomes more difficult when 

working through other market actors and seeking to influence their behaviors; 

2. “Excessive focus on extraction of information for accountability to the donors”, which can place 

inappropriate focus on outputs; and 

3. “Sustainability understood as longevity of our legacy”, which posits that projects are too focused on 

the sustainability of what they are providing, rather than on the capacity of those that are reached to 

develop and refine their own solutions to changing contexts in future.  

The paper also posits seven principles for building a “systemic M&E framework” (pp. 7-14):  

1. Indirectness of impact: a project focused on systemic change will primarily reach indirect beneficiar-

ies that do not directly interact with the project, while the businesses that work directly with the pro-

ject are termed “collaborators”; 

2. Depth of impact: stock and flow indicators (e.g., beneficiary incomes, # of new jobs created) are ar-

gued to be superficial indicators of change that can be achieved relatively easily by outside develop-

ment intervention. Focusing on more fundamental elements of systemic change, such as leverage 

points, is far more helpful; 

3. Network-driven change: the engagement of multiple actors in creating change makes it difficult to 

attribute impacts to a single cause; 

4. Unpredictability: the fast-changing environment in which development programming occurs makes 

“flexibility, rapid learning systems and effective collaboration between facilitators, NGOs and do-

nors” all critical; 
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5. Sensitivity to external signals: recognize that the system will change given the presence of a develop-

ment program; 

6. Information deficit: our inability to fully understand a system requires participation, learning, and 

flexibility; and 

7. Sustainability as adaptability: true sustainability is argued to be the adaptability of the system.  

 

Osorio-Cortes, Luis, Marcus Jenal and Margie Brand. 2013. “Monitoring and Measuring Change in 

Market Systems: The Systemic M&E Principles in the Context of the Kenya Market Assis-

tance Program.” MaFI Case Study. Arlington VA: The SEEP Network. (40 pages)  

The SEEP Network’s Market Facilitation Initiative (MaFI) produced this paper under its Systemic M&E Ini-

tiative, which explores the application of complexity thinking to M&E in market systems facilitation program-

ming. This publication builds on an earlier MaFI paper, “Monitoring and measuring change in market systems 

–rethinking the current paradigm–”, by applying the seven principles of systemic M&E to the Market Assis-

tance Program (MAP) in Kenya. MAP focuses on facilitating change in multiple market systems.  

The paper concludes that the principles are highly applicable and relevant to the Kenya MAP program, 

though some need to be better articulated. It also provides a framework and list of indicators used by MAP to 

measure systemic change:  

 Behavior change 

 Trust  

 Loyalty 

 Consumer awareness 

 Business management patterns  

 Participation in policy change and advocacy  

 Relationships between actors  

 Repeat sales  

 Perceptions and preconceptions  

 Knowledge 

 

Parsons, Beverly and Meg Hargreaves. 2009. “Evaluating Complex Systems Interventions.” Profes-

sional Development Workshop at the American Evaluation Association Annual Conference, 

November 9-15, Orlando FL. (93 slides) 

This presentation provides an overview of systems thinking. It focuses on three types of system dynamics, 

providing examples of each:  

 Random (unorganized) 

 Organized (simple or complicated) 

 Adaptive 
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It emphasizes that systems have different dynamics and often multiple types simultaneously in a complex sys-

tem. This affects the type of evaluation that should be conducted and the questions to be asked. These dy-

namics include (slides 40-41):  

 Self-organizing/adaptive/organic 

 Sensitivity to initial conditions 

 Emergence 

 Macro pattern 

 Feedback 

 Co-evolution 

 Pattern formation and points of influence 

These dynamics have various implications for evaluation, including (slides 42-43):  

 Small differences can create large effects. 

 The past influences but does not predict the future. 

 Many points of influence exist. 

 Boundaries, differences, and relationships are levers of influence toward a purpose. 

 Simple rules underlie patterns. 

 Pattern-based feedback and actions are iterative. 

 Tensions are not resolved. 

 Patterns are outcomes. 

The presentation draws from curriculum development, communities of learning and family strengthening ex-

amples to demonstrate how evaluations were shaped by system dynamics.  

 

Patton, Michael Quinn. 2011. Developmental Evaluation: Applying Complexity Concepts to En-

hance Innovation and Use. New York: Guilford Press. (375 pp) 

Developmental evaluation is a type of utilization-focused evaluation that “guides action and adaptation in in-

novative initiatives facing high uncertainty” (p.36). Utilization-focused evaluation focuses on developing inno-

vations and “achieving intended use by intended users” (p.14). This purpose contrasts with the proving/im-

pact role of summative evaluation and the improving/fine-tuning role of formative evaluation. Early chapters 

describe the distinguishing features of developmental evaluation and contrast it with these other types of eval-

uation. 

Developmental evaluation is appropriate for five purposes (Exhibit 10.1, pp.308-313): 

1. Ongoing development to adapt a project, program, policy or other initiative to new conditions; 

2. Adapting effective general principles to a new context; 

3. Developing a rapid response in the face of a sudden major change or a crisis; 

4. Preformative development of a potentially scalable innovation; and 

5. Major systems change and cross-scale developmental evaluation. 

Examples from many different types of systems are used to illustrate each of these purposes. Special attention 

is given to the relationships between development evaluation, systems thinking and complexity concepts. The 

role of the evaluator is to co-create social innovation by framing questions and collecting data that permit the 
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timely recognition of patterns. While there are principles and values that can guide evaluation practice, no sin-

gle inquiry framework or evaluation technique can be considered to be a “gold standard.” 

 

Reynolds, Martin, Kim Forss, Richard Hummelbrunner, Mita Marra and Burt Perrin. 2012. “Com-

plexity, Systems Thinking and Evaluation - An Emerging Relationship?” Evaluation Con-

nections Newsletter of the European Evaluation Society (December): 7–9. (8 pages) 

This paper summarizes a panel discussion at the European Evaluation Society’s Helsinki Conference in 2012. 

It distinguishes between the concepts of systems thinking and complexity, and discusses both in relation to 

evaluation. It outlines where systems thinking and complexity converge, where they diverge, and then dis-

cusses possible ways forward.  

Points of convergence between systems thinking and complexity include that they both challenge reductionist 

thinking and the focus on experimental evaluation approaches. Instead, both support multiple evaluation 

methods with an emphasis on process, co-evolution and incorporating (sometimes conflicting) perspectives. 

Both apply the concepts of boundaries, relationships and perspectives to understand systems and incorporate 

concepts of emergence and systems change.  

On the other hand, systems thinking includes a wide range of evaluation concepts and tools (“craft skills”), 

with complexity science representing only one part of this broader range. Contemporary soft and critical sys-

tems thinking tends to consider systems to be conceptual devices rather than actual entities. From this view-

point, complexity is more a description of the observer’s perspective than the system being observed. By fo-

cusing on choices about where boundaries are set, systems thinking “supports an explicitly ethical and politi-

cal engagement with evaluation” (p.6).  

The evaluation experts on the panel suggested that, in moving forward, systems thinking can contribute to 

advancing evaluation practice by promoting methodological heterodoxy and shifting mainstream thinking 

more toward “contribution” than “attribution”. Because systems approaches are flexible, they can be used in 

conjunction with other evaluation traditions. For example, complexity thinking could incorporate more em-

phasis on boundaries, relationships and perspectives. Systems approaches also can be used to build construc-

tive collaboration among evaluation stakeholders. In order for these advances to occur, however, the method-

ological debate must extend beyond the evaluation community.  

 

Ruffer, Tim and Elise Wach. 2013. “Review of Making Markets Work for the Poor (M4P) Evaluation 

Methods and Approaches.” DFID Working Paper 41. London: Department for International 

Development. (57 pages)  

This DFID-commissioned resource reviews the methods used by 14 evaluations of M4P/market system facil-

itation programs funded by donors including DFID, USAID, SDC and GIZ. Its purpose is to “help guide the 

design and implementation of future evaluations” (p.ii). All of the evaluated projects were focused on im-

proving market systems, particularly in agriculture. Defining systemic change as “transformations in the struc-

ture or dynamics of a system that leads to impacts on the material conditions or behaviors of large numbers 

of people” (p.4), it found that only five of the evaluations evaluated systemic change in a satisfactory way. 

The paper identifies several challenges with measuring systemic change (p.23):  
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1. Factors external to a project have an increased impact on changes at the higher levels of results 

chains; 

2. It is more difficult to distinguish between treatment and non-treatment groups when projects take a 

facilitation approach; and  

3. It is challenging to assess the market players that are truly creating change.  

The document proposes a comprehensive set of recommendations for evaluating market systems facilitation 

programs. The authors propose that programs’ theories of change should explicitly describe how they expect 

to achieve systemic change, incorporating indicators of “replication, crowding in, and wider market change” 

(p.24). They argue that systemic changes should be initially identified through qualitative methods, including 

discussion with project partners and market players. Once identified, however, quantitative methods can be 

assigned to assessing the impacts of the systemic changes in additional outreach or income generated.  

 

Sarriot, Erin, Jim Ricca, Jennifer Yourkavitch, Leo Ryan, and the Sustained Health Outcomes 

(SHOUT) Group. 2008. “Taking the Long View: A Practical Guide to Sustainability Plan-

ning and Measurement in Community-Oriented Health Programming.” Calverton MD: 

Macro International Inc. (79 pages) 

This paper describes a detailed procedure for integrating sustainability concepts into project planning and for 

evaluating progress toward sustainability during project implementation. The sustainability framework, tools 

and methods were developed to improve and evaluate the sustainability of gains made by health projects in 

developing countries. While the focus is on health systems, the methods are general enough to apply to other 

types of systems. The approach is grounded in two key assumptions: 

 “Sustainability planning is most effective when approached from a ‘system perspective’” 

 “Sustainability is a dynamic process” 

Based on a review of the conditions that make gains in community health programs sustainable, the authors 

provide a “sustainability framework” consisting of six components. Each component represents an important 

category (domain) of conditions that support sustained gains in health outcomes (e.g., “district health office 

capacity” and “enabling environment” are two of the components). Each component can be represented by 

many different indicators. By selecting a subset of indicators under each component, the framework can be 

adapted to fit the local context.  

Six steps for applying the sustainability framework within the context of project planning and project imple-

mentation are presented, along with suggested management and measurement tools (p.20):  

1. Define the local system  

2. Facilitate formulation of a long-term vision 

3. Develop a plan to achieve the vision  

4. Collect data on indicators selected from the sustainability framework  

5. Analyze the data and present information on the results  

6. Revise practice based on the results  

The authors suggest using the following three tests to establish the boundaries of the local system:  

1. Stakeholders can feasibly be brought together  

2. Assessments can be conducted (i.e., data can be collected on the units of analysis) 
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3. Decisions can be made following the sustainability assessment (therefore the national government is 

typically not included)  

They caution that the boundaries of the local system can evolve with time.  

 

Springfield Centre. 2014. “Good Practices in Facilitation: The System Change Framework.” Durham 

UK: The Springfield Centre for Business in Development. (5 pages) 

The Springfield Centre provided this resource to attendees of its training on Making Markets Work for the 

Poor (M4P). Currently in draft form, the resource outlines four elements of systemic change:  

1. Adopt: A market player adopts a behavior or practice change that creates an ultimate benefit for the 

poor. “Adopt” is an early indication of systemic change, when a market player has demonstrated 

ownership of a new method and continues to follow it beyond a project’s pilot phase.  

2. Adapt: A market player improves upon or scales-up their use of the new behavior or practice change.  

3. Expand: Other players that are not directly targeted by the program adopt comparable behavior or 

practice changes as a result of the demonstration of the initial adopter(s) or competitive pressures.  

4. Respond: The existence of the new behavior or practice elicits changes from other, dissimilar market 

players. This can be in terms of changing their own roles or improving their own offers.  

While “adopt” is always the first element to occur, the other three will not always occur sequentially. In some 

cases they may happen simultaneously. The elements may occur as a result of a project’s post-pilot facilitation 

or independently, depending on the nature of the market system and market players. Sample indicators are 

presented for each element.  

 

Stern, Elliot, Nicoletta Stame, John Mayne, Kim Forss, Rick Davies and Barbara Befani. 2012. 

“Broadening the Range of Designs and Methods for Impact Evaluations.” DFID Working 

Paper 38. London: Department for International Development. (24 pages) 

This DFID-commissioned study examines fundamental issues in impact evaluation (IE) for the purpose of 

assessing the potential for using non-experimental evaluation designs for development programs. They argue 

for a wider range of evaluation designs and more attention to contribution analysis (as opposed to attribution 

analysis) in order “to deal with contemporary interventions that are often complex, multi-dimensional, indi-

rectly delivered, multi-partnered, long-term and sustainable” (p. 5). Chapter 4 describes the four key types of 

evaluation questions and lists suitable evaluation designs for each question (see Table 4.2, p. 48): 

1. To what extent can a specific (net) impact be attributed to the intervention? 

2. Has the intervention made a difference? 

3. How has the intervention made a difference? 

4. Can this be expected to work elsewhere? 

Complexity issues are addressed in Chapter 5, based on a review of complexity literature and a set of DFID 

programs. The following complexity-related program attributes are identified, along with their evaluation 

challenges and approaches for addressing the challenges (see Table 5.5, pp. 60-61): 

 Overlap of multiple interventions with similar aims 
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 Multiple and diverse activities and projects within a single program 

 Locally customized non-standard programs, often in diverse contexts 

 Program impacts are likely to occur over the long term 

 Working in areas of limited understanding/experience 

 Working in areas of high risk or uncertainty 

 Stated impacts are difficult to measure, possibly intangible and/or reflect composite goals 

 Programs working “indirectly” through “agents” and often at multiple levels and stages 

Design questions related to selecting the unit of analysis and the sequencing of evaluation for long-term pro-

grams emerged at several points in the review. Finally, the authors propose a framework for quality assurance 

in IE consisting of three types of standards: 1) process, 2) technical, and 3) normative. The process and tech-

nical standards address threats to the validity of the IE. 

 

TANGO International. 2013. “Summary of the Expert Consultation on Measuring Resilience.” Sum-

mary of expert consultation held in Rome, February 19-21. Tucson AZ: Tango International. 

(23 slides) 

This presentation summarizes an expert consultation on the topic of measuring resilience in food security and 

nutrition programs. The consultation defined resilience as “[t]he ability of countries, communities and house-

holds to anticipate, adapt to and /or recover from the effects of potentially hazardous occurrences (natural 

disasters, economic instability, conflict) in a manner that protects livelihoods, accelerates and sustains recov-

ery, and supports economic and social development” (slide 5). Held in February 2013, the consultation was 

attended by donors, NGOs, foundations, universities and research institutes.  

The paper outlines considerations for monitoring resiliency:  

 Recognize the importance of context. Measure the resilience of a specific individual or group to a 

specific shock or stress. Recognize that the context changes with time.  

 Use panel data from the same households over time.  

 Understand structural and transitory thresholds and tipping points. 

 Consider technical capacity. Resilience is complex and thus often so are the necessary measures. 

Align the selected methods with available technical capacity.  

 Use locally and culturally relevant metrics.  

 Consider aspects beyond the individual. These can include “formal/informal governance and institu-

tional processes and systems enhance/limit individual and household resilience; policies, knowledge/ 

information management, laws, programming” (slide 8). 

 Consider interrelationships between individual, household, community, region and how they influ-

ence each other.  

 Consider aspirations and motivations, which influence risk-taking capacity and behaviors at individ-

ual, household and community levels. 

 Consider natural resource and ecosystem health, as they greatly affect household livelihoods.  

The presentation outlines current efforts and approaches to measure resilience, as well as areas where little is 

currently being done. It presents an analytical framework for measuring resilience with indicator areas defined 

for the following four stages: 
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1. Baseline well-being and basic conditions measures 

2. Disturbance measures (shocks/stresses) 

3. Resilience response measures 

4. End-line well-being and basic conditions measures 

The presentation closes by listing the next steps to be facilitated through the Food Security Information Net-

work over the short-term, medium-term and long-term. These include identifying the contributors to resili-

ence, the contexts in which they are applicable, and for which shocks, and ultimately developing standard re-

silience indicators that are valid and reliable. 
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